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ABSTRACT

Field ressarch in the nature of engineering work, and the relationships between
the use of computer tools and project performance, was conducted over a twe-
year period at two U.S. R&D firms. A triangulation technique consisting of
participant observation, interviews, and questionnaires was used to collect data
frem engineers working in thirtv-two difterent projects.

Although engineers do many different kinds of work, such as manufacturing
support, communication,”and management, engineers in the study spent about
45% of their average work day performing the kinds of work traditionally
associated with the engineering profession, such as analysis, design, and
development. Because engineering is also a group-oriented activity, engineers
spent a substantial part of their day (about 40%) communicating in some way
(including technical documentation).

Engineers with access to more sophisticated computer tools in their immediate
work area are more likely to use these tools in their work. Projects whose
engineers make greater use of computer tools are also more likely to be under
budget after controlling for the effects of moderating variables such as the level
of required technical sophistication, the phase of the project, and the quality of
project work.

Given their capabilities and limitations, today's coemputer tools do not always
leverage engineering productivity. Use of computer tools for analysis work,
early in the engineering design and development cycle, was found to be
negatively correlated (r = -0.30) with innovativeness. By contrast, use of
computer tuols for engineering development, later in the cycle, was found to be
positively correlated (r = +0.35) with innovativeness.

Computer tools are like a double-edged sword. Properly managed, they can
shorten development time, improve the efficiency of individual contributors, and
reduce suppon staff requirements, permitting more thorough evaluation of
design options and allowing more time to be spent in creative activity.
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However, computer tools can have equally detrimental effects. Because of the
tendency of computer tools to encourage "cloning" solutions to old problems,
use of these tools can lead to homogeneity of engineering designs, stifling

innovativeness. Use of inappropriate or inadequate tools can aiso detract from
engineering performance.

Thesis Supervisor: Professor Thomas J. Allen

Title: Gordon Y. Billard Fund Professor of Management
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CHAPTER 1. INTRODUCTION AND RESEARCH METHODS.

Understanding the relationship between computer tools and engineering
project performance first requires a thorough understanding of the nature of
engineering work, both at the individual and project level. What kinds of tasks
do engineers perform? How much time do they allocate to performing them?
What sort of computer tools do engineers use? To what extent are they used?
And how is the use of computer tools by engineers related to technical

performance at the project level?

The goals of the research are twofold. First, we seek to improve our
understanding of the engineering work process and engineering use of

computer tools, using a triangulation of qualitative and quantitative techniques:

1. Develop a taxonomy of engineering work tasks by cbserving
engineers, and studying the process of engineering work (Appendix
D). This is done through an ethnographic study using the participant

observation method at two field sites employing engineers.

2. Develop time profiles of engineering work, and engineering use
of computer tools. This is done through statistical analysis of sample
data collected from engineers using questionnaires distributed at the

two field sites.

Second, we explore the correlation (if any) between engineer's use of
computers, and the performance of projects.  This is done through the

evaluation of three hypotheses:
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1. Given access, computer tools are used more by engineers when

more sophisticated tools are available.

2. Use of computer tools is related to Increased productivity at the
project levei, as measured by performance of the project against its

planned schedule and budget.

3. Use of computer tools is related to better technical
performance at the project level, as measured by ratings of

technical quality and innovativeness of engineering work.
RESEARCH PROGRAM DESIGN.

The research began in 1985 at Company 1, a federal systems division of a
large technology-based conglomerate. Located in New England, Company 1's
fourteen hundred employees design and manufacture computer-based
products for the defense market (Appendix A). A triangulation technique,
combining qualitative, ethnographic studies (participant observation and
personal interviews) with more quantitative methods (stratified random
sampling of the engineering population using questionnaires and statistical
analysis), was used to gather and analyze data on enginesering work,
engineering use of computers, and project performance. Although work-
intensive for the reseoarcher, the triangulation method blends the flexibility and
insight offered by participant observation and interviews with the data collection
efficiency of questionnaires. Questionnaires for collecting data on enginsering

work and computer use time allocations, engineering backgrounds, and project
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performance were developed based on insight gained from the qualitative
phase of the research. The questionnaires were then used to gather data from
over a hundred engineers and project leaders on work and computer use time
allocation (1985, 1987, 1988), enginesring backgrounds and job categories
(1987, 1988), and project performance (1988) (Figure 1).

1988 Survoy Data)

Fully Repllcated Stud

-Partlclpant

Company § Engineers Managers
a1n I

aterviews

roject Porformance Questionnaire

ngineering Work Quastionnalre

Company

m Partlclpant

Obsorvatlon
Englneers

EUJ Intervlows
Managars

Pro]oct Pyrformance Questionnaire
:I,Englnurlng Work Quostionnalre

ackground Info Questionnaire

1985 1986

Figure 1. Multi-year experimental desngﬁm e‘study was fuliy replicated at a
second site during the last year of the data collection.

An opportunity arose in mid-1987 to replicate the experiment at a second site.
Company 2 (the R&D division of a commercial computer company with world-
wide branches) has approximately the same number of employees as
Company 1, and is also located in New England. Howsever, while Company 1
competes in the defense market, Company 2 primarily competes in the
commercial market. More importantly, as a CAD/CAM pioneer with major

market share in the computer workstation market, Company 2 has aggressively
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pursued the goal of a paperless office and lab environment for its
angineers, and has created a Computer Aided Engineering (CAE) environment
that is a model for the industry (Appendix B). Each engineer, manager, and
secretary has a powerful workstation on his or her desk. The workstations ars
networked with file servers (shared high-capacity disk drives), print servers
(shared printers), and other computers using a high-bandwidth local area
network (LAN). High-bandwidth LLAN's bridge networks between buildings,
while high-speed telephone data lines link Company 2's network with other

corporate sites.

The study begun at Company 1 was fully replicated at Company 2 during the
last year of the data collection cycle (Figure 1). Questionnaires developed at
Company 1 were medified for consistency with Company 2's corporate
terminology, and were distributed and collected electronically over the network.
Data samples of engineering work, computer use, engineer background, and
project performance were collected in parallel with Company 1, where paper
forms and internal mail were used for questionnaire distribution and return.
Empirical data on apprcximately 3500 man-hours of engineering work and

thirty-two projscts were collected.
The collection, aggregation, and analysis of data tc analyze the relationship

between engineering work, uss of computer tools, and project performancs is a

complex, multiple-step process (Figure 2):
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Step 1. Coliect Engineering Work and Computer Use Data from

Englneers.

Two questionnaires were distributed to the engineers at the two firms. A
background questionnaire was distributed once to each engineer in the sample
population. This questionnaire collected demographic data about the engineer,
including information on the type of work (e.g. hardware, software,
management, etc.) being done by the engineer, their experience with
computers, as well as the availability of computer tools both at work and at

home.

A second questionnaire (Figure 5) was sent to each engineer once or twice per
month on a randomly selected work day. On this questionnaire, the engineer
was asked to record:
- the number of hours worked in each of a dozen work categories that day;
- the number of hours computer tocls were used in each of those categories
on that day;
- which of ten hardware and ten software tool types were used to support
each of those work types on that day;
- the number of hours spent on various projects that day, identifying the

project by project name (or project ID) and manager name.

Step 2. Coliect Project Performance Data from Managers.

Once a project manager was identified by one or more engineers, that manager
was sent a project performance questionnaire (Figure 18), and asked to

categorize his or her project by size, phass, level of technological sophistication
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required, etc. The manager was also asked to rate the project in terms of four
measures of performance: quality of work, innovativeness of work, budget
performance, and schedule performance. The manager was NOT asked any
questions about computer use by engineers on the project. (The manager may

havs received, separately, the sampling questionnaires sent to the engineers.)

Step 3. Analyze the Use of Computers, and Factors Correlated with

thelr Use.

Some engineers use computer tools more than others, or use them for different
kinds of work. Factors such as the availability of tools, resource contention, and
training may be substantially correlated with computer use. Such factors may
also be extraneous or intervening variables which could affect the correlation

between computer use and project performance.

Step 4. Analyze Project Performance, and Factors Correlated with

Performance.

It would be naive to belisve that computer use by engineers is the sole driver of
project performance. Numerous factors, like project phase or the leve! of
technical sophistication required in the project, may affect quality,
innovativeness, schedule, and budget. Further, the four measuras of
performance may not be totally independent; innovative work may be viewed as
high quality work, while high quality work may cost the project time and money

resulting in schedule slips and budget overruns.
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Step 5. Aggregate Engineering Work and Computer Use Data by

Project.

This is an important step. The unit of analysis for the engineering work and
computer use data is the individual engineer (identified by a unique serial
number), while the performance data is at the project level (identified by a
unique project number). To shift the unit of analysis from the individual
engineer to the project team, the computer use data sets must be weighted by

project participation hours and aggregated, grouping them by project (Figure 2).

Loy Project #
/ Computer use & Project § Manager
Engr ¥ Is correlated Y Pertorm
Back- | Serial with project Quest.
ground| # performance
Quest. by project ID Project performance data
Q (Project #) are identified and aggregated
- by project number and manager.
— .
Work
| Quest. Project #
| Project | Manager
o Project # Perform

Quest.

Task allocation and computer
useg time data are aggregated
by individual engineer.
Engineer identifies project(s)
by project #, manager name.

D. Murotake MIT Sloan School 12/28/88

Figure 2. The unit of measurement shifts from the engineer to the project
when analyzing project performance. Computer use and other data from
individual engineers are weighted by the amount of project contribution time,
and aggregated by project with performance data from project managers.
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Step 6. Ccrrelate Project Performance with Computer Use.

Aggregation cf tha engineering work and conputer use data by project permits
the final step, paitial correlation of computer il use with project performance
while controlling for intarvening and extraneous factors. This allows the testing
of the two hypotheses relating computer use with increased productivity and

technical performance.
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CHAPTER 2. ENGINEERING WORK.

In this chapter, we raview the litarature on the nature of engineering work and
technical problem-solving, present a taxonomy of engineering work developed
through participant observation, and report on the allocation of time by
engineers to different kinds of work, based on survey data from two research

sites.
LITERATURE REVIEW.
The Nature of Engineering Work.

Engineering is a technical problem-solving activity resulting in the design and
deveiopment of technical products (space shuttles, surgical lasers, automobile
tires) and processes (pstroleum diistillation, silicon crystal growing, titanium
welding). Engineers are the salaried technical professionals specially trained
for, and hired to perform, engineering work. Engineering work is richly multi-
disciplinary, spanning scientific experimentation, mathematical analysis, design
and drafting, building and testing of hardware and software ;.roiotypes,
technical writing, marketing, and project management (Ritti, 1971). Engineers

usually work as members of a project team.

Engineering work is a form of research and development (R&D) activity. Allen,

Leo & Tushman (1980) categorized R&D related work as being either:

1. Basic research.

2. Applied research.
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3. Development.

4. Technical services.

Basic research is concerned with the development of fundamental knowledge.
Applied research, on the other hand, is devoted to bringing the fundamental
knowledge to the point of useful application. In development, innovative
products or processes are brought to the point of practical use in the real world
(as opposed to laboratory) environment. Technical services apply technical
problem-solving to "production" and "maintenance” projects. Engineers are

employed in all four categories of R&D work, although most work in the second,

third, and fourth categories.

Ritti (1971) describes engineering as a problem-solving cycle consisting of:

1. Experimenting.
Analyzing.
Designing.

Building.

o & 0D

Testing.

Technical Problem Solving and Design.

The genesis of engineering work is the identification of problems which need
solving, and ideas on how best to solve them. Engineers scan both the
technical and market environments, seeking out problems in need of solutions,
and technologies with which to solve them. In a study of over 500 technical

innovations, the recognition of market demands (75%) and technical feasibility
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(21%) were shown to be important factors in technical innovation (Marquis,
1969).

Central to engineering work is design, consisting of a sequence of critical‘
consideration of various ideas, predictions of outcomes for each idea, and
evaluation of outéomes using selected criteria. Parallel examination of ideas is
preferable, both for speed of solution and an improved insight into the problem
(Marples,1961). One method of solving engineering design problems is the
decomposition of a problem into several levels of subproblems (Allen, 1966a).
This decomposition, or transformation, occurs until pattern recognition identifies
a subproblem as being "similar to" a previously solved problem, whereby the
problem is solved by analogy (Anderson, 1985). Another method of solving
design problems is through the use of association, freely browsing between
related topics (not necessarily on the "correct" solution tree) in hopes of finding
a serendipitous solution (Fiderio, 1988). Allen (1977) suggests that engineers
preferentially considsr solutions to previous, similiar problems as solutions to
current probiems; this body of existing solutions forms a "positive/negative

biasing set", and may lead to the choice of suboptimal problem solutions.
Non-technical Components of Engineering Work.

Engineering work is not entirely devoted to technical problem-solving. It has
substantial non-technical components, such as office communication,

management, and administrative work. Strassman of Xerox, discussing pians

for an office automation system, put it this way:

Murotake (1990) -18-




In engineering and design departments of corporations, you'rg
lucky if people spend 20 percent of their time on technology. They
spend most of their time in meetings - progress meetings, budget
meetings. Society is vastly unproductive administratively. That's a
prime cause of inflation. But we're going to fix this. We are going
to really go after the administrative overhead, lower prices,
increase demand, and become competitive. (Schlefer, 1983)

The belief that enginears only spend 20 percent of their time on technology
related tasks found support in a pie chart (Figure 3) based on an internal study
of 400 engineers at HP-Ft Collins. This chant, and others like it, received wide
distribution in 1984 and 1985 through sales brochures for computer aided
engineering tools, being cited as a "typical" engineer's time profile (Miller &
Kelley, 1984).

Computer Alded Work at HP-Ft. Collins, 1984

10%

#] Documentation
3 Planning

B Communicating
3 Test

[ Design

Figure 3. Pie chart of engineering work time allocations, based on an internal
study of 400 engineers at HP at ft. Coilins, Colorado, and cited in a study by
Miller & Kelley (1984). This pie chart received wide circulation as a "typical"

|engineer's time profile during the mid-1980's.
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The Group Nature of Engineering Work.

Design and development of complex technical products are usually performed
by project teams cooperating to achieve common technical objectives (Marples,
1961; Allen, 1966a). Engineering project dynamics (interactions between
engineers, managers, customers, and external environment) can be complex
(Roberts, 1974). The process of engineering work is not only a technical one,
but a social one in which management, communication, and motivation

influence the efficiency, quality and innovativeness of the project team's work.
THE RESEARCH SITES.

The participant observation and statistical sampling for the study of engineering
work and project performance was done at two different electronics firms in the
United States. Both firms employ several hundred engineers, and gross over

$250 million a year in division sales.

Company 1 is a federal products division of a large technology-based
conglomerate. It is a "system integration house" (sometimes referred to as a
"rack and stack" house), taking major components built by other companies
(such as computer CPU's, disk drives, monitors, modems, software applications,
etc.) and integrating them into complete and working systems, often crafting
special software and hardware for this purpose. The company operates in four
heavily competed niche markets, where the discriminating factors for success
are price, innovative design, skill base, and cost/scheduie performance on
previous government programs. These systems are designed to stringent

government cost and parformance specifications.
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By contrast, Company 2 is the R&D division of a manufacturer (with substantial
market share) of computer workstations, networks, and software. Company 2
operates in a highly competitive commercial market, which it seeks to dominate
through innovative, high quality. cost effective product lines and an ability to

recognize and serve the needs of a diverse clientels.

ENGINEER CHARACTERISTICS.

Substantially different corporate cultures and work environments complicate
inter-site comparisons (Appendices A.i and B.1). These difierences are
reflected in data collected by the Background Questionnaires at the two
research sites (Table 1). Differences in automation level between the two
companies is a tempting implicit moderator, although caution must be exercised
when making inter-site comparisons between, or cumulations of, sample data

collected at the two sites.

Murotake (1950) =21




Engineer ﬁemographlcs Company 1 | Company 2
_ Sample Mean | Sample Mean
[ Sample Population Size:| N=92 N=24
Job Category
Electrical Engineer 26% 0%
Software Engineer 23% 67%
Mechanical Engineer 20% 0%
Systems Engineer 12% 0%
Manager 10% 29%
B Other 10% 4%
Gender
Male 91% 88%
a Female 9% 13%
Position Title
Jr Technical 36% 4%
Mid Technical 28% 50%
Sr Technical 20% 17%
Management 16% 29%
Provious Experience
Electrical Engineering 55% 29%
Software Engineering 38% 96%
Mechanical Engineering 30% 4%
System Engineering 30% 33%
Management/Marketing 18% 33%

Table 1. Sample means for seiected engineer
demographic factors at the two research sites.

Enginesers frequently have technical work experience outside their current
career specialization (Table 1). For instance, although only one-fourth (26%) of
the engineers surveyed at Company 1 are currently electrical engineers, over
half {6§5%) have previously bsen employed as such for at least one year. Note,
too, that almost all (96%) of the engineers surveyed at Company 2 (including

the 29% currently working as managers) have software engineering

experience.
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DEVELOPING A TAXONOMY OF ENGINEERING WORK TASKS.

Participant Observation.

A taxcnomy of enginsering work was developed from observational data
obtained through participant observation performed at both companies. At
Company 1, | was employed as a systems engineer, and spent half my time
over a five-year period observing and participating in enginearing work as an
engineer. Research access to four engineering sections, with 187 engineers
and their managers, was granted by Company 1 managemsent. (Note: Of these
enginesrs, 108 {58%) chose to participate in the study by agresing to
interviews, or by responding to questionnaires distributed during 1987 and

1988.)

At Company 2, | gained access as a university researcher. | spant half my time
over a nine-month period meeting and observing engineers and managers, and
learning about their work and computer tools. During this period, | was
assigned a "mentor” (an experienced engineer who got me started, and gave
advice or rescue as needed), office, desk, workstation, electronic mail account
(including membership on several lists, which guaranteed lots of EMAIL),
phone, and name plate. | had access to engineers and their managers in the
company's R&D group. Thirty-five engineers volunteered to participate in the

engineering werk study, responding to questionnaires distributed during 1988.
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The Taxonomy - Thirty One Tasks.

000N

These "generic" task types, common

to several hundred other subtasks,

number over thirty (Appendix D and
Table 2). Figure 4 shows where
these tasks fit in the engineering

work cycle. (Not shown are

communications and management

tasks, which are necessary to ensure
the efficient flow of the other tasks.)
The tasks are diverse, ranging from
technical design, development, and

test (traditionally associated with

engineering work) to managemient,
manufacturing, communications, and

market analysis. The tasks have

been grouped into eight categories:

environmental scanning, analysis,

S design, deveiopment, production,
Oualiy/Redsbilty Production EMciency

Product improvemenvEng'g Changs

Figure 3. The Engineering Cycle. management, communication, and

other tasks (Table 2).
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Market Analysis Problem lIdentification
Requiremnents Analysis Idea Generation
Technology Scanning Experimentation
Mathematical Analysis/Simulation

Cost Analysis
Trade-off Analysis

Mechanical Design Mechanical Prototyping
Elsctrical & Electronic Design Electrical & Electronic Prototyping
Software Design Software Coding & Debugging
Overall System Design Overall System Integration
Production & Process £ngineering | Administrative or Group Management
Quality Control Project Management
Maintenance & Troubleshooting Technical Management
_ _ Planning
r m i
Writing and Editing Meetings and Seminars (attendancse)
Dratfting and Drawing Briefing Preparation and Presentation
Information Search Education and Training
Reading

Qther: Administrative activities, holiday and vacation, travel, etc.
Table 2. A taxonomy of engineering work at two electronics firms.

TIME PROFILES OF ENGINEERING WORK.

Questicnnaires were distributed at Company 1 during 1987 and 1988, and at
Company 2 during 1988 (Figure 5). The returned questionnaires were
aggregated by company, serial number, and year sent. Each responding
engineer carries equal weight, irrespective of the number of questionnaires he

or she returned in any particular year.
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/] | . _ )F_COMPUTER TOQLS
j[ General Instructions: Please answer ALL THREE PARTS of this questionnaire, whether you used
J

computer tools or not.  Answers should reflect work activities for TODAY ONLY. You are under no

obligations 1o answer or return this questionnaire. If you choose to respond, ell responses will be kept
strictly confidential. ~ Study conducied by the D. Murotake and the MIT Sloan School of Managemeni.

| PLEASE MARK TODAY'S DAY: | Monday ] Tuesday | Wednesday} Thursday | Friday | Weekend |

RART I - PROJECT AFFILIATION
Please identify the project(s) you worked on today. If you worked on more than two projects, list the two
you worked the most on. Project Description is necessary only if you don't know the shop order.

| Project Description Shop Order Hours Project Leader/Manager

et e

(1.

PART II - ACCESS TO COMPUTER TOOLS

HARDWARE TOOLS SOFTWARE TOOLS
1. Supercomputer (Cray) 6. PC (IBM, MAC) 1. Word proc, text editor 6. File convert, transfer
2. Mainframe (IBM 370) 7. Network, Modem 2, Drawing program 7. Data capture, analysis
3. Mini (VAX 780, uYAX) 8. Printer, Plotter 3. Spreadsheet . Programming tools
4. Workstation (Apollo, Sun) 9. Input Dev (Mouse)lf4. EMall, BBS, Info Svc 9 CAD, CAM, CAE
5. Terminal (VT160, VT220) 0. Other Hardware S5, Terminal emulator 0. Other Software

1. Which of the hardware taols (1-0, above left) are available to you in your primary
work area (where you spent most of your time)?

| Which of the software tools (1-0, above right) are available?
I How many people share these tools with you? 0 1 2+
; 2. Did you use any computer tools today? YES NO
}
|
f

(If you answered no, skip Question 3, then continue.)
| 3. What experience did you have today with respect to computer resource contention?
(Examples: waiting to use a MAC or software package; slow network or VAX response.)

_____NO CONTENTION No lost work, in my estimation.
" MINOR CONTENTION Less than half-hour of lost work.
MAJOR CONTENTION More than half-hour of lost work.

‘: 4. If you used (or thought about using) computer tools today, check all boxes below that

apply, and place the appropriate hardware/software codes in the space provided. |[tooLs
— NEEDED new functionality or capability, but had no way of knowing if tool is available.
—— Knew of hardware or software which would be ideal for my work, but it was unavailable.
—_ Evaluated new tool but DECIDED NOT TO ADOPT IT since it didn't meet my needs.
__ Evaluated new tool and DECIDED TO ADOPT IT for my work, at least someday.

____ T thought about usi EA computer tool today, but COULDN'T AFFORD TIME to leam it.
—___I'spentsome time L G HOW TO USE NEW a new computer tool today.

EVERYONE PLEASRE DO PART III ON BACK! =_

(BVEN IF COMPUTER TOOLS NOT USED) =
Flgure 5a. Front page of the engineering work questionnaire. Each]|

engineer in the sample population received one or two of these per month on a
randomly selected work day. Stratified random sampling was used.

“9 .cm s:'rn

TN el
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A [1\] 9 QN D COM

INSTRUCTIONS: Please enter the number of hours you spent TODAY in exch of the task types listed below, using the colunn
HOURS WORKED TOTAL. Enter the number of hours spent using computers (if any) in the column HOURS ... W/COMP.
Show which computer hardware and sofiware tols you employed (if any), using the appropriate codes in the columns marked
COMPUTER TOOLS USED. Finally‘i&eue rale the effectivenest of the computer tools you usad (compared to doing work
manually) in the columns marked RATING OF COMPUTER TOOLS. Give separate raungs for productivity and quality.

& ko 4 O 3 0 (2 3\

N

HABRDWARE _CODES SOFTWARE CODES
Have A L Supercomputer (Cray) 1. Werd proc, text editor COMPUTER TOOL
2. Mainframe (IBM 370) 2. Drawing program RATING CODES
3. Mini (VAX 780, uYAX) 3, Spreadsheet
4. Workstatlon (Apotlo, Sun) | | 4 EMail, BBS, Info scrvice L Not as good as manual work
S. Terminal (VT100, VT220) 5. Terminal emulator 2. Equlvalent to menual work
6. PC (IBM, MAC) 6. Flle converaion, transfer 3. Better than manual work
—y 7. Network, Modem 7. Data capture, analysls 4. Imposuible to do manuzlly
Nice Dayl & Printer, Plotter 8. Programming toois 5. Unsure
9, lng.ut Dev (Mouse) 9. CAD, CAM, CAE
Q. Other hardware 0. Other Software

BIOURS WORKEDJCOMPUTER TOOLS USED] RATING OF COMPUTER TOOLS §

ENGINEERING TASK TYPE ro.fw,comp HARDWARE[ SOFTWAREJJOB PRODUCTIVITY QUALYR
ENVIRONMENT SCANNING T4 44 4 %W/A
Market Evaluatlon %

LUser Requirements Evaluation
Technology Evaluatlen

ANALYSIS G4 7044 7 % 2

Problem ldentification
1 Idea Generation

7
¥
B
Experimentation
‘Mathematical Analysis 4§
H System Modeling and Simulation
K

Tradeoff Analysis

——wiirsis 000 0777

Overall System Design & Specification
Mechanical Design & Specilication
Electrical Design & Specification

Software Design & Specification .|

§

Mechanical Develop & Prototype
Electrical Develop & Prototype
Sofiware Develop, Code & Debug
Overall System lnlegration & Tesl

u PRODUCTION & MAINTENANCE ,V///A WM m %////////////// 7 Z

Manufacturing (Process) Engineering
Quality Control
Troubleshooting & Maintenance

I__comvmunicanion V77787777277 7/ 777 47 7

i Discussions and Meetings
Writlng and Editing H

i

|

Drafting and Drawing

Seuchlngﬁfor Information
eading

Presentations, Demos, & Briefings
kEducation & Training

MANAGEMENT ACTIVITIES 70 A ) VM

"~ Project or Operations Management

Group or Section Management
System Management

Planning (e.g. R&D Planning)

Figure 5b. Back page of the engineering work questionnaire.  Although
complex-looking, the single-page questiorinaire had a higher rate of return
from engingers than simpler-looking, multi-page questionnaires in pre-tests.
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Time Allocations for Engineering Work

Engineers at both sites spend a significant portion of their average work day on
analysis, design, and development related tasks (Figure 6). On the average,
Company 1 engineers spend more time in production support and maintenance
work (over one hour per day) than their Company 2 counterparts, while

Company 2 engineers spend more time in analytic and management work.

Comparison of Average Hours Spent Performing Engineering Work
by Task Type (1988)

Other BefrZ 2221
Management (el S Ll L L lle L LA
OtherComm \'.'"""""""u'""’ PP I LTI LTI TFTCETITITLZE
TechComm e
Production i
Development ffeéd
Design j
Analysis &

EnvScan [EllldZd

o et 3 & 1 4 é i 'y 0]

0.00 020 040 060 080 100 120 140 1.60 1.80 2,00
Average Hours par Day per Engineer

B Company 1 KA Company 2

Figure 6. Average hours per day spent on engineering work by 73 engineers
at two US engineering companies in 1988, based on a sample of 1,612 hours
(197 man-days). Analysis, deveiopment, and technical communication tasks
each took more than an hour of time per average day at both sites._

At Company 1, almost half (46%) of the average enginesr's workday is spent on
"traditional" engineering activities, such as analysis (14%), design (13%) and
development (19%) (Figure 7). Engineers at Company 1 spend over a third of
their average day engaged in some form of communication. Technical

communication (drawing, writing, reading, searching for info) account for almost
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a quarter (23%) of the average work day, while other communications
accounted for anothar twe!'e percent. (Some engineers suggest that
communication time is actually greater, believing their fellow engineers to be

reluctant to report such "unproductive” activities.)

Despite the significant cultural differences between the two companies, one
gets a sense of deja vi whan iooking at the time allocation data for Company 2.
For instance, Company 2 engineers spend aoout half (45%) of their average
day on "traditional” engingering activities (Analysis, 20%; Design, 9%; and

Develooment, 16%) (Figure 7 ).

Like their counterparts at Company 1, Company 2 engineers spend twenty-
three percent of their average work day on technical communications, although
engineers at Company 2 spend more time than their counterparts at Company 1
on other communications (18% versus 12%). Thus, over forty percent of the

average work day is spent communicating.
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Average Hours Per Day Spent on Engineering Tasks
Company 1 - 1938

22.82%

B Envscan

o 11.52% B Analyals
13.87% S | Dosign
3.56% B Dovelopment
2.86% O Production
& TechComm

13.96% @ otherComm
18.64% -
Management

12.78%

Avarage Hours Par Day Spent on Engineering Tasks
Company 2 - 1988

19.28%

EnvScan
Analysis
Dasign

Development
Productlon
TechComm
OtherComm

w
@
~
R
B EDOE&EEA

19.93% Management

8.95%

Figure 7. Average time allocation per workday for engineers at Company 1
(N=44) and Company 2 (N=29) during 1988 survey period. MNote the
substantial differences batween these pie charts and the HP chart (Figure 3.)

Lesson learned: Engineers spend just under half their day {(about 45%) at
the "traditional" technical tasks of analysis, design, and development. A

significant part of their day (35%-40%) is spent communicating. In particular,
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about 25 percent of their day is spent in technical communication and

documentation.

Engineering Is a Group Activity.

Engineering projects are rarely one-man shows. Project teams, though often
small (3-5 engineers) can number over fifty members. Because of the group
nature cf engineering work, communication requiras subsiantial amounts of
time and effort by engineers, and constitutes a major part of the engineer's
average work day (Figure 7). It takes cooperative effort from several
individuals, each with a different set of skills, to make up an enginesering
project team. Team members must communicate and cooperate; the team

itself must be managed and led.
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CHAPTER 3. COMPUTER TOOLS FOR ENGINEERING.

The term computer aided enginearing (CAE) has been coined to describe a
broad spectrum of computer hardware and software tools used by engineers.
These tools range from personal computers with relatively simple, separate
applications (such as word processors, drawing tools, programming language
compilers, and spreadsheets), to elaborate neiworks of powerful workstations
ard mainframes with computer aided design (CAD), computer aided soitware

engineering (CASE), data acquisition, simulation, and office automation tools.

Impressive time savings can result from the use of CAD and CAE. VLSI designs
which used to take several months can now be performed in a matter of hours
using silicon compilers, special CAD tools for designing chips (Wallich, 1984a).
However, computer tools are like the proverbial double-edged sword. They can
vastly shorten the time needed to bring new products to market, while
simultaneously lowering their cost, speseding up their delivery, improving their
quality and stimulating more innovation in their design. But they can also
inadvertently damage on the backstroke. Increased homogensity of designs
can result in less innovative, or aven suboptimal, design solutions. Skilled
labor can be misutilized to perform inappropriate tasks. Time can be lost due to
system crashes, resource contention, or low system performance. [nadequate
user training can adversely affect a firm's profitability and competitiveness.
Reduction in job skill requirements based on job automation can cause
boredom and job dissatistaction, while increases in production efficiency can

displace jobs.
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in this chapter, we begin by reviewing some literature on computer aided work.
We examine the use of computer tools by engineers, and how this use varies as
a tunction of the capability of available tools, using data from field work done at

the two research sites.
LITERATURE REVIEW.
Computer Tools for Encineers

In Chapter 2, we discovered the "tracitional" technical work of engirieering
constitutes less than half of the engineer's work day, with significant amounts of
time spent in communication and normal office routine. Some industry
spokesmen recommend improvements in engineering productivity by attacking
the administrative overhead with office automation tools. To support the full
range of engineering work, computer tools for engineers should address all
major components of engineering work: mathematical analysis, engineering
design and development, desktop publishing, and technical communication.
This integration of diverse tools in a workstation toolkit is one of the major

thrusts of CAE development:

CAE is an outgrowth of CAD and design automation... CAE brings
the computer into the design process further upstream - from the
physical aspects of the design to the design itself. Using CAE, the
modern enginesr can conceive, design, simulate, modify, and draft
at a single workstation. (Swerling, 1982)
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Evolution of Computer Tools

The evolution of a firm's CAD/CAE system is an ongoing, evolutionary process,
with new hardware and software toois being constantly introduced, svaluated
and (if adopted) added to the existing suite of computer tools. Because of their
cost-effectiveness and relativelv low entry costs, CAE systems based on
personal computers (such as the IBM PC® and Apple MacinstoshQ) and antry-
level engineeririg workstations are becoming commonplace within the industry.
But the "soiution” has opened up a Pandora's box of standardization issues.
Incompatibility seems to. exist at every ievel. Software applications are
incompatible with other applications; computers are often incompatible with
other types of computers; and solutions well-suited to individual contributors are

often ill-suited to the needs of organizations.

New industry standards, such as EDIF (Electronic Data Interchange Format)
promise to revolutionize CAE by making standard data interchange formats
available for porting text, graphics, and design data between different
engineering design and office automation tools (Alward, 1987). This will allow
CAE hardware and software from many different vendors to work more easily
together. As new computer tools are adopted, CAE systems and other
"electronic hierarchies" gradually evolve from systems with separate
applicaticns and databases, tc systems with linked applications and databases,
finally moving to fully networked systems with shared applications and
databases (Malone, 1987). CAE system development has been moving
steadily in the direction of linked and shared design data bases (Schuler et al,

1987) (Figure 8).
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Sepearate Linked Shared

Applications Applications Applications
& 8 & Igatanbaaes & B

atabases atakases

Engineers | Engincers '1":_1 Englneors

Support & att

upport Stalf ; Staff : Support
Large numbers of Fewer support staff Only a few support staff
support staff (draftsmen, needed as engineers using required; designers usa
typists, technicians) more powarful and efficient CAD, CAM, and CAE
are raquired to support computer tools take over tools for drafting,
engineers. Since drafting, publication, and publishing, and
applications are not prototyping functions. prototyping.

linked, outputs must
be re-entered manually.
D. Murotake MIT Sioan School £/18/88

Flgure 8. Evolution of computer tool environments. Shifts in organizationai
hierarchy should be matched by appropriate shifts in the electronic hisrarchy,
or chaos may result. (Electronic hierarchy from Malone, 1987. Organizational
mix from unpublished Company 2 internal study, 1988.)

Today, the "norm” for CAE appears to be an environment centered on personal
computers of modest performance, loosely networked with other PC's,

workstations, minicomputers, and mainframes. The PC's are used for tachnical,
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business, and management purposes (McDermott, 1984; Miller & Kelley, 1984;
Stern & Voto, 1986). Software applications (and their data bases) are gensrally
separate, with some "linking" of these applications and data bases through the

use of "translator” utility software. Company 1 fits this category.

Some firms are more heavily automated, with large numbers of high-
performance enginearing workstations clustered in cooperative networks with
other computing resources such as mainframes and supercomputers, high-
capacity file servers, and print servers. In these systems, software applications
(and their data bases) are generaily linked. Different CAD/CAM applications
from various vendors share a common data base for design information

(Schuler et al, 1987). Company 2 fits this category.

As the tools grow in capability, engineering firms may take advantage of the
efficiencies of the automation system by altering the organization mix, reducing
the percentage of support staff. In an unpublished internal study, Company 2
claimed that halving their engineering support staff over several years was
accomplished with no apparent loss of quality or capability. In fact, such staff
reductions are often cited as cost justifications for the procurement of new

automation systems (Chasen, 1980; Appendix C).
Factors Influencing the Use of Computer Tools.

Factors influencing the use of computer tools can be put into two categories:
motivators towards use, and barriers to use. Perceptions of usefulness are
behavioral motivations to use the tool, and should stimulate increassed use of

these tocls in a motivational model (Szilagyi & Wallace, 1980; Leavitt, 1972).
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A study of tachnology acceptance by Davis (1985) showed perceived utility to
be the single most important factor among those tested to be correlated with the
use of new computer tools . A study of 112 software engineers, system
analysts, and managers at IBM-Toronto showed that perceived utility influenced
both attitudes towards the use of electronic mail and editors, as well as the

actual frequency of use of these tools (Figure 9).

I

g Perceived ¢
{ Usefulness K.

L it

§ Ease of Use §
—_. Source: MIT, Davis (1985)

Figure 9. Technology acceptance model proposed by Davis {1985). In this
regression analysis of technology acceptance, strong and significant causal
links were established between perceived usefulness and BOTH attitude
toward using a new computer tool , and actual use of the tool.

On the cther hand, contention for resources, lack of accessibility, and reluctance
to use unfamiliar or unfriendly tools are examples of barriers to use. For
instance, accessibility of communication channels is strongly correlated with the

frequency of their use (Kendall t=.67, N=19, p<.01; Gerstberger & Allen, 1968).
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Changing the Nature of Work - Soclote. hnlcai implications.

Computer tools, because of their power, have profound sociotechnical
implications, changing the very nature of work and the quality of working life.

Some of these changes can be benaficial, and others can be detrimental.

The engincor of tomorrow is.. a machine? CAE tools are increasingly relying
on Al and expert systems technology. Some industry observers predict that
many of today's professionals with highly specialized skills, including
engineers, medical specialists, bankers, and stockbrokers, will be replaced by
expert machines within the next century (Hayes-Roth, 1984; Garson, 1988).
The surviving "engineer of tomorrow" will probably be a system engineer, an all-
can-do generalist capable of going from "birth to grave" in the customer
interface, analysis, design, development , manufacture and documentation of
new products and processes (with the help of the trusty computerized