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ABSTRACT (< 150 WORDS) 

Two-dimensional (2D) materials and their heterogeneous integration have enabled promising 

electronic and photonic applications. However, significant thermal challenges arise due to 

numerous van der Waals (vdW) interfaces limiting dissipation of heat generated in the device. 

In this work, we investigate the vdW binding effect on heat transport through an MoS2-

amorphous silica heterostructure. We show using atomistic simulations that the cross-plane 

thermal conductance starts to saturate with the increase of vdW binding energy, which is 

attributed to substrate induced localized phonons. With these atomistic insights, we perform 

device-level heat transfer optimizations. Accordingly, we identify a regime, characterized by 

the coupling of in-plane and cross-plane heat transport mediated by the vdW binding energy, 

where maximal heat dissipation in the device is achieved. These results elucidate fundamental 

heat transport through the vdW heterostructure and provide a pathway toward optimizing 

thermal management in 2D nanoscale devices.   

 

KEYWORDS: 2D-3D heterostructure, van der Waals, thermal conductance, thermal 

conductivity, MoS2, phonon 

 

 

 

 



3 
 

INTRODUCTION 

Advances in two-dimensional (2D) materials and their heterogeneous integration with three-

dimensional (3D) substrates (2D-3D heterostructures) offer great opportunities for next-

generation nanoscale electronic and photonic devices,1,2 including field-effect transistors,3–5 

spintronics,6,7 solar cells,8,9 and light emitters.10,11 However, the high thermal resistance due to 

the presence of numerous interfaces bonded by the weak van der Waals (vdW) interaction limits 

the energy dissipation,12,13 induces significant temperature rise,14,15 creates large thermal 

mismatch,16,17 and therefore degrades the device performance. Although this high thermal 

resistance has been confirmed by recent experimental characterizations14,18–20 and numerical 

simulations,21–23 strategies to enhance heat transfer through 2D-3D heterostructures have yet 

to be developed. Meanwhile, it has been shown that electrical and optical properties of 2D-3D 

heterostructures can be engineered through the vdW interaction, where the vdW binding can 

be tuned by applying pressure,24–28 strain,29 voltage,30 doping level,31 and surface chemistry.32 

In particular, recently, it has been experimentally demonstrated that a large tunability of the 

vdW interaction can be achieved by applying extreme pressure,33 which leads to a drastic 

change of interfacial thermal transport properties and holds significant promises for device-

level thermal management. However, fundamental understanding of how vdW binding affects 

the overall thermal transport of 2D-3D heterostructure is limited, and practical considerations 

of how the atomistic level insights guide device-level thermal optimization remains elusive.  

Here, we investigate thermal transport through an MoS2-amorphous silica (a-SiO2) 

heterostructure. Although the thermal resistance of 2D-3D interfaces is not necessarily always 
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higher than that of the covalently bonded 3D-3D interfaces, the heterogeneous integration of a 

2D film and 3D substrate through vdW interaction leads to distinct anisotropic thermal 

transport. Hence, in this work, vdW binding effects on both the in-plane and cross-plane heat 

transfer are considered. Previous understanding of substrate effects on 2D film thermal 

transport mainly focused on the weak vdW interaction regime around the intrinsic vdW 

coupling strength. The anisotropic thermal transport of 2D-3D heterostructure spanning a broad 

range of vdW binding was not systematically studied. Using atomistic simulations, we show 

that the in-plane thermal conductivity decreases while the cross-plane thermal conductance 

increases with the increase of vdW binding energy. This result can be explained via examining 

the phonon relaxation time. In particular, a saturating trend of the cross-plane thermal 

conductance is observed at high vdW binding energy, which is a result of localized phonons in 

the MoS2 monolayer due to the presence of the amorphous 3D substrate. The insights gained 

from our atomistic level analysis were then translated to device-level thermal optimizations. 

Given the opposite trends of in-plane thermal conductivity and cross-plane thermal 

conductance, an optimal vdW binding energy corresponding to the minimum thermal resistance 

of the 2D-3D heterostructure exists. Furthermore, we show that three characteristic lengths, i.e., 

the hotspot size, 2D film size, and lateral heat spread length, determine the device-level thermal 

transport and the optimal vdW binding energy. Our study fills an important knowledge gap 

about how the vdW binding affects the thermal transport through the 2D-3D heterostructure, 

bridging heat transfer at the atomistic level and the device-level. The results offer insights to 

maximize heat dissipation of high-performance 2D nanoscale devices.           
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RESULTS AND DISCUSSION 

Figure 1 shows the overall heat transfer through a 2D-3D heterostructure, where a 2D film is 

supported by a 3D bulk substrate. A hotspot, which is commonly seen during electronic device 

operation is created within the 2D film due to the highly localized heat generation. Energy 

dissipation involves both the in-plane and cross-plane heat transfer (Figure 1), which are 

characterized by the in-plane thermal conductivity k of the 2D film and the cross-plane thermal 

conductance G between the 2D film and the 3D substrate, respectively. Sufficient in-plane heat 

transfer due to the high k is important to the lateral heat spreading and therefore reducing the 

peak temperature of the hotspot. Meanwhile, the cross-plane heat transfer determines how 

much heat can be rejected from the 2D film to the bulk substrate and then dissipated into the 

environment. To understand the effect of vdW binding on both the in-plane and cross-plane 

thermal transport, we considered an example 2D-3D heterostructure consisting of a MoS2 

monolayer and an a-SiO2 substrate (dashed box of Figure 1), which is representative for the 

device-level applications.15  

 

Figure 1. Schematic of the overall heat transfer through a 2D-3D heterostructure with localized 

heat generation. Both the in-plane and cross-plane heat transfer occur, which are determined 
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by the in-plane thermal conductivity k and the cross-plane thermal conductance G, respectively. 

k and G vary with the vdW binding energy. Dashed box: atomistic structure of a representative 

2D-3D heterostructure consisting of MoS2 and a-SiO2. 

 

The thermal transport properties (k and G) of the MoS2-a-SiO2 heterostructure were calculated 

by molecular dynamics (MD) simulation using the LAMMPS package.34 The interatomic 

interactions of the MoS2 monolayer and the a-SiO2 substrate were modeled by a modified 

Stillinger-Weber potential35 and the Tersoff potential,36 respectively (see Supporting 

Information S1-S4 for details about the MD simulation). The interaction between the MoS2 

monolayer and the a-SiO2 substrate is assumed to be of vdW type,22 which can be modeled by 

the Lennard-Jones (LJ) potential u, 

𝑢𝑢(𝑟𝑟) = 4𝜀𝜀′ ��
𝜎𝜎
𝑟𝑟
�
12
− �

𝜎𝜎
𝑟𝑟
�
6
� (1) 

where r and σ are the interatomic distance and distance parameter for the atom pairs Mo-Si, 

Mo-O, S-Si, and S-O (see Supporting Information S2 for the values of σ for different atom 

pairs), respectively. ε’ is the binding energy parameter which can be tuned in this work. We 

described vdW binding energy by scaling ε’ with respect to the reference binding energy ε, 

which is given by the universal force field (UFF)37 and represents the intrinsic binding strength 

of the MoS2-a-SiO2 vdW interface (see Supporting Information S2 for the values of ε for 

different atom pairs). Note that the polar characteristics were not considered when modeling 

the interaction between the MoS2 monolayer and a-SiO2 substrate. By comparing with the 

experimental data,19 it has been shown that this vdW type assumption can provide reasonable 
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prediction for the interfacial thermal transport through the MoS2-a-SiO2 heterostructure.22 The 

effects of polar characteristics on the thermal transport of 2D-3D heterostructures require 

further in-depth investigations.  

Figure 2a and 2b show k and G as a function of the dimensionless binding energy ε’ /ε ranging 

from one to 25, respectively. The in-plane thermal conductivity of MoS2 monolayer was 

calculated using the Green-Kubo method via the equilibrium MD (EMD) simulation at 300 K 

(see Supporting Information S1 for details).38–40 For the a-SiO2 supported MoS2, the value of k 

monotonically decreases with ε’ /ε, which can be well described by an exponential decay (i.e., 

k = 8.5 + 96 × exp(-0.32 ε’ /ε) W/(mK), the red-solid line in Figure 2a). This exponential decay 

was also reported by a very recent work in the weak vdW binding energy regime (ε’ /ε ≤ 3).41 

The uncertainty of k was determined by the standard deviation from multiple simulations (see 

Supporting Information S1 for details). The inset of Figure 2a shows the vdW interaction 

between a representative S-O atom pair. We also calculated the in-plane thermal conductivity 

of a free-standing MoS2 monolayer (i.e., k =163±49 W/(mK) at ε’ /ε = 0 in Figure 2a), which 

shows reasonable agreement with literature data.40,42–44  

The cross-plane thermal conductance between the MoS2 monolayer and a-SiO2 substrate was 

calculated with a thermal circuit approach using the approach-to-equilibrium MD (see 

Supporting Information S3 for details).22,45 A 200 K temperature rise was created between the 

MoS2 and a-SiO2 that were initially thermally equilibrated at 300 K. The value of G can be 

obtained by fitting the temperature decay with time through a thermal RC circuit with the heat 

capacity of MoS2 (CMoS2) and a-SiO2 (CSiO2) as the input (see inset of Figure 2b and Supporting 
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Information S3 for details). The values of heat capacity were determined from the same 

simulated material systems (see Supporting Information S1 for details). The uncertainty of each 

data point is the standard deviation of five simulations. Note that this thermal circuit approach 

by “directly heating” the MoS2 depicts the process of heat transfer from the MoS2 to the 

substrate, which is similar to actual device operating conditions.14,15 Figure 2b shows that G 

increases with ε’ /ε. When ε’ /ε < 10, G is linearly related to ε’ /ε due to the increase of interfacial 

coupling strength (yellow-dashed line in Figure 2b). However, a nonlinear behavior was 

observed when ε’ /ε > 10, where G increases with ε’ /ε more slowly and shows a saturating 

trend. The overall behavior of cross-plane thermal conductance due to the vdW binding effect 

can be well-described by a quadratic fitting (i.e., G = -0.17(ε’ /ε)2 + 10.2 ε’ /ε - 5.6 (MW/(m2K)), 

the red-solid line in Figure 2b). Note that a similar saturating trend of cross-plane thermal 

transport was observed in a recent experiment with MoS2 multilayers under high pressure.33 

These results suggest that although our simulation is based on an empirical potential from the 

UFF and the specific values of the calculated thermal properties can be less accurate, our 

analysis is capable of capturing the general trend and dominant physics due to vdW binding 

effects. Therefore, it is essential to further investigate thermal transport of 2D-3D 

heterostructure in the strong vdW interaction regime and elucidate the underlying mechanisms.                     
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Figure 2. (a) In-plane thermal conductivity of MoS2 monolayer as a function of vdW binding 

energy. (b) Cross-plane thermal conductance between the MoS2 monolayer and a-SiO2 

substrate as a function of vdW binding energy. Inset of (a): interaction between the MoS2 and 

a-SiO2 modeled by the LJ potential. Inset of (b): thermal RC circuit used for determining the 

cross-plane thermal conductance.   

 

To understand the behavior of thermal transport properties, especially the saturating trend of 

cross-plane thermal conductance due to the vdW binding energy, we performed phonon mode 

analysis.46–48 By calculating the heat flux correlation as a function of frequency (Figure S8 in 

Supporting Information S5), we showed that the high frequency peaks of heat flux correlation, 

which have similar frequencies to those of the high frequency acoustic phonons or even the 

optical phonons of MoS2, become significant with the increase of ε’ /ε, indicating all of the 

phonon modes need to be considered.  

We first studied the effect of vdW binding on phonon relaxation time. Figure 3a shows a map 

of the phonon relaxation time for two select branches of acoustic and optical phonons in the 
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first Brillouin zone (BLZ) of MoS2 (see Supporting Information S1 for details), where the 

lattice structure of MoS2 and its primitive vectors (a1 and a2) are shown in Figure 3b, which 

defines the 2D BLZ of MoS2 (Figure 3c). We sampled the phonon relaxation time τ of 81 k-

points uniformly distributed in the first quadrant of 2D BLZ using spectral energy density (SED) 

analysis.49,50 With the increase of ε’ /ε (especially when ε’ /ε < 10), the relaxation time for most 

of the phonon modes in the 2D BLZ decreases, which can be explained by the destruction of 

long-range order of phonon transport due to stronger interfacial scattering. Since k ∝ τ 

according to phonon gas theory,48 the decrease of k with ε’ /ε shown in Figure 2a can thus be 

explained. On the other hand, for the cross-plane phonon transport, there is an intrinsic 

dimensional mismatch between the 2D MoS2 and 3D a-SiO2, because phonons in the MoS2 do 

not contain the wavevector kz and group velocity vz components that are perpendicular to the 

interface (i.e., along the z-direction). For this reason, scattering due to the vdW interaction at 

the 2D-3D interface creates phonons in the a-SiO2 with a z-direction group velocity and 

therefore facilitates the cross-plane thermal transport. A similar coupling mechanism between 

the 2D film and 3D substrate was also identified by Feng et al. in a graphene-silicon 

heterostructure.51 Since the phonon scattering rate Γ = τ -1, Γ increases with ε’ /ε, which explains 

the increase of G observed in Figure 2b.                    



11 
 

 

Figure 3. (a) First BLZ phonon relaxation time map for the acoustic and optical branches under 

different vdW binding energies. A few modes with very long relaxation time (τ > 100 ps, 

marked by the bright yellow in the scale bar) were observed when ε’ /ε ≥ 10. (b) Lattice 

structure and the corresponding primitive vectors of MoS2 monolayer. The blue arrow indicates 

that τ decreases with ε’ /ε for most of the phonon modes especially when ε’ /ε < 10. The yellow 

arrow indicates that the number of long relaxation time modes increases when ε’ /ε > 10. (c) 

Schematic of the 2D BLZ of MoS2 monolayer. The 81 green squares in the first quadrant of 2D 

BLZ indicate the corresponding k points used for the relaxation time analysis in (a).    

 

When ε’ /ε = 10, although there is still a suppression of relaxation time for most of phonon 

modes, a few unexpected long relaxation time phonons (τ > 50 ps) were observed. The number 

of long relaxation time phonons increases with ε’ /ε and becomes significant when ε’ /ε = 25 

(Figure 3a). Due to the presence of these long relaxation time phonons, the trend for the 

decrease of k and the increase of G becomes slower with the increase of ε’ /ε, which finally 

leads to the saturating trend of both k and G at a sufficiently large ε’ /ε as shown in Figure 2. 

Figure 4a-c shows the phonon relaxation time as a function of phonon frequency for ε’ /ε = 1, 
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ε’ /ε = 3, and ε’ /ε = 15, respectively. Compared with the phonon relaxation time of a free-

standing MoS2 monolayer (dark-grey points), a general suppression of phonon relaxation time 

with the increase of ε’ /ε (red points) is shown, which agrees with the phonon relaxation time 

map in the 2D BLZ (Figure 3a). The long relaxation time phonons, which first appear in the 

high frequency optical mode (Figure 4a and 4b), gradually becomes significant for both the 

optical and acoustic modes (Figure 4c) with the increase of ε’ /ε. More interestingly, we 

compared the phonon relaxation time with the vdW force spectrum, which was extracted from 

the Fourier transform of the time-domain vdW force in the MD simulation (see Supporting 

Information S5 for details). We used this approach to partially explain the uncommon long 

relaxation time phonons in the large vdW binding regime. The three distinct peaks for the long 

relaxation time phonons around 5 THz, 10 THz, and 13.5 THz are highly consistent with the 

peaks shown in the vdW force spectrum (Figure 4c), indicating a strong interrelationship 

between the long relaxation time phonons and vdW interaction. 

To further understand the mechanism of long relaxation time phonons, we analyzed the phonon 

eigenvectors and calculated the phonon participation ratio for the MoS2-a-SiO2 heterostructure 

using the lattice dynamics (LD). LD calculations were performed using GULP (see Supporting 

Information S6 for details).52 Propagating phonon modes were commonly seen in the free-

standing MoS2, where the eigenvectors of two representative propagating modes were shown 

in Figure 4d and 4e, respectively. However, when the MoS2 monolayer is supported by the a-

SiO2 substrate, highly localized phonon modes with eigenvectors confined in a small region of 

MoS2 atoms were observed in the heterostructure (Figure 4f and 4g). Since these localized 

phonons do not propagate in the material and weakly interact with other phonons, they have 
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limited contribution to the thermal transport.53,54 To quantify these localized modes, we 

calculated the phonon participation ratio γ for all phonon modes in the MoS2-a-SiO2 

heterostructure (Figure 4h), where γ of localized modes is typically smaller than 0.1.47,53–55 

Figure 4h shows that most of localized phonons come from the MoS2 monolayer (red points), 

which was determined by the atom position of the largest eigenvector for a localized phonon 

mode (see Supporting Information S6 for details). Two representative phonon modes localized 

in MoS2 (corresponding to the yellow and purple circles in Figure 4h) are visualized in Figure 

4f and 4g, respectively, where the large eigenvector components are localized in MoS2 as 

marked by the yellow and purple circles. More importantly, these localized phonons also 

mainly occur at around 5 THz, 10 THz, and 13.5 THz (Figure 4h), which agrees with the 

distribution of long relaxation time phonons shown in Figure 4c. Therefore, the long relaxation 

time phonons can be explained by the vdW interaction induced localized phonons, which 

weakly interact with other modes and therefore lead to the slower decrease of k and saturating 

trend of G. In addition, we also analyzed the phonon group velocity v and phonon density of 

state (PDOS) of the MoS2-a-SiO2 heterostructure for different vdW binding energy (see Figure 

S10 and S11 in Supporting Information S7), which provides more information about the 

phonon characteristics due to vdW interaction and further supports the results shown in Figure 

2.                           
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Figure 4. Phonon relaxation time as a function of phonon frequency when (a) ε’ /ε = 1, (b) ε’ /ε 

= 3, and (c) ε’ /ε = 15. Red shadows: the corresponding vdW force spectrum when (a) ε’ /ε = 1, 

(b) ε’ /ε = 3, and (c) ε’ /ε = 15. The amplitude of the vdW force spectrum is in arbitrary units. 

(d) Top view of eigenvectors of a representative propagating phonon mode with 8.40 THz 

phonon frequency in a free-standing MoS2 monolayer. (e) Side view of eigenvectors of a 

representative propagating phonon mode with 5.71 THz phonon frequency in a free-standing 

MoS2 monolayer. (f) Top view of eigenvectors of a representative localized phonon mode with 

6.68 THz phonon frequency in the MoS2-a-SiO2 heterostructure. Yellow dashed circles: 

eigenvectors confined in the small regions of MoS2 atoms. (g) Side view of eigenvectors of a 

representative localized phonon mode with 12.96 THz phonon frequency in the MoS2-a-SiO2 
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heterostructure. Purple dashed circles: eigenvectors confined in the small regions of MoS2 

atoms. (h) Phonon participation ratio of the MoS2-a-SiO2 heterostructure as a function phonon 

frequency. Gray points: all localized phonon modes in the MoS2-a-SiO2 heterostructure. Red 

points: phonon modes localized in MoS2. Yellow circle: localized phonon mode corresponding 

to (f). Purple circle: localized phonon mode corresponding to (g).     

 

The above atomistic level insights due to the vdW binding effects will lead to a device-level 

heat transfer optimization for the MoS2-a-SiO2 heterostructure. As shown in the inset of Figure 

5a, an MoS2 monolayer with radius Ls is supported by a 3D a-SiO2 substrate. A hotspot with 

radius of δ was applied to the center of the MoS2 monolayer, which represents a localized heat 

generation during the device operation. The hotspot size is typically scaled with the channel 

width of the device, which ranges from a few nanometers to several micrometers.4,56–58 The 

characteristic length of the lateral heat spread Lh is thus given by,19 

𝐿𝐿ℎ = �𝑘𝑘𝑘𝑘
𝐺𝐺

 (2) 

where t is the thickness of the MoS2 monolayer. In this work, we chose t = 0.615 nm, which 

was determined by the neutron scattering experiment.59 We defined Lh,0 ≈ 80 nm as the intrinsic 

lateral heat spread length, which corresponds to the condition of ε’ /ε = 1. By leveraging the 

thermal transport properties given by MD simulations, we can calculate the vdW binding 

dependent overall heat transfer of this 2D-3D heterostructure device using a finite element 

simulation (see Supporting Information S8 for details about the simulation domain and 
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boundary conditions), where the fitting relationships for k and G shown in Figure 2 were used. 

A device-level thermal resistance Rp is defined based on the peak temperature of the hotspot 

Tpeak, room temperature Troom (300 K), and the applied heating power q,57,58 

𝑅𝑅𝑝𝑝 =
𝑇𝑇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 − 𝑇𝑇𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟

𝑞𝑞
. (3) 

Figure 5a shows the device thermal resistance Rp as a function of dimensionless binding energy 

ε’ /ε for different MoS2 monolayer radii. A hotspot with a radius of 25 nm was applied. With 

the increase of ε’ /ε, Rp first decreases and then increases, leading to a minimum thermal 

resistance (denoted by a star for each condition). This optimal point is a result of the coupling 

of in-plane and cross-plane heat transfer. Specifically, when ε’ /ε is small, Lh is larger than or 

comparable with δ (Eq. 2 and Figure S12 in Supporting Information S8), indicating that the 

heat can be sufficiently spread along the in-plane direction. For this reason, the overall heat 

transfer is mainly limited by the cross-plane heat transfer. With the increase of ε’ /ε, the cross-

plane thermal conductance G increases accordingly (Figure 2b), leading to the reduction of 

overall thermal resistance (marked as the G limited regime in Figure 5a). When ε’ /ε increases 

further, Lh gradually becomes smaller than δ (Eq. 2 and Figure S12 in Supporting Information 

S8). Although G continues increasing with ε’ /ε, the insufficient lateral heat spread due to the 

decrease of k and Lh becomes the limiting factor to the overall heat transfer, which leads to the 

increase of Rp (marked as the k limited regime in Figure 5a). When ε’ /ε becomes sufficiently 

larger (ε’ /ε > 15), the lateral heat spread is negligible (i.e., Lh ≪ δ). The total area of the heat 

exchange between the MoS2 monolayer and a-SiO2 substrate is equal to the hotspot size. For 

this reason, Rp converges to the same value for different Ls (Figure 5a). In addition, the 
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minimum value of Rp depends on Ls. When Ls is comparable with Lh (e.g., Ls = 50 nm and Ls = 

100 nm in Figure 5a), the lateral heat spreading is significantly confined by the finite sample 

size. With the increase of Ls, as marked by the gray dash line in Figure 5a, the optimal value of 

Rp decreases accordingly. When Ls is much larger than Lh (e.g., Ls = 250 nm and Ls = 500 nm 

in Figure 5a), the sample size is not a limiting factor for the lateral spread and Rp can reach its 

global optimal value (the purple star in Figure 5a).      

A new heat transfer regime for the 2D-3D heterostructure can be observed by increasing the 

hotspot size. Figure 5b shows the device thermal resistance Rp as a function of dimensionless 

binding energy ε’ /ε for different hotspot radii. The size of MoS2 monolayer is sufficiently large 

(Ls = 3 μm), which does not confine the lateral heat spread. When the hotspot is highly localized 

(i.e., δ = 25 nm and δ = 50 nm), the behavior of Rp is similar to the conditions shown in Figure 

5a. However, when the hotspot size is sufficiently large (i.e., δ = 100 nm and δ = 500 nm), Rp 

begins to monotonically decrease with ε’ /ε and rapidly reaches a saturated value (marked as 

the yellow and purple stars in Figure 5b). This new regime arises from the value of Lh,0. When 

Lh,0 is larger than or comparable with δ, the overall heat transfer through the 2D-3D 

heterostructure is in an in-plane and cross-plane coupled regime (marked as G and k coupled 

in Figure 5b). For this reason, increasing ε’ /ε leads to the transition from the cross-plane limited 

to the in-plane limited regime as shown in Figure 5a. However, if Lh,0 is smaller than δ, the 

lateral heat spread has already become insignificant without tuning the vdW binding energy. 

For this reason, the 2D-3D heterostructure enters a new regime, where the in-plane thermal 

conductivity is not important, and the overall heat transfer is determined by the cross-plane 

thermal conductance only (marked as the G dominated in Figure 5b). These heat transfer 
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regimes due to Lh, Ls, and δ are summarized in Table 1. Note that to show all possible regimes 

for a general 2D-3D heterostructure, the suppression of k due to the hotspot size effect was not 

considered in Figure 5.60,61 However, a more realistic calculation by incorporating the 

suppression function of k (Figure S14) is shown in Figure S15 of the Supporting Information 

S8,62 where a similar behavior of the overall heat transfer was shown. In general, the in-plane 

and cross-plane coupled regime can be more easily seen for a very high thermal conductivity 

2D film (e.g., graphene63,64 and h-BN65) supported by an intrinsically weak vdW interface, 

whereas the cross-plane dominated regime is more common when a relatively low thermal 

conductivity 2D film (e.g., transition metal dichalcogenides20,44) is strongly bonded by the 

bottom substrate. Different optimization strategies should be carried out by identifying the 

corresponding heat transfer regime for different 2D-3D heterostructures. In addition, although 

we increased ε’ /ε up to 25 to span all possible conditions in the above analysis, our results 

show that reasonable tunability of vdW binding (ε’ /ε ≈ 1-5) can already achieve the optimal 

heat transfer for various conditions, which is feasible for the practical applications. Note that 

for real 2D devices, the vdW interaction might also affect the carrier mobility and hence 

changes the heat generation rate, which requires further investigation in future works.                   
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Figure 5. Thermal resistance as a function of vdW binding energy for the MoS2-a-SiO2 

heterostructure with (a) different 2D film radii and (b) hotspot radii. When Lh,0 is larger than or 

comparable with δ, the device is in an in-plane and cross-plane coupled regime, where the 

overall heat transfer transitions from a G limited to a k limited state, leading to a minimum of 

Rp. When Lh,0 is much smaller than δ, the device is in a cross-plane dominated regime, where 

Rp monotonically decreases with ε’ /ε.       

 

Table 1. Summary of the device-level thermal transport characteristics through a 2D-3D vdW 

heterostructure. 

Regime Physics Increase of ε’ Optimal ε’ range 

δ ~ Lh,0 G and k coupled 
Lh ~ δ, G limited 

Lh < δ, k limited 

Ls limited 

ε’ /ε ≈ 1-5 

δ ≫ Lh,0 G dominated Monotonically decrease ε’ /ε ≈ 1-2 
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(Saturated point) 

 

CONCLUSIONS 

In summary, we investigated the vdW binding effects on heat transfer through a 2D-3D 

heterostructure by combining atomistic level insights with the device-level optimization. We 

calculated the in-plane thermal conductivity and cross-plane thermal conductance of an MoS2-

a-SiO2 heterostructure using atomistic simulations. With the increase of vdW binding energy, 

we showed that the in-plane thermal conductivity decreases while the cross-plane thermal 

conductance increases, which was explained using the phonon relaxation time. When the vdW 

binding energy becomes significantly high (ε’ /ε > 10), a saturating trend of the cross-plane 

thermal conductance, associated with several long relaxation time phonons, was observed. 

Using the phonon mode analysis based on SED and LD approaches, we showed that these long 

relaxation time phonons resulted from the vdW interaction-induced localized phonon modes. 

By leveraging the fundamental insights from atomistic simulations, we calculated the device-

level heat transfer through the MoS2-a-SiO2 heterostructure. We showed the in-plane and cross-

plane coupled and cross-plane dominated regimes for the device-level heat transfer, which are 

determined by the hotspot size, 2D film size, and lateral heat spread length. The vdW binding 

energy for the optimal thermal resistance was identified for each regime. This work elucidates 

the role of vdW interaction on the thermal transport through 2D-3D heterostructures, paving 

the way toward optimal thermal design of 2D nanoscale devices.  
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MATERIALS AND METHODS 

MD simulation domain. MD simulation was performed using the LAMMPS package. A 6.2 

nm × 5.4 nm area MoS2-a-SiO2 heterostructure was constructed. The thickness of a-SiO2 

substrate is 3.0 nm. Domain dependent analysis was carried out to ensure negligible size effects 

on the simulation results. Periodic boundary condition was applied along the in-plane direction. 

Details of the simulation domain, force field, domain size analysis, strain effect assessment, 

and EMD simulation can be seen in Supporting Information S1-S4.  

Thermal conductivity calculation. Thermal conductivities of both the free-standing and 

substrate supported MoS2 monolayers were calculated using the Green-Kubo formulism from 

EMD. The MoS2-a-SiO2 heterostructure was firstly equilibrated at 300 K in a constant pressure 

condition (NPT ensemble) for 1 ns, followed by a thermal relaxation in the canonical ensemble 

(NVT ensemble) for 1 ns and then a constant and constant volume ensemble (NVE ensemble) 

for 1 ns. Multiple simulations were performed, and the thermal conductivity was obtained from 

the average of multiple calculations. Each EMD simulation was conducted for 10 ns to ensure 

a reasonable convergence of the Green-Kubo formulism. Details of the EMD simulation can 

be seen in Supporting Information S1.  

Thermal conductance calculation. The cross-plane thermal conductance was calculated using 

the approach-to-equilibrium molecular dynamics. A thermal circuit was constructed to describe 

the transient thermal response of the MoS2-a-SiO2 heterostructure. This thermal circuit consists 

of a MoS2 thermal capacitors, a SiO2 thermal capacitor, and a thermal resistor, which is the 

inverse of the interfacial thermal conductance. The capacitance of MoS2 monolayer and a-SiO2 
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substrate were determined by their heat capacities and atom masses. Heat capacities for the 

same simulated material system were calculated using EMD. The MoS2-a-SiO2 heterostructure 

was firstly equilibrated at 300 K for 1 ns in a constant pressure condition (NPT ensemble), 

followed by a constant volume condition (NVT ensemble) for 1 ns. A 200 K temperature rise 

was then created on the MoS2 monolayer and the MoS2-a-SiO2 heterostructure was placed in a 

constant energy and constant volume condition (NVE ensemble). The interfacial thermal 

conductance was determined by fitting the transient temperature decay. Details of the approach-

to-equilibrium approach, heat capacities calculations, and fitting approach can be seen in 

Supporting Information S1 and S3. 

Phonon relaxation time. We calculated the phonon relaxation time using SED analysis. In 

each SED calculation, the MoS2-a-SiO2 was relaxed the same as the EMD simulation. The 

phonon relaxation time was determined by the linewidth of the SED peak. We fitted each peak 

in the SED spectra using Lorentzian function. The phonon relaxation times of 81 k-points in 

the first quadrant of 2D BLZ were calculated. The acoustic modes and optical modes were 

distinguished by the phonon bandgap of MoS2 monolayer. Details of phonon relaxation time 

calculation and SED analysis can be seen in Supporting Information S1. 

vdW force spectrum. The real-time variation of vdW force between MoS2 monolayer and a-

SiO2 substrate during 1 ns EMD simulation was recorded. The vdW force spectrum was 

obtained by performing Fourier transform to the time-domain vdW force. Details of vdW force 

spectrum calculation can be seen in Supporting Information S5.    

Localized phonon and participation ratio. We performed the phonon mode analysis for the 
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entire MoS2-a-SiO2 heterostructure using GULP. The force field for LD calculation was the 

same as the MD simulation. The eigenvector for each atom and vibrational mode was identified 

from LD. We calculated the participation ratio of each vibrational mode and determined the 

localized modes. The localized phonons in MoS2 were defined as the modes (1) with less than 

0.1 participation ratio and (2) the largest component of eigenvector in the MoS2 monolayer. 

Details of LD analysis and participation ratio calculation can be seen in Supporting Information 

S6 and S7. 

Device-level thermal transport. Finate element simulation was performed to quantify the 

device-level thermal transport in COMSOL Multiphysics. An axisymmetric MoS2-a-SiO2 

heterostructure was created with the MD determined thermal conductivity and interfacial 

thermal conductance as the input. A hotspot was placed at the center of the heterostructure 

whereas the rest area of the MoS2 monolayer was exposed to the ambient air with a convective 

heat transfer coefficient of 10 W/(m2K). The bottom of the a-SiO2 substrate was prescribed as 

a constant temperature of 20 ℃. The device-level thermal resistance was calculated by solving 

the Fourier conduction equation with various hotspot sizes, MoS2 sample sizes, and vdW 

binding energies. Impact of the quasiballistic phonon transport due to the nanoscale size of 

hotspot was also evaluated using an effective thermal conductivity given by a radical 

suppression function. Details of the computational domain, boundary conditions, simulation 

parameters, effective thermal conductivity, and radical suppression function can be seen in 

Supporting Information S8. 
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