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The achievement of sustainable operation in tokamaks depends crucially on accurate

understanding of fuel, impurity, and neutral particle dynamics. In this work, radial profiles of

experimental particle transport coefficients have been inferred following laser blow-off (LBO)

impurity injections into both Alcator C-Mod and DIII-D plasmas. Development of the Aurora

modeling package has supported the creation of Bayesian frameworks that leverage a wide

range of spectroscopic diagnostics. This investigation spans regimes without Edge-Localized

Modes including Enhanced D-Alpha H-mode and I-mode on C-Mod, and diverted negative

triangularity on DIII-D. On C-Mod, a novel forward model for the entire Ca K𝛼 spectrum

has been combined with Extreme Ultra-Violet (EUV) spectroscopy of multiple charge states.

On DIII-D, analogous EUV measurements complement Soft X-Ray and Charge Exchange

Recombination spectroscopy. While the impact of Charge eXchange (CX) between impurities

and background neutrals from heating beams is found to be relatively small, edge neutrals are

shown to be extremely important for ionization balance and radiation in the pedestal region.

This conclusion is supported by SOLPS-ITER simulations, shown to compare favorably to a

database of Ly𝛼 measurements near the C-Mod midplane. We find neoclassical, gyrofluid, and

nonlinear gyrokinetic modeling to be in relatively good agreement with experimental estimates

of diffusion, whereas significant discrepancies in convection are evident in several cases. In

particular, experimental observations of hollow impurity profiles often cannot be reproduced

by microturbulence models within uncertainties, suggesting that current transport codes may

be missing critical physics for impurity peaking predictions of future devices. As a whole,

this work provides one of the highest-fidelity assessments of cross-field impurity transport in

tokamaks, offering the means to extend comparisons between theory and experiments in the

particle transport channel.

Thesis Supervisor: Earl S. Marmar
Title: Senior Research Scientist

3



4



Acknowledgments

I have been truly privileged to spend five years at MIT and experience what an incredible

place it is. During this time, I have enjoyed tremendous support and freedom, for which

I want first to thank my supervisors, Earl Marmar and Nathan Howard. Their advice

and encouragement have kept me motivated to contribute to the quest for fusion energy,

which first inspired me during my undergraduate studies at Imperial College and EPFL.

Particularly over the past year, during the COVID-19 pandemic, I have deeply appreciated

my Zoom conversations with Earl and Nathan, sometimes touching on research and bears

in Vermont, telescopes in New York, and our attempts to keep optimistic during difficult

times. Even though the MIT Physics Department rules prevent the name of a scientist who

is not “senior” from being at the front of a Ph.D. thesis, I want to acknowledge Nathan’s

direct supervision and mentorship over my years at MIT.

I also want to thank John Rice for his guidance and for sharing his contagious enthusiasm

for spectroscopy. John is certainly to blame for me going deeper and deeper into XICS

analysis over time. I have also learnt a lot from Tomás̆ Odstrčil. In his role as a postdoc and

later as GA Staff Scientist, Tomás̆ has taught me a ridiculous number of Python tricks and

also kept me humble, showing me the complexities of experimental analysis. He has been a

key ally in the development of Aurora and the ImpRad module, neither of which would have

been half as impressive without his help.

Orso Meneghini and Sterling Smith immensely helped me (and many others) along the

journey – their philosophy of open software and collaborative science has not gone lost with

me. Youssef Marzouk has been an excellent teacher on Bayesian inference (for the record,

I regret not taking more classes taught by him). I have also been fortunate to work with

Adam Foster, without whom my latest work on K𝛼 spectra would not have been possible.

With Norman Cao, I found a friend and colleague of incredible sharpness. I am proud of

our joint efforts in setting up the successful “Turbulence & Transport” journal club that has

been meeting for the past few years at the the MIT PSFC.

Over time, I have been greatly helped by Shaun Haskey, who allowed me to use his

FIDASIM tools, and by Jeremy Lore, who contributed to getting me started with SOLPS-

ITER and shared some of his simulations with me. Colin Chrystal and Kathreen Thome

have also been central to enabling the CER analysis on which I based my DIII-D work.

5



Igor Bykov provided fast camera data, without which my DIII-D modeling would have been

more challenging and less accurate. I am also grateful to Alessandro Marinoni, Max Austin,

and Carlos Paz-Soldan for leading the recent negative triangularity campaigns at DIII-D

and letting me be part of the experimental team.

Over the past year, I have had the pleasure of joining the Friday meetings of the

“MIT-W&M Neutrals Lounge”. For these, I want to thank Richard Reksoatmodjo, Jerry

Hughes, Saskia Mordijck, Aaron Rosenthal, Abhi Mathews, and Andrés Miller. I have also

greatly appreciated Jim Terry’s encouragement to delve into edge physics, and Matt Reinke’s

help and inspiration to work on spectroscopy. Martin O’Mullane helped me navigate the

intricacies of ADAS, and I am grateful for his advice, especially since my questions must

have displayed great ignorance at times. For years, I have been looking up to the work of

Thomas Pütterich, Ralph Dux, and Rachel McDermott, whose spectroscopy and modeling

expertise I have benefited from at several points of my academic journey. I am looking

forward to working more with them at MPI-IPP.

Pablo Rodriguez-Fernandez and Lucio Milanese have helped me grow scientifically, but

most importantly they have been great friends. I have many more to thank at MIT, and I

particularly want to mention Julian Picard, Kevin Montes, Bryan Linehan, Libby Tolman,

Alex Tinguely, Alex Creely, and Will McCarthy. I will always be impressed at the intellectual

curiosity and sense of friendship of Matteo Sbroscia, who reviewed and attempted to make

sense of this thesis. Daniel Rodan Legrain and Nicoló Riva have helped me to keep up to

the very last sprint.

During the past five years, I have greatly enjoyed doing outreach at the PSFC and

volunteering for the Cambridge Community Learning Center. In the good and the bad

times, it is Beth who has kept me going with her incredible patience and love. While

practicing her active listening with me, she inadvertently got me to tell her way too much

about tokamaks . . . multiple times. She even read this entire thesis, in a display of support

(and masochism?) that I am truly amazed by. I am looking forward to moving to Europe

together and getting ever closer to the wonderful Hadleys.

It has been almost two years since I last saw my family in Italy. My parents have

supported and encouraged me in my journeys ever since I first left my hometown at age 17.

My sister, Anna, has been the first and most inspirational figure of my life. Naturally, my

thesis is dedicated to her.

6



Contents

1 Introduction 21

1.1 The Pursuit of Nuclear Fusion . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

1.2 Magnetic Confinement Fusion . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

1.2.1 The Alcator C-Mod Tokamak . . . . . . . . . . . . . . . . . . . . . . . 26

1.2.2 The DIII-D Tokamak . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

1.2.3 Plasma Transport in Tokamaks . . . . . . . . . . . . . . . . . . . . . . 30

1.3 Summary of Primary Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

1.4 Organization of This Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

2 Particle Transport in Tokamaks 37

2.1 Kinetic Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

2.2 Classical Collisional Transport . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

2.3 Neoclassical Transport . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

2.4 Turbulent Transport . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

2.4.1 The Gyrokinetic Equation . . . . . . . . . . . . . . . . . . . . . . . . . 44

2.4.2 Gyro-Fluid Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

2.4.3 The Quasilinear Approximation . . . . . . . . . . . . . . . . . . . . . . 48

2.4.4 Characterization of Turbulent Modes in Tokamaks . . . . . . . . . . . 52

2.5 Magneto-Hydrodynamic Modes . . . . . . . . . . . . . . . . . . . . . . . . . . 56

2.6 Scrape-off-Layer Transport . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

2.7 Experimental Determination of Particle Transport . . . . . . . . . . . . . . . 59

3 Principles of Plasma Spectroscopy 63

3.1 Fundamental Atomic Processes in Plasmas . . . . . . . . . . . . . . . . . . . . 65

3.2 Ionization Equilibrium . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

7



3.3 Generalized Collisional Radiative Coefficients . . . . . . . . . . . . . . . . . . 70

3.4 Radiated Power . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

3.5 X-Ray Spectroscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

3.5.1 K𝛼 Spectra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4 Particle Transport Diagnostics 83

4.1 Electron Density and Temperature Diagnostics . . . . . . . . . . . . . . . . . 85

4.2 Ultra-Violet Spectroscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

4.3 Charge Exchange Recombination Spectroscopy . . . . . . . . . . . . . . . . . 89

4.4 X-Ray Crystal Spectroscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

4.5 Soft X-Ray Arrays . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

5 Bayesian Inference of Particle Transport 95

5.1 Key Concepts of Bayesian Inference . . . . . . . . . . . . . . . . . . . . . . . . 97

5.2 Nested Sampling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

5.3 Likelihood Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

5.3.1 The Aurora package . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

5.3.2 Treatment of the Plasma Background . . . . . . . . . . . . . . . . . . 108

5.3.3 Automatic Rescaling of Synthetic Signals . . . . . . . . . . . . . . . . 110

5.4 Prior Distributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

5.4.1 Free spline knots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

5.4.2 Physically-correlated 𝐷-𝑣-𝑣/𝐷 priors . . . . . . . . . . . . . . . . . . . 115

5.4.3 Combination of Constraints from Multiple Diagnostics . . . . . . . . . 117

5.5 On The Use of Manufactured Solutions . . . . . . . . . . . . . . . . . . . . . . 119

6 Neutral Particle Studies 121

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

6.2 Comparison of D Neutral Measurements and SOLPS-ITER Predictions with

EIRENE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

6.3 C-Mod Deuterium Ly𝛼 Database . . . . . . . . . . . . . . . . . . . . . . . . . 129

6.3.1 Database Development and Methodology . . . . . . . . . . . . . . . . 129

6.3.2 Neutral Density Regressions . . . . . . . . . . . . . . . . . . . . . . . . 133

6.3.3 Neutral Penetration Depth . . . . . . . . . . . . . . . . . . . . . . . . 137

8



6.3.4 Separatrix Electron density . . . . . . . . . . . . . . . . . . . . . . . . 138

6.3.5 Cross-Field Deuterium Pedestal Transport . . . . . . . . . . . . . . . . 139

6.3.6 Effective Deuterium Transport Coefficients in the Pedestal . . . . . . . 143

6.3.7 Summary of Ly𝛼 database study . . . . . . . . . . . . . . . . . . . . . 145

6.4 Impact of Charge Exchange of Neutrals with Heavy Ions . . . . . . . . . . . . 146

6.5 Charge Exchange with NBI Neutrals . . . . . . . . . . . . . . . . . . . . . . . 149

6.6 Discussion and Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

7 Inference of Impurity Transport on Alcator C-Mod 155

7.1 Particle Transport Across Confinement Regimes . . . . . . . . . . . . . . . . . 156

7.2 Inferences of Impurity Transport on C-Mod . . . . . . . . . . . . . . . . . . . 159

7.2.1 Review of Previous Efforts . . . . . . . . . . . . . . . . . . . . . . . . . 159

7.2.2 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160

7.2.3 Inferences Using Individual Line Brightnesses . . . . . . . . . . . . . . 166

7.2.4 Constraints from Line Ratios . . . . . . . . . . . . . . . . . . . . . . . 173

7.2.5 Inferences using the full K𝛼 spectrum . . . . . . . . . . . . . . . . . . 176

7.3 Comparison of Experimental and Theoretical Modeling . . . . . . . . . . . . . 189

7.4 Discussion and Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201

8 Inference of Impurity Transport on DIII-D 203

8.1 The OMFIT ImpRad Module . . . . . . . . . . . . . . . . . . . . . . . . . . . . 205

8.2 Experimental Data and Analysis Methods . . . . . . . . . . . . . . . . . . . . 206

8.3 Impurity Transport in DIII-D Discharges with RMPs . . . . . . . . . . . . . . 215

8.3.1 Inferences of Impurity Transport . . . . . . . . . . . . . . . . . . . . . 217

8.3.2 Comparison of Experimental and Theoretical Modeling . . . . . . . . . 219

8.4 Diverted Negative Triangularity . . . . . . . . . . . . . . . . . . . . . . . . . . 223

8.4.1 DIII-D Experiments in Diverted Negative Triangularity . . . . . . . . 225

8.4.2 Impurity Transport Inferences . . . . . . . . . . . . . . . . . . . . . . . 229

8.4.3 Comparison of Experimental and Theoretical Modeling . . . . . . . . . 235

8.5 Discussion and Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 242

9 Summary and Conclusions 245

9.1 Considerations For Effective Particle Transport Inferences . . . . . . . . . . . 247

9



9.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 248

A The Aurora package 251

A.1 Atomic Data and Spectral Predictions . . . . . . . . . . . . . . . . . . . . . . 252

A.2 Aurora Recycling Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 253

A.3 Superstaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 256

A.4 Charge Exchange in the ITER Pedestal . . . . . . . . . . . . . . . . . . . . . 263

B The Bayesian Spectral Fitting Code 267

B.1 Hermite Polynomial Decomposition . . . . . . . . . . . . . . . . . . . . . . . . 268

B.2 Sampling Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 271

B.3 Applications to XICS Spectra . . . . . . . . . . . . . . . . . . . . . . . . . . . 272

B.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 275

C Bayesian combination of experimental datasets 277

C.1 Bayesian Priors for Diagnostic Weights . . . . . . . . . . . . . . . . . . . . . . 279

C.2 Generalization of Constrained Weights Prior . . . . . . . . . . . . . . . . . . . 283

C.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 286

D Application of Nested Sampling 287

E Neutral dynamics in Alcator C-Mod 289

E.1 Penetration of Edge Neutrals . . . . . . . . . . . . . . . . . . . . . . . . . . . 289

E.2 Experimental Analysis of D Ly𝛼 Signals . . . . . . . . . . . . . . . . . . . . . 290

E.3 High-n CX X-Ray Measurements . . . . . . . . . . . . . . . . . . . . . . . . . 293

F Kinetic Neutral 1D Modeling 299

10



List of Figures

1-1 Maxwellian velocity averages of some fusion cross sections. . . . . . . . . . . . 23

1-2 Layouts of illustrative magnetic flux surfaces for Alcator C-Mod, DIII-D,

SPARC and ITER with respective vacuum vessels. . . . . . . . . . . . . . . . 27

1-3 Engineering rendering of the Alcator C-Mod tokamak. . . . . . . . . . . . . . 28

1-4 Photographs of the interior and exterior of the DIII-D tokamak. . . . . . . . . 29

1-5 Concept of laser blow-off injections into a tokamak plasma. . . . . . . . . . . 31

2-1 Idealized picture of density-driven drift waves in a plasma slab. . . . . . . . . 53

2-2 Sketch of major turbulent modes leading to transport in tokamak core plasmas. 54

3-1 Relaxation times for a number of ions as a function of electron temperature

at fixed electron density. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

3-2 Cooling factors over electron temperature for a variety of ions of interest for

fusion modeling. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

3-3 Grotrian diagram showing the energy levels (not to scale) and transitions

leading to K𝛼 spectra. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

3-4 Local He-like Ca spectrum at 𝑛𝑒 = 1020 m−3 and (a) 𝑇𝑒 = 𝑇𝑖 = 1 keV, and

(b) 𝑇𝑒 = 𝑇𝑖 = 3.5 keV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

3-5 Local He-like Ca spectrum at 𝑛𝑒 = 1020 m−3 and 𝑇𝑒 = 𝑇𝑖 = 1 keV on a log

scale, showing many satellite lines contributions. . . . . . . . . . . . . . . . . 81

4-1 Electromagnetic spectrum, illustrating regions of interest for various tokamak

diagnostics discussed in this chapter. . . . . . . . . . . . . . . . . . . . . . . . 84

4-2 Lines of sight of the Alcator C-Mod XEUS and LoWEUS spectrometers, as

well as for the spatially-discretized 32 chords of the XICS crystal used for Ca

measurements. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

11



4-3 VUV spectrum from the C-Mod LoWEUS diagnostic. . . . . . . . . . . . . . 88

4-4 Magnetic equilibrium reconstruction of DIII-D negative triangularity

discharge 180526 showing the location of localized measurements by the CER

and Thomson Scattering diagnostics. . . . . . . . . . . . . . . . . . . . . . . . 91

4-5 Tomographic reconstruction of SXR radiation from the DIII-D diverted

negative triangularity discharge #180526. . . . . . . . . . . . . . . . . . . . . 93

5-1 Overview of the nested sampling approach taken for the inference of impurity

transport for both Alcator C-Mod and DIII-D plasmas. . . . . . . . . . . . . . 99

5-2 Overview of Aurora’s 1.5D ion transport forward model. . . . . . . . . . . . . 106

5-3 Physical sampling of diffusion (𝐷), convection (𝑣) and their ratio (𝑣/𝐷) for

the case of 𝜒 = 1, 𝒫𝜒𝑣/𝐷 = 𝒩 (0, 5) and 𝒫𝑟 = 𝒩 (0, 10). . . . . . . . . . . . . . 116

6-1 Rates for hydrogen (a) ionization and (b) recombination, and Ly𝛼 photon

emissivity coefficients for (c) ionization-driven and (d) recombination-driven

processes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

6-2 Spatial distribution of atomic D neutral density from SOLPS-ITER modeling

of the Alcator C-Mod discharge #1080416025. . . . . . . . . . . . . . . . . . . 126

6-3 Comparison of SOLPS-ITER (EIRENE) predictions for neutral midplane

radial profiles with Ly𝛼 spectroscopy in C-Mod L-mode, EDA H-mode, and

I-mode shots. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

6-4 Radial profile of the normalized effective ionization rate 𝜈*ion. . . . . . . . . . . 129

6-5 Histograms of some key parameters within the C-Mod Ly𝛼 database. . . . . . 131

6-6 Regression for the atomic D neutral pressure measured at the C-Mod

midplane in terms of midplane, lower-divertor, and upper-divertor wall

pressures. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

6-7 Model-selected regression for the atomic D neutral pressure measured at the

C-Mod midplane in terms of midplane wall pressure, 𝑝𝐷2,mid, in L-mode

discharges without cryopump operation. . . . . . . . . . . . . . . . . . . . . . 136

6-8 Model selected regression for the neutral penetration depth, 𝐿𝑛𝑛 , in terms of

𝑇𝑒,𝑠𝑒𝑝, the electron temperature at the separatrix, in L-mode plasmas. . . . . 137

12



6-9 Model-selected regressions for the separatrix electron density, 𝑛𝑒,𝑠𝑒𝑝, for (a)

L-mode, and (b) H-mode discharges. In (a), dependencies on midplane wall

pressure, 𝑝𝐷2,𝑚𝑖𝑑, 𝐵𝑡 value, and plasma current, 𝐼𝑝, are identified. In (b), a

dependency on 𝐵𝑡 is omitted because there is little variation of this variable

within the current H-mode database. . . . . . . . . . . . . . . . . . . . . . . . 140

6-10 Ionization per photon ratio for the Ly𝛼 transition as a function of electron

temperature for multiple values of electron density. . . . . . . . . . . . . . . . 141

6-11 Regression of C-Mod deuterium flux through the LCFS for USN (unfavorable

ion ∇𝐵 drift direction, open divertor) discharges. . . . . . . . . . . . . . . . . 142

6-12 Regression of C-Mod deuterium flux through the LCFS for LSN (favorable

ion ∇𝐵 drift direction, closed divertor) discharges. . . . . . . . . . . . . . . . 142

6-13 Pedestal effective deuterium diffusivity as a function of electron density

gradient scale length. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

6-14 Effective pedestal transport coefficients for deuterium, inferred from Ly𝛼

measurements at the outboard midplane, separating observations in L- and

H-mode. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

6-15 Illustration of the impact of edge neutrals on Alcator C-Mod for identical

Aurora simulations in an I-mode discharge (#1080416025) with a constant

Ar source and realistic 𝐷 and 𝑣 profiles. . . . . . . . . . . . . . . . . . . . . . 147

6-16 Charge state densities and line radiated power for Aurora simulations with

and without CX in the DIII-D L-mode discharge (#180533). . . . . . . . . . . 147

6-17 Radial profiles of (a) atomic D neutral density and (b) its normalization by

𝑛𝑒 in the DIII-D diverted negative triangularity discharge #180533. . . . . . . 148

6-18 Time history of NBI power for the DIII-D discharge #180526. . . . . . . . . . 150

6-19 Density of the full-energy fast neutral beam component incident from the

right hand (low-field) side, displayed over the poloidal cross section of the

DIII-D negative triangularity discharge #180526. . . . . . . . . . . . . . . . . 151

6-20 Flux surface averaged (FSA) density components from FIDASIM for the DIII-

D discharge #180526, separating full-, half- and third-energy components of

fast neutrals and thermal (halo) contributions. Terms arising from the 𝑛 = 1

(ground state) and excited states 𝑛 = 2 and 𝑛 = 3 are separated. . . . . . . . 152

13



6-21 Radial profiles of recombination for F9+ ions due to CX with high energy and

thermal (halo) neutrals from the DIII-D 30L beam in shot #180526. . . . . . 152

6-22 Illustration of the total impact of CX between NBI neutrals and low-Z ions. . 153

7-1 Charge exchange recombination measurements from D gas puffing

experiments on Alcator C-Mod, showing (intrinsic) boron density and

temperature across an I-L transition. . . . . . . . . . . . . . . . . . . . . . . . 157

7-2 Scatter plot of electron density peaking 𝑛𝑒(𝜓𝑛 = 0.2)/⟨𝑛𝑒⟩ vs. the peaking

prediction by the Angioni scaling for I-, L- and H-mode shots on Alcator

C-Mod. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158

7-3 Time histories of radio-frequency power, near-axis electron temperature,

radiated power, and line-averaged electron density for the C-Mod L-mode,

EDA H-mode and I-mode discharges. . . . . . . . . . . . . . . . . . . . . . . . 162

7-4 Time-dependent kinetic profile fits for the investigated C-Mod I-mode discharge.163

7-5 Kinetic profiles and normalized gradient scale lengths for the 3 Alcator C-Mod

discharges where impurity transport was inferred. . . . . . . . . . . . . . . . . 164

7-6 BSFC fit of the Ca Ly𝛼 lines and overlapping satellites. . . . . . . . . . . . . 167

7-7 Scaling of the log of the Bayes Factor with number of free 𝐷 and 𝑣 radial

coefficients in the analyzed I-mode discharge. . . . . . . . . . . . . . . . . . . 168

7-8 Inferred profiles of 𝐷 and 𝑣, together with the 𝑅𝑣/𝐷 ratio, for I-mode

inferences with 5, 6, and 7 radial 𝐷 and 𝑣/𝐷 coefficients. . . . . . . . . . . . . 170

7-9 Core-focused view of inferred profiles of 𝐷 (on a logarithmic scale) and

𝑣, together with the 𝑅𝑣/𝐷 ratio, for the model-selected I-mode inference.

Neoclassical, gyro-fluid and gyrokinetic modeling are overlaid. . . . . . . . . . 171

7-10 Experimentally-inferred self-decaying profile shapes and comparison to

fractional abundances at ionization equilibrium for the highest ionization

stages of Ca after an LBO injection into the I-mode discharge. . . . . . . . . . 172

7-11 Radial profiles of the w, z, x, y, and k+j relative line emissivities for the

I-mode discharge. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175

7-12 Comparison of inferences obtained on synthetic data created from model 𝐷

and 𝑣 profiles. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179

14



7-13 Verification of close match of synthetic XICS signals and a reconstruction via

the full-spectrum inference framework for the H-mode discharge. . . . . . . . 180

7-14 Inference of Ca particle transport coefficients in the C-Mod I-mode discharge

#1101014030, showing the distribution of free knots that were sampled with

highest posterior probability via MultiNest. . . . . . . . . . . . . . . . . . . . 183

7-15 Comparison of experimental Ca transport coefficients inferred using the full

K𝛼 spectrum in the C-Mod I-mode discharge. . . . . . . . . . . . . . . . . . . 184

7-16 Comparison of experimental Ca transport coefficients inferred using the full

K𝛼 spectrum in the C-Mod L-mode discharge. . . . . . . . . . . . . . . . . . . 185

7-17 Comparison of experimental Ca transport coefficients inferred using the full

K𝛼 spectrum in the C-Mod EDA H-mode discharge. . . . . . . . . . . . . . . 186

7-18 Steady-state radial density profiles of the five highest Ca charge states from

the experimental EDA H-mode inference of transport coefficients. . . . . . . . 187

7-19 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188

7-20 Scan of 𝑍 in NEO simulations for the C-Mod EDA H-mode discharge at

𝜌𝑝 = 0.97. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191

7-21 Experimental fractional uncertainties of normalized kinetic gradient scale

lengths (for 𝑛𝑒, 𝑇𝑒, and 𝑇𝑖) and the ratio of 𝑇𝑖 and 𝑇𝑒 for the 3 discharges of

interest. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192

7-22 Diffusion and convection coefficients from TGLF 2𝜎 scans around

experimental I-mode parameters. . . . . . . . . . . . . . . . . . . . . . . . . . 193

7-23 Time evolution of total ion and electron fluxes in nearly 𝑄𝑖-matched CGYRO

simulations, differing in 𝑎/𝐿𝑇𝑖 by only 0.5%. . . . . . . . . . . . . . . . . . . . 195

7-24 CGYRO spectra for L-mode (left), EDA H-mode (center), and I-mode (right)

shots. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197

7-25 Time histories of heat and particle fluxes (for D ions and electrons) and

transport coefficients (𝐷 and 𝑣/𝐷 components) from ion-scale heat-flux

matched nonlinear CGYRO simulations for the L-mode (left), EDA H-mode

(center), and I-mode (right) shots. . . . . . . . . . . . . . . . . . . . . . . . . 199

7-26 Estimates of 𝑅𝑣/𝐷 components from nonlinear CGYRO simulations (pure

convection, thermodiffusion and total) and from experimental inferences for

the Alcator C-Mod L-mode, EDA H-mode, and I-mode discharges. . . . . . . 200

15



8-1 ImpRad tab for the selection of background ion species and neutral densities. . 205

8-2 Effective source functions for LBO injections of F (for shot #180526) and Al

(for shots #180520 and #180530) from the spatial integration of fast camera

unfiltered signals. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207

8-3 CER signals from F9+ following the LBO injection into shot #180526. . . . . 208

8-4 Comparison of SPRED measurements at 𝜆 ≈ 230 Å with the CER signal at

the inner-most chord, T01. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211

8-5 Inferred Al and C transport coefficients for DIII-D shot #175674. . . . . . . . 217

8-6 Comparison of Al transport coefficients from an experimental inference and

from theoretical modeling for DIII-D shot #175674. . . . . . . . . . . . . . . 218

8-7 Match of experimental and modelled CER signals in the DIII-D RMP ELM-

suppressed discharge #175674 for time-dependent Al injected via LBO and

intrinsic and time-independent C. . . . . . . . . . . . . . . . . . . . . . . . . . 220

8-8 Summary of TGYRO results for DIII-D shot #175674. . . . . . . . . . . . . . 221

8-9 Heuristic picture of trapped particle motion in negative and positive

triangularity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 224

8-10 Evolution and comparison of the 3 investigated diverted negative triangularity

DIII-D discharges discussed. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 226

8-11 Kinetic profiles for the 3 diverted negative triangularity discharges. . . . . . . 228

8-12 Signals from the CER T06 chord in #180520 (Al) and 180526 (F), showing

exponential fits in the decay phase to quantify impurity confinement times. . 229

8-13 Inferred C and F transport coefficients for DIII-D shot #180526. . . . . . . . 230

8-14 Inferred F transport coefficients for DIII-D shot #180526. . . . . . . . . . . . 231

8-15 Inferred Al transport coefficients for DIII-D shot #180520. . . . . . . . . . . . 232

8-16 Inferred Al transport coefficients for DIII-D shot #180530. . . . . . . . . . . . 233

8-17 Match of experimental and modelled CER signals in the DIII-D RMP ELM-

suppressed discharge #180526 for time-dependent Al injected via LBO and

intrinsic and time-independent C. . . . . . . . . . . . . . . . . . . . . . . . . . 234

8-18 Match of experimental and modelled signals for SPRED F lines in the diverted

negative triangularity discharge #180526. . . . . . . . . . . . . . . . . . . . . 235

8-19 Match of experimental and modelled F signals for SXR chords in the diverted

negative triangularity discharge #180526. . . . . . . . . . . . . . . . . . . . . 236

16



8-20 Summaries of TGYRO runs for the three negative triangularity discharges

examined in Chapter 8. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 237

8-21 TGLF spectra at 𝜌𝑝 = 0.6 and 𝜌𝑝 = 0.85 from scans of major turbulence

drives in the diverted negative triangularity discharge #180520. . . . . . . . . 238

8-22 TGLF spectra at 𝜌𝑝 = 0.6 and 𝜌𝑝 = 0.85 from scans of major turbulence

drives in the diverted negative triangularity discharge #180530. . . . . . . . . 239

8-23 Diffusion and convection coefficients from TGLF 2𝜎 scans around

experimental parameters for the DIII-D negative triangularity discharge

#180526 at 𝑡 = 2.75 s (low-power L-mode phase). . . . . . . . . . . . . . . . . 240

A-1 Full ionization equilibria of (top) W and (bottom) Ca over electron

temperature, 𝑇𝑒, and comparison to an example charge states bundling. . . . 260

A-2 Comparison of Aurora simulations for Fe transport in the ITER baseline

scenario and an Alcator C-Mod discharge. . . . . . . . . . . . . . . . . . . . . 261

A-3 Application of superstaging within an Aurora simulation of W in the ITER

baseline scenario. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 262

A-4 Radial profiles of atomic neutral D density, normalized by electron density,

in the ITER baseline from a SOLPS-ITER simulation. . . . . . . . . . . . . . 264

B-1 Gauss-Hermite functions of order 𝑛 = 0− 5. . . . . . . . . . . . . . . . . . . . 269

B-2 BSFC fit of the He-like Ca z line, overlapping with the j satellite line, which

is related to the nearby k line. . . . . . . . . . . . . . . . . . . . . . . . . . . . 272

B-3 Comparison between true synthetic line-integrated measurements and

measurements inferred from BSFC. . . . . . . . . . . . . . . . . . . . . . . . . 273

B-4 Comparison between line-integrated measurements inferred from BSFC and

from THACO for (a) a subset of XICS channels following Ar injection into

an L-mode plasma, and (b) a Ca injection into an I-mode plasma with hollow

brightness profiles. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 274

C-1 Gamma priors over diagnostic weights for some values of the 𝜈 parameter. . . 285

E-1 Fractional abundance of the neutral stage of D over the local electron density

in typical Alcator C-Mod (a) L-mode and (b) H-mode discharges. . . . . . . . 290

17



E-2 Ly𝛼 analysis of Alcator C-Mod discharges #1100308004, #1100305023, and

#1080416025. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 292

E-3 Spectra between 𝑛 = 11 and the ionization limit for plasmas with ⟨𝑛𝑒⟩ = 0.8×
1020 m−3 and 𝑇𝑒(𝑟 = 0) = 3.2 keV, and for plasmas with ⟨𝑛𝑒⟩ = 1.4×1020 m−3

and 𝑇𝑒(𝑟 = 0) = 1.2 keV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 294

E-4 Distribution of atomic D neutrals across the poloidal cross section in the

L-mode shot that was compared to Ar high-n Rydberg series measurements. . 296

E-5 Poloidal distributions of neutral density at multiple radial locations inside of

the separatrix. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 297

F-1 Comparison of KN1D results for DIII-D discharge 175674 using two values of

edge D2 pressure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 301

18



List of Tables

3.1 Electronic configurations for transitions in He-like spectra. . . . . . . . . . . . 78

3.2 Wavelengths and energies of the resonance, intercombination, and forbidden

lines for Ar and Ca as measured on Alcator C-Mod. . . . . . . . . . . . . . . 78

7.1 VUV line identification used for the analysis of LBO injections of Ca on

Alcator C-Mod. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176

8.1 VUV line identification used for the analysis of LBO injections of F on DIII-D.212

8.2 VUV line identification used for the analysis of LBO injections of Al on DIII-D.213

E.1 Up/down neutral (𝑛𝑛) and impurity density (𝑛𝐼) asymmetries relative to X−
point location and ion B×∇B drift direction. . . . . . . . . . . . . . . . . . 295

19



20



1

Introduction

“We don’t want to be complacent about how audacious this is, but we have to be

audacious if we’re going to meet the need.”

– M. Greenwald, February 2021 [1]

1.1 The Pursuit of Nuclear Fusion

Few scientific and technological challenges that have captured human imagination as much

as nuclear fusion. The prospect of virtually infinite, safe, and sustainable energy could power

much of human ambition for the 21st century and beyond. Fusion, the energy source of the

stars, could be central to our reduction of fossil fuel consumption, adaptation to climate

change, and a fairer distribution of resources. It may be essential to support increasing

energy consumption in developing countries and permit deep-space travel. It is hard to

overstate the impact that fusion could have on our society.

The first efforts to harness the power of the stars began after World War II with the

development of the hydrogen (H-) bomb, which combined the destructive power of nuclear

fission with the one of fusion. In the former process, heavy nuclei are split, with a fraction

of the reactants’ initial mass being transformed into kinetic energy, as commonly explained

via the 𝐸 = 𝑚𝑐2 formula. In fusion, the opposite occurs: light nuclei merge into heavier

ones, with the mass defect before and after the reaction once again released as energy -

typically a significantly larger value per unit mass than in fission [2]. Just as the Manhattan

Project rapidly led to fission power stations, in the United States and elsewhere, in the
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1950’s scientists and engineers started working towards controlling the vast energy release

from fusion in new reactors. Approximately 70 years down the road, we appreciate that the

fusion challenge is more complex than initially expected. Nonetheless, the promise of fusion

energy is so enticing and far-reaching that it motivates continuous development, particularly

at a time when new experiments, both in public and private ventures, are promising to

substantially advance the field. While fusion could play a role in a variety of fields in the

future, the applications most directly addressed in this thesis are those related to electric

power generation. In this context, the need for diversification of production means calls for

investment in basic and applied research on new energy sources. A recent report developed

under the auspices of the U.S. National Academies of Sciences, Engineering and Medicine

recommended that, for fusion to make an impact on the transition to a low-carbon emission

electrical system by 2050, the U.S. should aggressively pursue the creation of a fusion pilot

power plant in the 2035-2040 time frame [3].

The fusion reactions that are most promising for energy production are different from

the “proton chain” that powers stars like the Sun. In particular [4],

𝐷 + 𝑇 −→ 4𝐻𝑒 (3.5MeV) + 𝑛 (14.1MeV)

𝐷 +𝐷 −→

⎧⎪⎨⎪⎩
𝑇 (1.01MeV) + 𝑝 (3.02MeV) (50%)

3𝐻𝑒 (0.82MeV) + 𝑛 (2.45MeV) (50%)

𝐷 + 3𝐻𝑒 −→ 4𝐻𝑒 (3.6MeV) + 𝑝 (14.7MeV)

are the simplest processes to produce at sufficiently large scale on Earth. Here, D stands

for deuterium (2H) and T for tritium (3H), both heavy isotopes of hydrogen; n stands

for a neutron and p a proton; 3He and 4He are helium isotopes. Fig. 1-1 shows the

cross sections for these reactions, multiplied by velocity and averaged over a Maxwellian

energy distribution. D-T operation clearly produces much higher fusion rates than other

species mixes and is therefore expected to give highest performance in the first fusion power

plants. Unfortunately, tritium’s radioactivity makes operation significantly more complex

and expensive. For this reason, D-D operation is normally favored for scientific experiments.

In the reactions above, helium is often referred to as “fusion ash” and must be eliminated

from the plasma to avoid fuel dilution, although not before slowing down on (exchanging
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Figure 1-1: Maxwellian velocity
averages of some fusion cross
sections. Data from Bosch &
Hale [5].

energy with) D and T ions. Neutrons are not electromagnetically confined since they have

no net electric charge. Hence, their energy can be harvested outside the spatial region where

fusion occurs, allowing for conversion into electricity not unlike in a fission reactor.

In order for fusion to be a viable source of energy, matter must be first heated to the

point of overcoming the binding energy of atoms. The state of matter in which a gas is

ionized, creating a cloud of ions and electrons that behave in a collective manner, is referred

to as plasma. Each particle in a fully-ionized plasma is electrically charged and therefore

responds to electromagnetic fields at a distance. It is in the very nature of plasmas to

produce emergent behavior, such as turbulence. Plasma physics can therefore be seen as out-

of-equilibrium electromagnetic statistical mechanics. The ubiquity of turbulence in plasmas

is central to many of the challenges in fusion research. This thesis explores properties of

thermonuclear plasmas, particularly the way turbulence and collisions affect the motion of

particles.

Based on a power balance assessment, fusion reactors operating with a 50-50 D-T mixture

are expected to have an optimal operating temperature of approximately 15 keV (more than

150 million degrees Kelvin). This condition, far hotter than the center of the Sun (≈ 1 keV),

has already been reached in several experiments. The larger the number of reactants at

these high temperatures, the more neutrons can be produced and converted into thermal

and electric energy; hence, high density is also necessary. Finally, the plasma must be

efficiently confined, so that the energy used to heat the fuel is not dispersed too rapidly.
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These principles are concisely captured by the “triple product” inequality [6, 7]:

�̂� 𝑇 𝜏𝐸 & 5× 1021 keV s / m3. (1.1)

This describes an approximate condition for the energy from fusion reactions to exceed

losses (ignition), with �̂� being peak density, 𝑇 peak temperature, and 𝜏 a measure of energy

confinement time (assuming parabolic plasma profiles). The following section describes the

principle of magnetic confinement, which has come the closest to overcoming this limit.

1.2 Magnetic Confinement Fusion

The first fusion devices in the 1940s and 1950s attempted to compress (pinch) the plasma

to reach thermonuclear conditions, but rapid losses from such machines came to be seen

as inescapable. Alternative approaches based on confining plasma in linear devices (e.g. in

magnetic mirrors) or compressing them via high-power lasers (as in inertial confinement

fusion) have also been explored, but at the time of writing the concept of magnetic

confinement is at the forefront of the race for fusion energy.

Magnetic confinement was first explored in tokamaks (Sakharov and Tamm, 1950) and

stellarators (Spitzer, 1951), toroidal devices where twisted field lines form a magnetic cage

for the plasma [8]. In tokamaks, this is made possible by combining external electromagnets

producing a toroidal magnetic field and a transformer that creates a toroidal current (and

hence, by Ampère’s Law, a poloidal field). In a stellarator, both toroidal and poloidal fields

are externally imposed via twisted magnets. This means that the large internal currents

of tokamaks are not needed, resulting in significant advantages for stability and steady-

state operation. However, the construction of stellarators poses a number of engineering

challenges and their confinement properties have so far proven to be inferior to those of

tokamaks. While research into stellarators remains very active, the first fusion pilot plants

are expected to use the tokamak design. This thesis focuses on some of the persistent

challenges associated with tokamak confinement, examined on two modern-day devices.

Since tokamaks are toroidally symmetric, it is often possible to consider plasma dynamics

in 2 rather than 3 dimensions. Depending on the context, one may want the 2 dimensions

to describe the Cartesian laboratory frame or the coordinate system described by directions

parallel and perpendicular to magnetic field lines. The latter option is useful to describe
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plasma dynamics, since particle motion parallel to field lines is mostly unimpeded, while

Lorentz forces limit perpendicular motion. Ideally, particles should therefore only move

along the twisted field lines if these close upon themselves within the device. The occurrence

of particle collisions gives an important deviation from this rule. The “classical theory

of transport” shows that this effect produces relatively small cross-field diffusion (see

Section 2.2). However, experimental observations in tokamaks always show much higher

transport levels. Part of this is due to the complex effects of toroidal geometry on collisional

transport, described by “neoclassical theory” (Section 2.3), but the majority of transport

is attributable to plasma microturbulence. The latter contribution has historically been

dubbed “anomalous”, to highlight its deviation from early understanding of transport

processes. As we will discuss in Chapter 2, significant improvements have been made

over time in understanding plasma turbulence, although predictive capabilities are clearly

incomplete. In this thesis, collisional and turbulence modeling of tokamak regimes is

challenged by detailed analysis of experimental particle transport.

In an attempt to compare observations from experimental devices worldwide, a number

of “scaling laws” have been obtained, for example the IPB98(y,2) energy confinement time [9,

10, 11]

𝜏IPB98(𝑦,2) = 0.0562𝐼0.93𝑝 𝐵0.15
𝑇 𝑃−0.69

loss 𝑛0.41𝑀0.19𝑅1.97𝜀0.58𝜅0.78𝑎 , (1.2)

also produced in dimensionless form [10, 11]

𝜏IPB98(𝑦,2) ∝ 𝜏𝐵𝜌−0.70
* 𝛽−0.90𝜈−0.01

* 𝑀0.96𝑞−3.0𝜀0.73𝜅2.3𝑎 . (1.3)

These formulae relate a macroscopic, global quantity such as the energy confinement time

with either engineering parameters, as in Eq. 1.2, or with physically-relevant parameters,

as in Eq. 1.3. In Eq. 1.2, 𝐼𝑝 is the plasma current [MA], 𝐵𝑇 the toroidal magnetic field [T]

at the geometric axis 𝑅 [m], 𝑃loss the loss power [MW], 𝑛 line average density [1019 m−3],

𝑀 the average ion mass (AMU), 𝜖 the inverse aspect ratio (𝑎/𝑅), 𝑎 the minor radius [m],

and 𝜅𝑎 the plasma vertical elongation. Moreover, in Eq. 1.3 the following definitions were

used: 𝜏𝐵 = 𝑎2𝐵𝑇 /𝑇 is the Bohm timescale, 𝜌* = 𝜌𝑖/𝑎 with 𝜌𝑖 being the ion gyro-radius,

𝛽 is the plasma beta (ratio of thermal pressure to magnetic pressure), 𝜈* is the normalized

collisionality, and 𝑞 is the cylindrical “safety factor” (number of toroidal turns per poloidal

turns of magnetic field lines).
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It may be argued that scaling laws are not “physical” in nature, meaning that it is always

possible to fit a function of the form of Eq. 1.2 using engineering parameters, but it is not

necessarily meaningful or illuminating. It is however remarkable that these scalings are

robust across devices, indicating the existence of macroscopic patterns that are not highly

sensitive to experimental uncertainties, details of the plasma geometry, or ways of collecting

and analyzing data. One may therefore claim that the purpose of transport studies in

fusion devices is to make sense of these scalings on a physical basis, leading to a broad

understanding of how one could even use transport to improve performance, rather than be

subjected to its nefarious effects.

In attempting to understand these phenomena, it has long been clear to the fusion

community that comparing and combining data from multiple tokamaks is paramount, for

example to reduce covariances between physical variables when constructing scaling laws of

the form of Eqs. 1.2 and 1.3. Generally, there is great value in ensuring that conclusions

reached with one device can be cross-validated on another. It is also important to create

predictive tools that may be used to study future devices. This is the philosophy adopted

in this thesis, which examines experimental data and simulations from the Alcator C-Mod

and DIII-D tokamaks, and offers some projections to the SPARC and ITER devices, which

are undergoing construction in Massachusetts and in France, respectively, at the time of

writing. Some example layouts of the magnetic geometry and vacuum vessels for these four

experiments are shown in Fig. 1-2. Note that figures are not to scale: ITER is much larger

than C-Mod, while DIII-D and SPARC are of similar size. SPARC and ITER are both

expected to reach a condition of breakeven, where output power will be greater than input

power (quality factor 𝑄 > 1) for the first time. The different dimensions of the devices are

explained by their different magnet technologies: high-temperature superconductors (HTS)

in SPARC as opposed to low-temperature superconductors (LTS) in ITER. It is beyond

the scope of this thesis to describe the approaches of these devices; readers are referred to

Refs. [12, 13] for SPARC, and to Refs. [10, 9] for ITER. In the next sections, we will give

an overview of Alcator C-Mod and DIII-D, where data in this thesis were collected.

1.2.1 The Alcator C-Mod Tokamak

Alcator C-Mod, a high-field and compact tokamak, operated on the MIT campus between

1993 and 2016. The third of a series of tokamaks at MIT, C-Mod had a major radius of
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Figure 1-2: Layouts of illustrative magnetic flux surfaces (blue) for Alcator C-Mod, DIII-
D, SPARC, and ITER with respective vacuum vessels (black lines). Machine sizes are not
shown to scale. The C-Mod and DIII-D equilibria are from discharges #1101014019 (𝑡 = 1
s) and #174738 (𝑡 = 3 s), respectively. The SPARC equilibrium is for the V2 device design.
The ITER one refers to the ITER baseline scenario.

𝑅 = 0.67 m, a minor radius of 𝑎 ≈ 0.22 m, and toroidal magnetic fields that could reach 8 T

on axis, although it typically operated at 𝐵𝑇 ≈ 5.4 T, the expected field for ITER. Plasma

currents could go up to 𝐼𝑝 = 2.0 𝑀𝐴, achieving the highest core densities of any tokamak, up

to 𝑛𝑒 ≈ 5× 1020 𝑚−3. Auxiliary power systems used to reach highest performance included

ion cyclotron heating (ICH, 50-80 MHz, often used in a H-minority heating scheme) with

𝑃𝐼𝐶𝐻 = 6 MW, and lower hybrid heating (LHH, 4.6 GHz) with 𝑃𝐿𝐻𝐻 = 1 MW, also used

for current drive. Notwithstanding its small size, C-Mod was able to push the boundaries of

what has been achieved in tokamaks to date, attaining the world record of plasma pressure

(approximately 2 atmospheres) on its last day of operation - beating its own preceding

record. C-Mod’s walls, mostly made of molybdenum, made it an extremely relevant device

to test reactor concepts, all while avoiding the complications that would have derived from

more intense production of neutrons in a larger plasma. In other words, C-Mod offered

an excellent scientific platform with remarkable flexibility. Fig. 1-3 shows an engineering

rendering of the device, also illustrating the external cage required to sustain strong forces

on the copper magnets and the lower pylons that anchored the device to the ground.

This thesis leverages data collected from Alcator C-Mod experiments over the years; new

experiments were conducted and supported at the DIII-D tokamak, which is described next.
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Figure 1-3: Engineering rendering of the Alcator C-Mod tokamak, showing an idealized
plasma (pink/orange) at its center.

1.2.2 The DIII-D Tokamak

DIII-D is a diverted, medium-size, and moderate-field device with major radius 𝑅 = 1.67

m and typical minor radius of 𝑎 ≈ 0.67 m, in operation since 1986. DIII-D is located at

General Atomics in San Diego, CA, where a series of doublet-shaped toroidally-confined

plasmas were developed for many years, until DIII-D joined the main line of worldwide

tokamak progress with diverted “D”-shaped plasmas. The device, shown in Fig. 1-4, can

reach toroidal magnetic fields of 𝐵𝑇 = 2.2 T, but typically operates with 𝐵𝑇 = 2.0 T.

Plasma current can go up to 𝐼𝑝 = 3.0 MA. Unlike on C-Mod, auxiliary power on DIII-D is

provided by electron cyclotron heating (ECH, up to 𝑃𝐸𝐶𝐻 = 6 MW) and by neutral beam
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Figure 1-4: Interior (top) and exterior (bottom) of the DIII-D tokamak [14].

injection (NBI). The latter system is powerful and versatile, reaching up to 𝑃𝑁𝐵𝐼 = 20 MW

(although lower power is normally available) and maintaining the ability to steer beams

both toroidally and poloidally. This allows advanced control of rotation and rotation shear,

which has been leveraged to produce turbulence-suppressed advanced tokamak scenarios.

At typical DIII-D densities (𝑛𝑒 < 1020 m−3 on axis), the NBI system also constitutes an

effective means for core fueling, on top of edge gas puffing. Neutral beams also offer numerous

opportunities for diagnostic techniques, as will be described in later chapters.

C-Mod and DIII-D experiments typically have comparable temperature profiles, but

C-Mod operated at an order of magnitude higher density. Nonetheless, DIII-D typically

produces much higher neutron rates due to its larger volume (𝑉𝑝 ≈ 20 𝑚3, as opposed to

𝑉𝑝 ≈ 1 𝑚3 for C-Mod). This makes DIII-D an interesting test bed for experiments aiming

at higher absolute performance, albeit also making operation more complex. In the next

section, we begin describing the subject matter of this thesis and how it will be addressed.
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1.2.3 Plasma Transport in Tokamaks

Transport studies have historically focused on heat transport, partly because of its prominent

role in establishing high peak temperatures and long energy confinement time, fundamental

performance parameters as shown by Eq. 1.1. Achieving high peak density, however, is

equally important: it may be easily shown that fusion power scales with central fuel density

squared [2]. The study of particle transport is therefore paramount, but complicated by

difficult diagnosis of particle sources, neutral particle behavior, and fueling effectiveness

– to name a few broad issues. Atomic physics processes are also central to ionization

balance and the corresponding radiation in a plasma. As a result, the estimation of particle

transport properties and the quantification of uncertainties remain a grand challenge for

fusion research.

Particle transport sets not only fuel density, but also impurity concentrations. High levels of

contamination pose a significant threat to the prospects of making tokamaks a viable option

for energy production, because they both dilute the fuel and also efficiently radiate power

away from the core (with a 𝑍2 approximate scaling, 𝑍 being the atomic number) [15]. The

need to eliminate core impurities is somewhat in conflict with the apparent requirement of

injecting impurities at the edge of the plasma in order to protect material components by

radiating energy away before any high-energy plasma strikes the device surfaces [16, 17]. In

other words, the challenge is to prevent impurities from leaving the edge regions, where they

have a protective function, while also ensuring rapid expulsion of those reaching the plasma

center. Alas, helium ash is directly produced by fusion reactions in the core, complicating

the matter further. The material composition of device internal surfaces also plays a

fundamental role: low-Z materials such as graphite (the main component of DIII-D walls)

support high-performance operation in current devices [18], but they are unfortunately not

viable in a reactor due to high tritium retention and low threshold energies for physical

sputtering by hydrogen isotopes. This results in high erosion yields, which cannot be

sustained during the long-term stationary operation envisioned for energy production [19].

On the other hand, high-Z walls such as the molybdenum ones on Alcator C-Mod have

favorable hydrogen retention and sputtering yields, but they produce stronger radiation

per contaminating ion (due to the aforementioned 𝑍2 scaling), making the importance of

impurity transport all the more evident.
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Figure 1-5: Concept of laser
blow-off injections into a tokamak
plasma, also showing the radial
profile of toroidal magnetic field
(top panel) and describing some
of the nomenclature for tokamak
geometries.

In this thesis, we attempt to quantify particle transport through rapid and non-

perturbative injections of chosen ions via Laser Blow-Off (LBO) [20]. The general concept

of LBO injections is shown in Fig. 1-5: a high-power, class-IV laser is used to produce a rapid

pulse of radiation directed at a glass slide, which supports (under vacuum conditions) a thin

film coating a few 𝜇m thick. When the laser is fired, it ablates the film, producing a cloud of

neutral particles that proceeds towards the confined plasma (note that the magnetic field will

divert any atoms that are unintentionally ionized by the laser). As described in Chapter 4,

a number of spectroscopic instruments can then be used to diagnose how neutrals ionize

and then transport through the plasma over space and time. This is the basis of how we

experimentally attempt to infer transport coefficients in this thesis. The top panel in Fig. 1-5

shows the toroidal magnetic field profile as a function of major radius, scaling approximately

as ∼ 1/𝑅. Red lines in the main figure display magnetic flux contours. Only contours inside

the thick red line close upon themselves within the device, thus motivating the nomenclature

of last closed flux surface (LCFS) for the thick line. The magnetic axis is a single point at
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the location of maximum flux, indicated with a “+” sign. Outside of the LCFS, open field

lines are said to be in the scrape-off layer (SOL), appropriately named since plasma along

these lines is not confined for long before it hits material surfaces. SOL plasma is expected

to have relatively low density and much colder temperatures than plasma in the core region,

and is also affected by important interactions with neutral (non-ionized) atoms, as we will

discuss in Chapter 6. The plasma in Fig. 1-5 is said to be diverted because the LCFS is

determined by a magnetic field null (x-point, indicated by a black arrow) as opposed to a

point of direct contact of closed field lines with a limiter surface, which could either be on

the inner or outer wall. In this magnetic reconstruction there exists a single x-point, and

the region below it (the divertor) has the function of eliminating any impurities that build

up in the plasma. In practice, in current devices the divertor also plays an important role

of energy dissipation before any hot plasma leaving through the LCFS can reach material

surfaces.

A central theme that permeates the research in this thesis is core-edge integration, i.e.

the creation of tokamak scenarios where the core is able to reach high performance (broadly

defined by the triple product in Eq. 1.1) while enabling survival of the edge surfaces at full

operation. This involves the creation of self-organized plasma states where heat, particles

and momentum transport can be effectively tailored. It may seem a contradiction to say that

a “self-organized state” can be “tailored” – after all, if there is external control one cannot

say that there is self-organization in the common scientific sense. In fact, fusion research

has long hinged on the discovery of advanced regimes with varying degrees of control over

plasma turbulence, starting with the discovery of the “high-confinement” (H-) mode on the

ASDEX tokamak in 1982 [21]. A wide range of advanced regimes has followed, including

the Enhanced D-Alpha (EDA) H-mode [22] and the “improved” (I-) mode [23] that will

be examined in Chapter 7. Among the wealth of high-performance regimes undergoing

exploration at DIII-D [24, 25], this thesis examines one of the most recent and exotic ones,

produced in negative triangularity plasma shapes, i.e. when the “D” shape of the plasma

poloidal cross section is inverted horizontally. The focus of the research presented here is on

the experimental inference and modeling of particle transport, rather than the overreaching

challenge of core-edge integration, although the broader context of this research is what

guided the author’s interest in examining promising regimes for future reactors.

Throughout this thesis, we present advances on multiple aspects of experimental particle
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transport. We focus on the quantification of metrics that may be compared between theory

and experiments for the purpose of validating state-of-the-art models that support the

development of future magnetic confinement fusion devices. Modeling capabilities have been

advanced with Aurora, a modern package for particle transport and radiation modeling,

briefly presented in Chapter 5.3.1 and described in greater depth in Appendix A. Aurora

represents the means, rather than the objective, of this thesis. Its development was a

necessity for this research, and at the time of writing it is already being applied in a number

of other projects by researchers worldwide. While the research presented in this work

does not include the development of new instrumentation, tools to advance experimental

data analysis and interpretation have been developed. Significant effort has been dedicated

to demonstrating the importance of charge exchange of neutral particles with ions in the

outer part of the plasma. While this phenomenon has long been studied in the region of

open field lines of tokamaks, this thesis shows that it cannot be neglected in the study

of particle transport and radiation in the confined plasma either. The Alcator C-Mod

and DIII-D research presented here offers the most detailed and rigorous methods for the

estimation of particle transport coefficients in tokamaks to date. Combined with increasingly

sophisticated data analysis techniques and the inclusion of a wealth of measurements, this

thesis contributes to validating theoretical transport models for a variety of operational

regimes on both devices, examining agreements and disagreements with experiment.

1.3 Summary of Primary Results

We summarize here the most significant contributions made in the research presented in this

thesis:

1. Development of the Aurora package for particle transport and radiation

modeling. Aurora offers important advances for impurity transport simulations with

greater fidelity and ease of parallelization with respect to previously available tools.

Its open-source routines enable detailed spectroscopic analysis and integration with

other specialized modeling suites.

2. Quantification of the impact of charge exchange between background

deuterium neutrals and impurity ions. This effect has been analyzed via both

measurements in the Alcator C-Mod edge and state-of-the-art modeling tools, for both

33



C-Mod and DIII-D. The importance of charge exchange in pedestal particle transport

studies has motivated its consideration in inferences of particle transport coefficients

for the first time.

3. Creation of fully-Bayesian high-performance computing frameworks for

the inference of experimental impurity transport. These have enabled

comparisons of inferred transport coefficients to theoretical neoclassical and turbulent

models for both Alcator C-Mod and DIII-D discharges. A variety of operational

scenarios have been examined, including L-, H- and I-mode discharges on C-Mod, and

negative triangularity shots on DIII-D. We have observed relatively good agreement

in diffusion in most cases, although turbulence models appear to often underestimate

experimentally-inferred diffusion. Apparent discrepancies have been found in turbulent

convection, particularly in cases where experimental impurity profiles are flat or hollow.

4. Forward modeling of the entire K𝛼 spectrum of calcium and extreme ultra-

violet line ratios to constrain experimental impurity transport on C-Mod.

The calcium K𝛼 spectrum has been measured at Alcator C-Mod for years, using X-

ray Imaging Crystal Spectroscopy, but in this work we constrained impurity transport

using all the available spectral features for the first time.

5. Demonstration of inferences of experimental impurity transport using

multi-species constraints on DIII-D. The capability to infer particle transport

coefficients using both quasi-steady and time-evolving impurity measurements provides

much greater confidence in radial profiles of experimental diffusion and convection.

1.4 Organization of This Thesis

The first chapters of this thesis aim to provide background on plasma transport (Chapter 2)

and spectroscopy (Chapter 3), to the extent needed to appreciate the research presented

in later chapters. These background sections are not intended to be complete reviews of

their subjects, but references are provided for readers interested in exploring these topics

further. In Chapter 4 we describe the experimental diagnostics that were most important to

this work. In Chapter 5, we begin to journey into the field of Bayesian statistics as applied

in this thesis, providing a short introduction to the subject before describing algorithmic
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choices used for inferences of particle transport. In this chapter, we also describe a number

of techniques developed to address modeling issues identified in this and previous works

on transport analysis. This naturally leads to the description of the new Aurora package.

In Chapter 6, we present research on neutral particles through a number of experimental

models and experimental measurements. These results are important to the following two

chapters on experimental inferences of particle transport, the first (Chapter 7) on C-Mod

and the second (Chapter 8) on DIII-D. Finally, in Chapter 9 we provide a summary of results

and discuss future avenues of research.

This work builds on numerous others, particularly the Ph.D. theses of N.T. Howard [26]

and M.A. Chilenski [27], as well as close collaboration with T. Odstrčil. Reference will

be made throughout this document to works in the literature that preceded or indirectly

contributed to the advances presented in this thesis.
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2

Particle Transport in Tokamaks

In this chapter we introduce important concepts of plasma transport. The neoclassical,

gyrofluid and gyrokinetic models described here are the basis of models that will be compared

to experimental inferences of particle transport in later chapters. We highlight assumptions

and limitations of each model, also characterizing magneto-hydrodynamic phenomena and

edge transport as relevant to this thesis. Finally, we discuss parametrizations of transport

that permit effective experimental validation of theoretical models.

Introduction

A plasma is in thermodynamic equilibrium only when it is spatially homogeneous and its

particle distributions are isotropic and Maxwellian. These conditions are not realizable

in a magnetically confined plasma, in which spatial gradients inevitably exist. Moreover,

since the presence of magnetic fields leads to faster motion along field lines than across, a

strong velocity-space anisotropy exists and constitutes a source of free energy for instabilities

leading to non-Maxwellian distributions. While collisions are the reason why Maxwellians

are attained as maximum-entropy states in ideal gases (Boltzmann H theorem) [28], they are

increasingly rare in hot plasmas, where collisional frequencies decrease with temperature. In

this chapter, we will briefly describe the collective micro- and macroscopic phenomena that

are particularly relevant to particle transport in tokamaks.

Plasma transport underpins many aspects of tokamak phenomenology; we shall provide

two examples. A radiative collapse of a tokamak discharge results from impurities being

transported towards the plasma center to the point that they radiate more power than

37



is being supplied by external means and fusion reactions. Such events are of particular

concern because neoclassical theory, discussed in Section 2.3, predicts a scaling for the

peaking of density profiles that goes with Z (atomic number), meaning that any ion with

charge greater than hydrogen may be expected to accumulate near the magnetic axis.

MARFEs1 are another example of problematic interplays between transport and atomic

physics: during these events, an edge thermal instability is caused by atomic radiation

efficiencies for low-Z ions increasing as one goes to lower temperatures. Neoclassical

transport in the core and MARFEs in the edge exemplify two radically different, crucial

and complex phenomena related to both plasma transport and atomic physics. The focus

of this thesis is to separate these effects and improve understanding of the former. In

Section 2.2, we begin by briefly illustrating classical collisional transport theory, before

moving to the more tokamak-relevant neoclassical theory of collisional transport in toroidal

geometries. Turbulent transport is addressed in Section 2.4, where we describe models of

varying complexity to simulate tokamak transport, particularly gyrokinetic and gyro-fluid

theories. Quasi-linear descriptions of turbulence are outlined in Section 2.4.3. Section 2.4.4

offers a high-level characterization of turbulent modes in tokamaks. Finally, in Section 2.7

we discuss how the validation of particle transport models has been attempted in the past,

particularly via the inference of transport coefficients. This sets the stage for the following

chapters of this thesis, where neutrals and impurity transport models are compared to

experimental data from the Alcator C-Mod and DIII-D tokamaks.

2.1 Kinetic Theory

The most general statistical description of a plasma is given by the Boltzmann equation,

𝜕𝑓𝑎
𝜕𝑡

+ v · 𝜕𝑓𝑎
𝜕x

+ a · 𝜕𝑓𝑎
𝜕v

=

(︂
𝜕𝑓𝑎
𝜕𝑡

)︂
𝑐

, (2.1)

describing the evolution of the distribution function, 𝑓𝑎, in space, velocity and time for

a given particle species 𝑎. The term on the right hand side of Eq. 2.1 accounts for

collisions, sometimes requiring elaborate models; when these are completely omitted, setting

(𝜕𝑓𝑎/𝜕𝑡)𝑐 = 0, the corresponding equation is referred to as the Vlasov (collisionless)
1The term “MARFE” is said to stand for “Multifaceted Asymmetric Radiation From the Edge”. The

phenomenon was first detected by Marmar and Wolfe.
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equation. In plasmas, one can approximate the collision term on the right hand side

of Eq. 2.1 as the sum of many small angle scatterings. Making this approximation, the

Boltzmann equation reduces to the Fokker-Planck equation [7].

The acceleration in Eq. 2.1 is dominated by the Lorentz force

F𝑠 = 𝑞𝑠(E + v𝑠 ×B). (2.2)

Maxwell’s equations specify how electric and magnetic fields are related to each other and

to sources (electric charges and currents):

∇ ·E =
𝜌

𝜀0
∇ ·B = 0 ∇×E = −𝜕B

𝜕𝑡
∇×B = 𝜇0J (2.3)

where 𝜖0 and 𝜇0 are the vacuum permittivity and permeability, respectively. Note that since

the phenomena of interest here are significantly slower than the speed of light, the Maxwell

displacement term in Faraday’s Law can be taken to be negligible. In Eq. 2.3, 𝜌 and J are

the charge and current density respectively, calculated in terms of moments of the particle

distributions via

𝜌 =
∑︁
𝑎

∫︁
d3v 𝑞𝑎𝑓𝑎 J =

∑︁
𝑎

∫︁
d3v 𝑞𝑎v𝑎𝑓𝑎. (2.4)

Since electromagnetic fields depend on moments of the distribution function and vice-versa,

this kinetic description corresponds to a nonlinear advection equation for 𝑓 , which is the

quantity that fully describes our plasma in background fields.

Eq. 2.1 depends on 7 parameters (3 spatial and 3 velocity dimensions, plus time) and

is mostly out of our current computational capabilities for problems where a wide range of

spatial and velocity scales must be resolved. This motivates the development of reduced

(approximate) models that aim to resolve the physics of interest, while ignoring details of

lesser relevance.

2.2 Classical Collisional Transport

The classical and neoclassical theories of plasma transport consider the important limit of

the kinetic equation (Eq. 2.1) where 𝛿 = 𝜌𝑎/𝐿 ≪ 1, 𝜌𝑎 being the gyroradius (used as a
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synonym for Larmor radius) for a species 𝑎 and 𝐿 a macroscopic length scales. The classical

theory applies in the short mean free path limit, 𝜆/𝐿 ≪ 1, in cases where the magnetic

field geometry plays no role. In these conditions, by expanding the distribution function

as 𝑓𝑎 = 𝑓𝑎,0 + 𝑓𝑎,1 + . . . , one finds that to lowest order the electrons follow a Maxwellian

distribution

𝑓𝑒,0 = 𝑛𝑒

(︂
𝑚𝑒

2𝜋𝑇𝑒

)︂3/2

𝑒−
𝑚𝑒𝑣

2

2𝑇𝑒 (2.5)

at rest in the moving frame, with 𝑛𝑒, 𝑇𝑒 and 𝑚𝑒 being the electron density, temperature

and mass, respectively. Higher order terms are normally solved via the Chapman-Enskog

procedure [29]. The result, commonly referred as the Braginskii equations [30], provides a

set of dependencies and coefficients that have wide applicability in fusion and astrophysical

plasmas. However, the classical predictions are nowhere close to observed transport levels

in tokamak plasmas, since the aforementioned assumption of short mean free path and

the asymptotic assumption in 𝛿 = 𝜌𝑎/𝐿 ≪ 1 miss important physics, as we will see in

the following sections. Nonetheless, there are important mechanisms in tokamaks where a

classical description is appropriate, generally involving transport parallel to the magnetic

field. For example, parallel currents are observed to be well described by the Spitzer estimate

for electric conductivity

𝐽‖ = −𝑛𝑒𝑒𝑢‖ = 𝜎𝐸‖ = 1.96
𝑛𝑒𝑒

2𝜏𝑒𝐸‖

𝑚𝑒
, (2.6)

with the electron collision time being

𝜏𝑒 =
12𝜋3/2

21/2
𝑚

1/2
𝑒 𝑇

3/2
𝑒 𝜖20

𝑛𝑖𝑍2𝑒4 ln Λ
, (2.7)

ln Λ being the Coulomb logarithm [29]. The parallel conductivity, 𝜎, defined in Eq. 2.6, is

important in the tokamak edge, as discussed in Section 2.6. Note that 𝜎 scales with 𝑇
3/2
𝑒 ,

but has no 𝑛𝑒 dependence, unlike in an ideal gas. Braginskii’s 𝜌/𝜆 → 0 limit also provides

an estimate for the force on electrons

F𝑒 = −𝑚𝑒𝑛𝑒
𝜏𝑒

(︀
0.51u‖ + u⊥

)︀
⏟  ⏞  

F𝑢, drag/friction

+−0.71𝑛𝑒∇‖𝑇𝑒 +
3𝑛𝑒

2Ω𝑒𝜏𝑒
b×∇𝑇𝑒⏟  ⏞  

F𝑇 , thermal force

(2.8)
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which in a pure hydrogen plasma requires F𝑖 = F𝑒 by momentum conservation. The second

term (the thermal force) is generally larger than the first term (drag/friction) by Ω𝑒𝜏𝑒 ≫
1, where Ω𝑒 = 𝑒𝐵/𝑚𝑒 is the electron gyrofrequency. Such thermal force is particularly

important for impurities in the tokamak edge, providing a mechanism for them to go from

the divertor upstream into the SOL [29]. Of course, non-ionized (neutral) particles, for

example near the device wall, are also subject to collisions, and these may cause ionization

if the projectiles have sufficiently high energy. Modern tokamaks rarely operate at neutral

pressures below 1 𝜇Torr and in these conditions neutral particles always play a non-negligible

role on plasma confinement. A classical fluid approximation may be applied to describe

neutrals whenever their mean free path is much shorter than the macroscopic scale of their

motion. As we discuss in Chapter 6, this condition is often not fully attained in the edge of

tokamaks and a fully-kinetic description, e.g. via single-particle (Monte Carlo) simulation,

is necessary.

2.3 Neoclassical Transport

The classical theory outlined in the previous section relies on an assumption of strong

magnetization, 𝛿 = 𝜌𝑎/𝐿 ≪ 1, and also on the mean free path being short enough for

particles not to be affected by the magnetic field geometry and gradients. In contrast, when

the mean free path is long, as typical in tokamaks, a more complex description of transport

is needed. Neoclassical theory addresses this situation of collisional transport in toroidal

geometry [29].

The assumptions of slow variation in time (𝜔 ≪ Ω𝑐,𝑖) and strong magnetization (𝜌𝑎 ≪ 𝐿)

are central to the derivation of the drift-kinetic equation (DKE) as an approximation of the

full kinetic description of Eq. 2.1. The Hazeltine form of the DKE is [31]:

𝜕𝑓𝑎
𝜕𝑡

+ (𝑣‖b + v𝐷 + v𝐸) · ∇𝑓𝑎 −
𝑍𝑎𝑒

𝑚𝑎
(𝑣‖b + v𝐷) · ∇𝜑𝜕𝑓𝑎

𝜕𝜖
+ �̇�

𝜕𝑓𝑎
𝜕𝜇

= 𝐶𝑎 + 𝑆𝑎 (2.9)

where b = B/𝐵 is the magnetic field unit vector, 𝜇 is the particle magnetic moment, 𝜑

is the electrostatic potential, 𝐶𝑎 is the nonlinear collision operator (summing over binary

collisions between all species) and 𝑆𝑎 represents sources (particle, energy, etc.). The drift

velocities entering this equation capture the presence of currents and pressure gradients in
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toroidal geometry [32]:

v𝐷 = 𝑚𝑎

𝑣2||b× (b · ∇)b + 𝜇b×∇𝐵
𝑍𝑎𝑒𝐵

v𝐸 =
b×∇𝜑
𝐵

. (2.10)

The solution of the DKE must be supplemented by the Poisson Equation, which can be

written as [32]

−
∑︁
𝑎

𝑛𝑎,0
𝑒2𝑍2

𝑎

𝑇0,𝑠
𝜌2𝑎|∇𝑟|2

𝜕2𝜑

𝜕𝑟2
=
∑︁
𝑎

𝑍𝑎𝑒 𝑟

∫︁
𝑑3𝑣𝑓𝑎, (2.11)

where we sum over species with index 𝑎, and we defined the gyroradius 𝜌𝑎 = 𝑣𝑡,𝑎/Ω𝑎 and

thermal speed 𝑣𝑡,𝑎 =
√︀
𝑇𝑎,0/𝑚𝑎. As above, the index “0” indicates terms at equilibrium

scales. The |∇𝑟| is a metric element to correctly account for physical radial distances.

Starting from these expressions, neoclassical theory can be derived by considering specific

limits, typically by expanding the DKE (Eq. 2.9) in terms of the small 𝛿 parameter (or,

equivalently, 𝜌* = 𝜌𝑖/𝑎, defined with the tokamak minor radius). Cross-field fluxes can

then be computed by evaluating terms at each order of the expansion. For example, the

second-order radial particle flux, averaged over a flux surface, is given by [32]

Γ𝑎,2 =

⟨∫︁
d3𝑣

(︁
𝑓𝑎,0v

(1)
𝐸 · ∇𝑟 + 𝑓𝑎,1v𝐷 · ∇𝑟

)︁⟩
, (2.12)

where v
(1)
𝐸 indicates the 2nd order 𝐸 × 𝐵 drift (computed from the 1st order electrostatic

potential) and v𝐷 is the 1st order drift of Eq. 2.10.

Neoclassical transport is typically divided into three regimes: the banana, plateau and

Pfirsch-Schlüter ones. These are differentiated by the ion collisionality, defined as

𝜈*𝑖 = 𝑞 𝑅0 𝜈𝑖/𝑣𝑡𝑖 = 𝑞 𝑅0/𝑙𝑓 (2.13)

where 𝑞 is the plasma safety factor, 𝑅0 is the major radius, 𝜈𝑖 is the ion collision frequency,

and 𝑙𝑓 = 𝑣𝑡/𝜈𝑖 is the mean free path for 90 degree scattering of the momentum. The quantity

𝜈*𝑖 can be interpreted as a measure of the number of collisions that an ion experiences when

traveling a significant fraction of a poloidal turn along a field line. Defining the inverse aspect

ratio as 𝜖 = 𝑎/𝑅0, with 𝑎 being the minor radius, neoclassical transport is distinguished into

the banana (collisionless) regime for 𝜈*𝑖 < 𝜖3/2, the plateau regime for 𝜖3/2 < 𝜈*𝑖 < 1, and

the Pfirsch-Schlüter (collisional) regime, for 𝜈*𝑖 > 1. In the collisionless regime, trapped

42



particles perform full banana orbits before being untrapped by collisions, hence the name

“banana regime”. In the collisional regime, particles only perform a fraction of a full poloidal

orbit between collisions, preventing completion of banana orbits. The plateau regime is an

intermediate regime.

Among the most important predictions of neoclassical theory is the one of the bootstrap

(parallel) current, resulting from collisional effects of both passing and trapped electrons

in the presence of radial pressure gradients. This current is “self-organized” in the plasma

in the sense that it is not externally induced and does not require the use of the external

tokamak transformer, thus offering opportunities for long-term operation with no Ohmic

current drive. As mentioned in the introduction to this chapter, cross-field neoclassical

transport is also of great relevance near the plasma center, where it generally predicts a

∼ 𝑍2 trend for impurity peaking that endangers high performance operation. Neoclassical

transport is relevant near axis because turbulent instabilities are often stable in this region.

Neoclassical transport trends have also been found experimentally in the pedestal region for

impurities [33], although this observation awaits further validation.

A number of analytical approximations to neoclassical transport exist. For example, the

Chang-Hinton formulae are generally applicable at experimentally-relevant collisionality in

circular plasmas. Their applicability is obviously reduced in the outer parts of a diverted

tokamak plasma, but they are nonetheless useful near the magnetic axis. Many numerical

tools have been developed over the years to obtain more elaborate predictions; among these,

the NCLASS model employs a combination of numerical and analytical methods, again

under the limitation of circular plasmas. Recently, the NEO code [32, 34] has been offering

more accurate numerical DKE solutions to first order in 𝜌*𝑖 for arbitrary plasma shapes,

and it is therefore the neoclassical model used in this thesis.

We note that although neoclassical theory is valid independently of the collisional mean

free path, it relies on the assumption of Larmor orbits being small with respect to the

macroscopic length scales (𝛿 = 𝜌𝑎/𝐿 ≪ 1); in some cases, this can make it strictly

inapplicable in the steep gradient pedestals region. Moreover, neoclassical transport does

not include effects of finite orbit loss, i.e. Larmor orbits crossing the LCFS and suffering

a collision in the SOL before crossing again. Neoclassical calculations used in this thesis

effectively solve a steady-state problem at the scale of the plasma equilibrium, i.e. they

do not treat fluctuations on top of this macroscopic equilibrium. While the development
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of computational models that may treat both equilibrium and turbulent time scales are

obviously desirable, computational demands for such “full-𝑓 ” models are still considered

formidable. This makes interactions between large- and small-scale phenomena difficult to

examine, e.g. in the case of neoclassical radial electric fields providing the 𝐸 × 𝐵 shearing

believed to lead to turbulent stabilization at the L-H transition. Feedback mechanisms

between neoclassical and turbulent scales are mostly taken to be negligible in this work,

considering fluxes arising from neoclassical and turbulent transport to be additive. In the

next section, we shall examine turbulent phenomena and describe how this thesis aims at

validating some of their state-of-the-art descriptions.

2.4 Turbulent Transport

Microturbulence has long been observed to dominate over neoclassical transport in

tokamaks [7]. While collisional toroidal transport is often taken to represent a minimal

and irreducible level of cross-field dynamics, turbulence is highly susceptible to a wide range

of parameters and experimental actuators. Cross-field transport arises when fluctuating

quantities are out of phase; for example, writing the turbulent particle flux as Γ ≡ ⟨�̃�𝑣⟩, with

angle brackets denoting the real component of an ensemble average, we see that Γ ̸= 0 only

if the product of density fluctuations, �̃�, and velocity fluctuations, 𝑣, gives a real component.

This is only the case if there exists a difference in phases, or else the fluctuations may be

considered part of a stable wave. Tokamak turbulence theory aims at predicting fluctuation

amplitudes and phases to estimate cross-field transport.

In this section, we first discuss the gyrokinetic formalism, which has emerged as

the “standard model” of turbulent transport in fusion devices. We will then describe a

characterization of important microturbulence modes, before concluding with a discussion

of quasi-linear reduced models of turbulent transport, particularly focusing on gyro-Landau

fluid theory.

2.4.1 The Gyrokinetic Equation

All formulations of gyrokinetics are based on the assumption that the fast time scales

associated with Larmor motion can be integrated over without a loss of fundamental

dynamics. However, unlike drift-kinetics, gyrokinetic theory allows electromagnetic fields
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to vary significantly across a Larmor radius [7]. The gyrokinetic equation is derived by

averaging the Fokker-Planck equation over gyro-orbits [35], eliminating the gyro-phase from

the set of coordinates. This reduces the problem dimensionality from 7 dimensions (3 in

space, 3 in velocity, 1 in time) to 6 dimensions (3 in space, 2 in velocity, 1 in time). Further

simplifications are sometimes made when modeling plasmas with negligible magnetic field

curvature; for example, one may consider a “straight” (slab) rather than a “curved” magnetic

geometry to ignore some terms in the equations. The condition 𝑘‖ → 0, often referred to as

the “toroidal limit”, is also sometimes invoked to study effects that are intrinsic to magnetic

field gradients. One may summarize the key assumptions of gyrokinetics as [36]

∙ Strong magnetization: the Larmor radii of modeled species are taken to be much

smaller than the system size, i.e. 𝜌𝑎 ≪ 𝐿.

∙ Low frequencies: fluctuations are taken to have frequencies much lower than the ion

gyrofrequency, i.e. 𝜔 ≪ Ω𝑐,𝑖.

∙ Anisotropy : fluctuations perpendicular to the magnetic field must be much smaller

than fluctuations parallel to it, i.e. 𝑘⊥ ≫ 𝑘‖. The gyrokinetic equation allows for

𝑘⊥𝜌𝑎 ∼ 1, whereas the DKE assumes 𝑘⊥𝜌𝑎 ≪ 1.

Moreover, gyrokinetic models that rely on an asymptotic expansion of the particle

distribution function, typically referred to as “𝛿𝑓 ”, also assume that fluctuations are small

compared to the equilibrium plasma properties. All gyrokinetic approaches also rely on an

implicit weak coupling assumption, i.e. the plasma density must be sufficiently dense that

many particles exist within a Debye sphere, as required for the standard definition of a

plasma. An overview of the gyrokinetic formalism is given, for example, in Ref. [36]. In

𝛿𝑓 treatments, such as those considered in this thesis work, the full particle distribution

function is expanded as

𝑓𝑠 = 𝑓0,𝑠(𝑣, 𝑡) exp

[︂
−𝑞𝑠𝜑(𝑟, 𝑡)

𝑇0,𝑠

]︂
+ ℎ𝑠 (𝑅𝑠, 𝑣, 𝑣⊥, 𝑡) + 𝛿𝑓2𝑠 + . . . (2.14)

with 𝑣 = (𝑣2⊥ + 𝑣2‖)1/2 and 𝑓0 = 𝑛0𝑠 exp
(︀
−𝑣2/𝑣2𝑡,𝑠

)︀
/(𝜋3/2𝑣3𝑡,𝑠). Here, the 0th order term of 𝑓𝑠

corresponds to the Boltzmann factor. The 1st order correction, ℎ𝑠, is taken to represent all

relevant fluctuation-scale dynamics as a function of the guiding centers (R𝑠), rather than

particle positions along orbits. The operations of gyroaveraging of the full Fokker-Planck
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equation result in the nonlinear gyrokinetic equation

𝜕ℎ𝑎
𝜕𝑡

+ 𝑣‖
𝜕ℎ𝑎
𝜕𝑧⏟  ⏞  

parallel streaming

+

drifts⏞  ⏟  
1

𝐵0
{⟨𝜒⟩R𝑎 , ℎ𝑎} =

𝑞𝑎𝑓0𝑠
𝑇0𝑠

𝜕⟨𝜒⟩R𝑎

𝜕𝑡⏟  ⏞  
adiabatic response

+

collisions⏞  ⏟  (︂
𝜕ℎ𝑎
𝜕𝑡

)︂
𝑐

, (2.15)

where 𝜒 = 𝜑 − v · 𝐴 is the gyrokinetic potential and {. . . } represents a Poisson bracket.2

As for the DKE described in Section 2.3, the electromagnetic potentials are related to the

fluctuating component of the distribution function via the Poisson equation, representing

quasi-neutrality

∑︁
𝑠

𝑞𝑠𝛿𝑛𝑠 =
∑︁
𝑠

(︂
−𝑞

2
𝑠𝑛0,𝑠𝜖0
𝑇0,𝑠

𝜑+ 𝑞𝑠

∫︁
𝑑3𝑣 ⟨ℎ𝑠⟩𝑟

)︂
= 0, (2.16)

where the density 𝑛0 has been defined as the first moment of the 0th order particle

distribution function. The parallel and perpendicular components of Ampère’s law are also

needed to evolve magnetic field components, and can be written, respectively, as

−∇2
⊥𝐴‖ =

∑︀
𝑠 𝜇0𝑞𝑠

∫︀
𝑑3𝑣𝑣‖ ⟨ℎ𝑠⟩𝑟

∇⊥𝛿𝐵‖ =
∑︀

c 𝜇0𝑞𝑠
∫︀
𝑑3𝑣 ⟨(𝑧 × 𝑣⊥)ℎ𝑠⟩𝑟 .

(2.17)

with 𝜇0 being the permeability of free space. The gyrokinetic equation is typically solved

to study low-frequency (with respect to Ω𝑐) turbulent modes. In some cases, slowly

evolving phenomena may also be studied with a further reduction in dimensionality by

further averaging over the parallel motion of particles, giving 4-dimensional bounce-averaged

equations [7].

Numerous gyrokinetic codes have been developed to model plasma microturbulence,

both in a local (flux tube, ∇‖ → 𝑖𝑘‖, 1/𝜌* → ∞) and global (spatially inhomogenous)

setting. In this thesis, we employ the CGYRO code [37, 38, 39] as a state-of-the-art

numerical tool to predict particle transport both linearly and nonlinearly. CGYRO is a high-

performance computing (HPC) code that is particularly optimized for accurate treatment

of multi-species plasmas that may have important collisional effects, as for example near

the pedestal region of tokamaks. A spectral/pseudospectral representation is used in 4 of

5 phase space dimensions to enable a convenient treatment of advanced collision operators
2{𝑈, 𝑉 } := ẑ · [(𝜕𝑈/𝜕R𝑠)× (𝜕𝑉/𝜕R𝑠)
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and an extended sonic rotation limit [37, 38].

2.4.2 Gyro-Fluid Theory

The gyrokinetic equation offers a valuable reduction in dimensionality with respect to the

full kinetic equation, but is still remarkably complex and computationally expensive to solve.

This has led to the development of reduced models that can be executed faster, while still

retaining at least some of the key physics of interest, to complement more detailed (but

limited in number) simulations within the gyrokinetic formulation.

Gyro-Landau Fluid (GLF) equations are velocity moments of the gyrokinetic equation

that are closed in such as a way as to retain kinetic effects such as linear Landau damping [40,

41, 42]. The latter, in particular, cannot be retained in a set of purely-fluid equations,

regardless of how many moments of the distribution function one is willing to compute. This

may be understood by considering the kinetic dispersion function 𝒵(𝜁), where 𝜁 = 𝜔/(𝑘𝑣𝑡)

is the ratio of particle thermal velocity and wave phase velocity:

𝒵(𝜁) =
1

𝜋

∫︁ +∞

−∞

𝑑𝑣||𝑒
−𝑣2||/𝑣

2
𝑡

𝑣|| − 𝜁
. (2.18)

Let us Taylor expand this in the fluid (|𝜁| ≫ 1) and kinetic limits (|𝜁| ≪ 1) [43]:

𝒵 ≈

⎧⎪⎨⎪⎩
𝑖𝜋1/2𝑒−𝜁

2 − 2𝜁
[︀
1− 2

3𝜁
2 + 4

15𝜁
4 + . . .

]︀
for |𝜁| ≪ 1 (kinetic limit)

𝑖𝜋1/2𝑒−𝜁
2 − 1

𝜁

[︁
1 + 1

2𝜁2
+ 3

4𝜁4
+ . . .

]︁
for |𝜁| ≫ 1 (fluid limit).

(2.19)

The phenomenon of collisionless phase-mixing at the basis of Landau damping, inexistent

in standard fluids, arises from the imaginary part of 𝒵(𝜁). In both the above limits, the

imaginary component is seen to scale with exp
(︀
−𝜁2

)︀
. Now, recall that an exponential

function grows/decays faster than any polynomial of the same arguments. In the fluid limit,

the argument of the exponential function (−𝜁2) is large and negative, therefore going to

0 faster than the real polynomial series in the same expansion in Eq. 2.19. On the other

hand, in the kinetic limit we have |𝜁| ≪ 1 and the exponential term may still give important

physics [40, 41].

The first gyro-Landau fluid models used to expand the plasma dispersion function as a

Padé approximant rather than as a Taylor series in |𝜁𝑚| [41], but more recent models make
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use of the full FLR integrals and expand the fields in a finite series of Hermite polynomials

in the poloidal direction [42]. A fluid closure is applied, typically at the 4th or 5th moment,

to retain a 𝑘||-dependent damping term which mimics the collisionless phase-mixing process

underlying Landau damping, fitting a number of coefficients with the results of an exact

kinetic response [40]. Gyro-fluid models may in principle be valid all the way from lowest-k

trapped ion modes to the ETG modes at high-k [42].

The Trapped Gyro-Landau Fluid [42] (TGLF) model separates the influence of passing

and trapped particles; as we will see in Section 2.4.4, this is paramount to resolve some of the

critical physics of tokamak microturbulence. The TGLF code, described in the next section,

is named after this system of gyro-fluid equations that it solves. TGLF has become a leading

tool for comparison of theory and experimental observations, relying on the quasilinear

approximation to capture critical physics at limited computational cost.

2.4.3 The Quasilinear Approximation

Fully-nonlinear simulations offer the highest degree of fidelity, but at significant

computational cost. Highly-parallelized codes like CGYRO [37] can only be used to compare

theory and experiment in a limited number of cases; validation over large databases demands

faster computational models. A widely adopted approach for this purpose is to make use of

quasilinear approximations.

In quasilinear models, only the linear turbulence response is explicitly computed;

nonlinear interactions are approximated via relatively simple numerical rules, which can

in principle be based on experimental observations or fundamental principles. Quasilinear

codes typically solve an eigenvalue problem for the linear component, for which numerical

solutions can be obtained rapidly. Unlike initial value solvers like CGYRO, this allows

one to find all the unstable branches of the equations, including subdominant ones that

ensure a smooth response near transitions between different turbulent regimes. Each

eigenvalue corresponds to a turbulent mode whose frequency and wavenumber are related

by a dispersion relation. The complete mode frequency may be written as 𝜔(�⃗�) + 𝑖𝛾(�⃗�),

where the real part represents an oscillation (wave) and the imaginary part gives the growth

(if 𝛾 > 0) or decay (if 𝛾 < 0) rate. To illustrate the quasilinear approximation, let us

consider the calculation of turbulent heat fluxes of a species a, 𝑄𝑎 = ⟨32𝑝𝑎𝑣𝑟⟩, and assume

that radial velocity fluctuations only arise through 𝐸 × 𝐵 drifts for simplicity. Working
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in Fourier space one may write 𝜑 ∼ 𝑒−𝑖(𝜔𝑡−�⃗�·�⃗�), which corresponds to a decomposition of

fluctuations into individual interacting modes; given that 𝐵𝜑 ≫ 𝐵𝜃 in tokamaks, one may

simplify this as 𝑣𝑟 = ∇𝜑× �⃗�/𝐵2 ≈ 𝑖𝑘𝜃𝜑/𝐵. In tokamak geometry, 𝑘𝜃 should be interpreted

as being orthogonal to helically-twisted field lines, i.e. 𝑘𝜃 = 𝑛𝑞/𝑟, where 𝑞 is the safety

factor and 𝑛 is the toroidal wavenumber. We consider an electrostatic approximation and

define ̃︀Φ ≡ 𝑒𝜑/𝑇𝑒, 𝑘𝑦 = 𝑘𝜃𝜌𝑠, and 𝜌𝑠𝑐𝑠 = 𝑇𝑒/𝑒𝐵. This allows us to write the heat flux at

each wavenumber as

𝑄𝑎,𝑘 =
3

2
ℛ
⟨
𝑝𝑎
𝑖𝑘𝜃𝜑

𝐵

⟩
= 𝑐𝑠

3

2
ℛ⟨𝑖𝑘𝑦𝑝𝑎̃︀Φ⟩ (2.20)

where ℛ indicates the real component. The quasilinear approximation to the heat flux can

then be written as

𝑄𝑎 =
∑︁
𝑘

𝑄𝑎,𝑘 =
∑︁
𝑘

𝑄𝑞𝑙𝑎,𝑘
̃︀Φ2, (2.21)

where we defined the quasilinear weights

𝑄𝑞𝑙𝑎,𝑘 =
1

|̃︀Φ|2𝑐𝑠𝑛𝑒𝑇𝑒𝑄𝑎,𝑘 =

(︂
3

2

1

𝑛𝑒𝑇𝑒

)︂ Re
⟨
𝑖𝑘𝑦̃︀Φ*𝑝𝑎

⟩
⟨̃︀Φ*̃︀Φ⟩ . (2.22)

Analogously, one can write a quasilinear expression for the particle flux of a species 𝑎 as

Γ𝑎 =
∑︁
𝑘

𝑛𝑎𝑐𝑠
Re
⟨
𝑖𝑘𝑦̃︀Φ*�̃�𝑎

⟩
⟨̃︀Φ*̃︀Φ⟩ ̃︀Φ2, (2.23)

with 𝑐𝑠 ≡
√︀
𝑇𝑒/𝑚𝑖 being an approximate ion sound speed, used here simply as a dimensional

factor. Eqs. 2.22 and 2.23 show that quasilinear fluxes at each wavenumber depend on the

phase relation between ̃︀Φ and 𝑝 (for the heat flux) or �̃� (for the particle flux), which is

taken to be entirely determined by linear physics. This key assumption may be justified

as a result of tokamak core turbulence being in a weak turbulence regime, as opposed to

traditional fluid turbulence modelled by the Navier-Stokes equations. In TGLF, the phase

relations between fluctuating fields are determined by the solution of an eigenvalue problem

including 15 moments per species; of which 12 derive from a 6×2 “split moment scheme” for

circulating particles and 3 are for trapped particles. The 6× 2 moments (density 𝑛, parallel

velocity 𝑢‖, parallel pressure 𝑝‖, total pressure 𝑝, parallel energy flux 𝑄‖ and total energy flux

𝑄 ) are used to estimate the circulating particle response by taking the difference between
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velocity integrals over the entire velocity space and over only the trapped velocity wedge,

|𝑣‖| < 𝑓𝑡 𝑣, where 𝑓𝑡 is the trapped particle fraction. This is used instead of a more intuitive

integral over the circulating particle region to more accurately model the kinetic density

response [42]. The remaining 3 moments for trapped particles (𝑛𝑡, 𝑝𝑡‖, 𝑝
𝑡
𝑇 ) are derived

from the bounce-averaged gyrokinetic equation assuming that the Landau resonance is

averaged out (𝑣‖𝑘‖ = 0), thus making the odd velocity moments trivially zero. The resulting

eigenvalue problem is solved using a Hermite polynomial decomposition, analogous to the

one described in Section 7.2.3 and Appendix B, for the poloidal variation of electromagnetic

fields and neglecting the poloidal variation of the trapped fraction. The result gives 𝛾 and

𝜔 as a function of 𝑘𝑦, as well as the eigenmodes that are necessary for the calculation of

cross-phases between fluctuating fields.

It remains to specify how the fluctuating fields saturate nonlinearly, i.e. what is the

amplitude of ̃︀Φ. In TGLF, the saturation rule for ̃︀Φ is given by an educated formulation of

dependencies with a number of free parameters that are fit to fully-nonlinear models. The

original TGLF “SAT-0” saturation rule is given by [42, 44]

̃︀Φ = 𝐶norm

(︂
𝜌𝑠�̂�𝑑0
𝑎

)︂2(︂
1 +

𝑇𝑒
𝑇𝑖

)︂2
(︃

1

𝑘𝑐𝑘𝑦

)︃[︃
𝛾𝑐1net + 𝑐2𝛾net

𝑘4𝑦

]︃
. (2.24)

with the highlighted parameters (𝐶norm, 𝑐1, 𝑐2, and 𝑐𝑘) being free parameters, 𝛼𝐸 = 0.3
√
𝜅

(𝜅 being the plasma shape squareness parameter), 𝛾net = max[(𝛾−𝛼𝐸𝛾𝐸)/�̂�𝑑0, 0] and �̂�𝑑0 =

𝑘𝑦𝑎/𝑅. Since the free parameters of this model were obtained by fitting a more complete

theoretical model rather than experimental data, this has been described as a theory-based

model [42]. In this thesis, we make use of the more recent “SAT-1” rule [45], developed to

capture interactions across ion and electron scales based on multiscale nonlinear gyrokinetic

simulations [46]. Its formulation is centered around the balance of linear growth rates

with nonlinear damping effects of drift-wave mixing (DWM) and zonal flow mixing (ZFM).

Zonal flows are 𝑘𝑦 = 0 electrostatic modes with finite radial wavenumber (𝑘𝑥) which are

stable linearly but are driven nonlinearly by 𝑘𝑦 ̸= 0 fluctuations. Near linear turbulence

thresholds, E×B zonal flows can exceed fluctuation levels, leading to a shift of the nonlinear

threshold (Dimits shift) [47]. Zonal flow shearing is now widely appreciated to regulate

and partially suppress drift wave transport, also leading to the transition from low(L)-

to high(H)-confinement in tokamaks [48]. However, TGLF SAT-1 was developed on the
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observation that multiscale turbulence appears to be regulated by the saturation of zonal

flows at the maximum of linear growth at ion scales, such that [49, 44]

𝛾𝑍𝐹𝑀 = 𝑘𝑦𝑉𝑍𝐹 = 𝑘𝑦

√︃∑︁
𝑘𝑥

𝑑𝑘𝑥

⃒⃒⃒
𝑘𝑥Φ̃2 (𝑘𝑥, 0)

⃒⃒⃒
∼ 𝑘𝑦 max

ion scales
(𝛾/𝑘𝑦). (2.25)

The SAT-1 rule thus defines an “effective growth rate” at each wavenumber based on this

zonal flow mixing velocity, acting differently below and above the wavenumber of maximum

growth rate, 𝑘𝑚𝑎𝑥:

𝛾model =

⎧⎨⎩ max
[︀
𝛾net − 𝑐𝑍𝐹2 𝑉ZF (𝑘max − 𝑘𝑦) , 0

]︀
for 𝑘𝑦 < 𝑘max∑︀

𝑘′𝑦>𝑘max
𝑑𝑘′𝑦𝑊

(︀
𝑘′𝑦, 𝑘𝑦

)︀
𝛾stage1

(︀
𝑘′𝑦
)︀

for 𝑘𝑦 > 𝑘max ,
(2.26)

where we again highlighted yet-undefined parameters that are set by fitting this model to

nonlinear gyrokinetic simulations. In Eq. 2.26, a normalized Lorentzian function 𝑊
(︀
𝑘′𝑦, 𝑘𝑦

)︀
is used to account for the spectral broadening at high-k due to drift-wave mixing, defining

𝑊
(︀
𝑘′𝑦, 𝑘𝑦

)︀
=

𝑔
(︀
𝑘′𝑦, 𝑘𝑦

)︀∑︀
𝑘′𝑦>𝑘max

𝑑𝑘′𝑦𝑔
(︀
𝑘′𝑦, 𝑘𝑦

)︀ , with 𝑔
(︀
𝑘′𝑦, 𝑘𝑦

)︀
=

1

𝑘2𝑦 + 𝑐𝑘𝑦
(︀
𝑘𝑦 − 𝑘′𝑦

)︀2
The model also considers the observation that eddies become more radially elongated at

electron scales (streamers), scaling approximately as ∼
√︀
𝑘𝑦. These elements are combined

in the saturation potential

Φ̃model (𝑘𝑥0, 𝑘𝑦) =
√︀
𝐶norm

𝛾model

𝑘2𝑦
(︀
1 + 𝑎𝑦𝑘2𝑥0𝑒

)︀ (︂𝛾12
𝛾1

)︂𝑐𝛾
max

[︃(︂
𝑘𝑦

𝑘ETG

)︂1/2

, 1.0

]︃
(2.27)

with

𝛾stage1 = 𝑐ZF1 𝑘max𝑉ZF + max
[︀
𝛾net − 𝑐ZF1 𝑘𝑦𝑉ZF, 0

]︀
and 𝛾net =

𝛾1

1 + (𝑎𝑥𝑘𝑥0𝑒)
4 ,

𝑘𝑥0 being the radial wavenumber at which the finite-𝑘𝑦 potential is largest. We remark

that SAT-1 has more than twice as many free parameters as SAT-0, but captures a wider

range of physics. The addition of zonal flow mixing results in interactions between different

wavenumbers, making SAT-1 nonlocal in wavenumber, while still maintaining locality in

configuration space. Transport estimates may thus be obtained at any flux surface, as we

will see in Chapters 7 and 8.
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Research over the past decade has shown that the TGLF equations together with the

SAT-0 and SAT-1 rules can capture the nature of gyrokinetic results remarkably well,

particularly for heat transport [50, 51]. TGLF is now widely adopted as a transport

model that can easily be compared with experimental measurements, for example as part

of the TGYRO framework [52]. Nonetheless, the fact that TGLF is still a reduced model

of the more complete equations and the quasilinear nature of its saturation rules raises

questions about its applicability in plasmas where nonlinear interactions dominate over

linear responses, as quantified by the Kubo number [53, 54]. In this thesis, we compare

experimental particle transport inferences to both TGLF and the more complete gyrokinetic

model, attempting to provide evidence for the accuracy (or lack thereof) of CGYRO, as well

as for the reduced model of the TGLF code.

In the next section, we will describe a characterization of the main turbulent modes that

are observed to dominate tokamak plasmas. Our aim here is not to offer a thorough review

of the subject, but rather to introduce some of the basic phenomenology to later discuss the

results of this thesis in context.

2.4.4 Characterization of Turbulent Modes in Tokamaks

To illustrate the basic principles of drift waves, consider a plasma slab with a density gradient

∇𝑛 in the direction perpendicular to B. This scenario is represented in Fig. 2-1. Unlike

interchange (Rayleigh-Taylor) modes, which have 𝑘‖ = 0, drift waves require a finite 𝑘‖ in

order to develop. This allows electrons to stream along field lines and respond to cross-

field perturbations. If one assumes an adiabatic response for electrons, such that �̃�𝑒 =

𝑛0 exp
(︁
𝑒𝜑/𝑇𝑒

)︁
, any perturbation in the electron density will correspond to a perturbation

of electric potential that will be perfectly in phase with the density itself. Electric fields will

therefore develop such that the resulting E × B drift will increase the initial perturbation

at locations where 𝑣E×B and ∇𝑛 are anti-parallel and decrease it otherwise. This causes

the formation of convective cells and the propagation of a (stable) wave in the electron

diamagnetic direction at a speed given by 𝑣𝑑,𝑒 = ∇𝑝𝑒 ×B/(𝑛0,𝑒𝑒𝐵2) [55].

When electrons respond adiabatically, drift waves do not drive cross-field transport,

but rather result in propagation of the initial perturbation with neither growth nor decay.

Growth may occur in the presence of resonant wave-particle interactions that cause a delay

of the electron response with respect to the ions. This is because in this case the electron
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density and electric potential will not be perfectly in phase, thus giving an E×B drift that

amplifies the initial perturbation rather than just propagate it. This is however only the

case if ∇𝐵 and ∇𝑛 are parallel, as at the low-field side (LFS) of a tokamak; on the high-

field side (HFS), the opposite occurs and drift waves are normally stable. The tendency of

instabilities to concentrate on the LFS is typical of modes that are described as “ballooning”.

Potential differences 
cause electric fields

B
Density perturbation leads
to potential perturbation

Adiabatic electron 
response → �𝑛𝑛𝑒𝑒 ∼ �𝜙𝜙

∇𝐵𝐵

E × 𝐵𝐵

E × 𝐵𝐵

E × 𝐵𝐵

E × 𝐵𝐵

B

∇𝐵𝐵

E × 𝐵𝐵 E × 𝐵𝐵 drifts develop 
along the 
perturbation contour 

Perturbation pattern 
propagates in the 
electron drift direction

∇n

+ + +

- - -

+ + + 

- - -

B

∇𝐵𝐵

+ + +

E

E

E

- - -

E

E

∇n

∇n

Figure 2-1: Idealized picture of density-driven drift waves in a plasma slab.

The picture above is obviously a simplification, but it nonetheless offers some degree of

physical intuition. As one includes realistic magnetic field geometry, temperature gradients,

passing and trapped particles, and other departures from the ideal density slab picture, it

becomes harder to understand the nature of microturbulent transport in tokamaks. However,

a number of modes whose principles are broadly related to the above drift wave picture have

emerged as being responsible for most of the observed transport in fusion devices: these are

the Ion Temperature Gradient (ITG), Electron Temperature Gradient (ETG) and Trapped

Electron Mode (TEM).

ITG is widely believed to be the primary contributor to the anomalous transport levels

observed in many tokamak regimes. Its main drive is the ion temperature gradient, thus
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𝛾𝛾

Figure 2-2: Sketch of major turbulent modes leading to transport in tokamak core plasmas,
showing linear growth rates (𝛾) vs. perpendicular wavenumber 𝑘⊥.

motivating its nomenclature [56]. Defining

𝜔𝑛 =
𝑇

𝑞𝐵

𝑑 ln𝑛

𝑑𝑥
𝑘𝑦 and 𝜔𝑇 = 𝜂𝜔𝑛 =

1

𝑞𝐵

𝑑𝑇

𝑑𝑥
𝑘𝑦 (2.28)

as the diamagnetic drift frequencies related to densities and temperature gradients, one can

write the dispersion relation for the slab version of ITG in the fluid limit |𝜔/(𝑘‖𝑣𝑡,𝑖)| ≪ 1

as [57]

𝜔 ≃ 1

2
(1 + 𝑖

√
3)
[︁(︀
𝑘‖𝑣𝑡,𝑖

)︀2
𝜔𝑇 𝑖

]︁1/3
=⇒ 𝛾 ∼ (𝑘2‖𝑐

2
𝑠𝜂𝑖𝜔𝑛,𝑖)

1/3, (2.29)

where we also assumed a flat density profile and no finite-Larmor-radius (FLR) effects for

simplicity. Because of its dependence on the parameter 𝜂𝑖 = 𝑑 ln𝑇/𝑑 ln𝑛, this is sometimes

called the “𝜂𝑖 mode”.

Introducing the effects of toroidal geometry, the ITG mode transitions from the ion

acoustic (sound) wave nature of the slab mode to interchange-like properties, analogous to

the Rayleigh-Taylor instability that normally develops when a denser fluid is above a lighter

one. If we define the average drift frequency as

⟨𝜔𝑔⟩ = −2𝑇

𝑞𝐵

𝑘𝑦
𝑅

= 2𝜖𝑛𝜔𝑛 with 𝜖𝑛 = 𝐿𝑛/𝑅 (2.30)

one can then show that when ⟨𝜔𝑔⟩ ≪ 𝜔𝑇 the dispersion relation for the toroidal ITG in the
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long wavelength limit (𝑘‖ → 0) is [58, 56]

𝜔 = ± (−⟨𝜔𝑔⟩𝜔𝑇 𝑖)1/2 ∼ 𝑘𝑦𝜌𝑖𝑣𝑡𝑖
√︂

𝜂𝑖
𝑅𝐿𝑛

(2.31)

This shows that an instability arises only if ∇𝑇𝑖 · ∇𝐵 > 0, which is the case on the LFS but

not the HFS.

At high 𝑘𝑦 (short wavelength), ions are unable to respond to perturbations, hence

their response is effectively adiabatic. On the other hand, electron dynamics become more

important and the Electron Temperature Gradient (ETG) mode gives rise to non-negligible

electron heat flux. The ETG linear response is completely isomorphic to the ion one, except

for the swapped roles of particles; the nonlinear response and saturation of this mode is

however radically different from the ITG one because it occurs at very different scales. ETG

does not typically play a significant role in ion heat and heavy particle transport in the core

of tokamak plasmas; its impact on the investigations presented in this thesis is therefore

mostly negligible.

The sketch in Fig. 2-2 shows that at intermediate scales, between ITG and ETG modes,

TEM can be dominant. These instabilities result from a resonant interaction between a

perturbation and the toroidal precessional drift of trapped electrons. An analogous effect

also occurs for ions, leading to Trapped Ion Modes (TIM), which however appear to be

of little experimental relevance and will not be discussed here. TEM is often the main

candidate invoked to explain electron heat and particle transport in tokamaks. Its spatial

scales are contiguous with those of ITG, making the two difficult to distinguish except for

different dependencies of their linear growth rates and their saturation mechanisms. A

basic picture of trapped particle modes can be gained by considering the bounce-averaged

toroidal precession of frequency ⟨�̇�⟩𝑏. In the basic gradient-driven drift wave picture in

Fig. 2-1 density perturbations were taken to resonate with potential perturbations; in the

case of TEM, the toroidal precession frequency ⟨𝜔𝜑⟩𝑏𝑒 takes the place of density fluctuations.

Taking 𝑘‖ → 0 as we did for the ITG dispersion relation in Eq. 2.31, we can isolate the pure

TEM by neglecting parallel ion drives (taking 𝑘‖𝑣𝑡,𝑖 = 𝑣𝑑,𝑖 = 0) and setting ⟨�̇�⟩𝑏 ≈ 𝜙 for

simplicity; doing so, one finds [58]

𝜔 ≃ 𝜔𝑛,𝑒 +

√︃
3

2
𝑓𝑡𝜔𝜙,𝑒𝜔𝑛,𝑒

(︂
1 +

d log 𝑇𝑒
d log 𝑛𝑒

)︂
(2.32)
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where 𝑓𝑡 =
√︀

1−𝐵0/𝐵𝑚𝑎𝑥 is the trapped particle fraction. Eq. 2.32 shows that these

waves propagate in the electron diamagnetic drift direction and their growth rate is strongly

dependent on trapped particles. As we will discuss in Chapter 8, plasma shaping can strongly

influence the resonance between trapped particles and electrostatic potential fluctuations,

leading to non-trivial transport phenomena. More generally, TEMs can be destabilized

either via collisionless processes (CTEMs) or through dissipative ones (DTEMs).

Fig. 2-1 shows that Micro-Tearing Modes (MTM) are also sometimes important at the

low end of the 𝑘𝑦 spectrum. These modes, also part of the family of drift waves, are believed

to be relevant for pedestal turbulence, particularly in the electron channel [59], but are

believed to be negligible for the analysis presented in this thesis and will therefore not be

discussed further here.

2.5 Magneto-Hydrodynamic Modes

So far, we have focused on models where kinetic effects are important. A fluid description

does however have useful applications in tokamaks, for example to describe equilibrium-

scale plasma dynamics. Magneto-hydrodynamic (MHD) theory is normally derived in the

standard fluid limit valid at high collisional frequency, but it may be shown to also be valid

in the relatively collision-less conditions of core tokamak plasmas to describe the large-scale

balance of magnetic and pressure forces [60]. For example, MHD is the appropriate model

to describe magnetic flux surfaces in tokamaks. MHD also broadly explains the ultimate

limit to plasma pressure in tokamaks, set by ideal non-axisymmetric kink modes, and the

occurrence of tearing modes – instabilities where magnetic flux surfaces break and reconnect

near rational surfaces with safety factor 𝑞 = 𝑚/𝑛, where 𝑚 is the poloidal mode number and

𝑛 is the toroidal mode number. In high-𝛽 plasmas, such as some of the highest-performance

DIII-D discharges, tearing modes can be seeded by the neoclassical bootstrap current 𝑗𝑏𝑠 ≈
−(𝜖1/2/𝐵𝜃)𝑑𝑝/𝑑𝑟 and result in significant cross-field transport and even complete disruption

of discharges [61]. Another mechanism for the seeding of neoclassical tearing modes (NTMs)

is the triggering of 𝑛 = 𝑚 = 1 modes at the 𝑞 = 1 surface, typically near the magnetic axis.

Such modes are often labelled as “sawteeth” because of their periodic nature resulting in

sharp crashes (on 𝜇s time scales) of electron temperature on axis, giving a jigsaw-like pattern

in some diagnostic measurements. While NTMs are most concerning at high 𝛽 and constitute

56



a primary cause of disruptions in DIII-D experiments, sawteeth appear ubiquitously across

devices, including in the low-𝛽 plasmas of Alcator C-Mod. Sawtooth crashes have been

known to not only cause significant cross-field transport of heat, but also flattening of density

profiles. This reduces on-axis density peaking, which is typically beneficial for impurities

but undesirable for main ions. The plasma radius inside of which sawteeth re-distribute

heat and particles is referred to as the sawtooth mixing radius, 𝑟𝑚𝑖𝑥 [10, 62], and has been

observed to be related to the radius of the 𝑞 = 1 surface (the sawtooth inversion radius)

via 𝑟𝑚𝑖𝑥 ∼
√

2𝑟𝑞=1 [63]. Multiple attempts have been made at explaining the sawtooth

phenomenology, usually in reference to a 𝑛 = 𝑚 = 1 magnetic reconnection effect, e.g. by

Kadomtsev [64], Wesson [65] and Porcelli [66], but this remains an area of active research.

Finally, MHD effects are also believed to determine the stability of the pedestal region

of tokamaks. The EPED model [67] provides a prescription to find the height and width of

the pedestal pressure from the combined effects of Peeling-Ballooning (PBM) and Kinetic

Ballooning Modes (KBM). Observations across a large number of tokamaks have provided

clear evidence for the fact that once a pedestal grows to the peeling-ballooning stability

limit, an Edge-Localized Mode (ELM) is triggered (see Ref. [68] and references therein).

ELMs constitute one of the major problems associated with standard H-mode operation,

since they release a large fraction of the plasma heat and momentum over a short time scale,

possibly endangering the material surfaces of the device. Tokamak operation without ELMs,

either obtained via direct suppression methods or in regimes that are intrinsically free from

ELMs, is a major research objective. This thesis mostly addresses particle transport in the

latter category of operational regimes without ELMs.

2.6 Scrape-off-Layer Transport

While SOL particle transport is outside the scope of this thesis, the penetration of neutral

particles from the edge into the pedestal is a central subject in Chapter 6. SOL transport

also sets radial “boundary conditions” for the core. The so-called “2-point model” [69],

widely used throughout the fusion community, is applied in this work to constrain the

localization of electron temperature (𝑇𝑒) and density (𝑛𝑒) measurements with respect to the

last closed flux surface (LCFS). This enables more accurate kinetic profile fitting, ensuring

that misalignment of experimental data with the magnetic equilibrium reconstruction does
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not significantly affect the quality of our analysis. This is particularly important when

translating Ly𝛼 emissivities into atomic neutral D densities, as described in Chapter 6, since

these strongly depend on accurate estimation of atomic rates as a function of 𝑛𝑒 and 𝑇𝑒.

The two-point model is based on power balance at the LCFS. The power going into the

SOL, 𝑃𝑠𝑜𝑙, can be estimated via

𝑃sol = 𝑃Ohm + 𝑃aux − 𝑃rad −
𝑑𝑊

𝑑𝑡
(2.33)

where 𝑃Ohm is the Ohmic power, 𝑃aux is the auxiliary power, 𝑃rad is the total radiated power

within the LCFS, and 𝑊 is the plasma stored energy. Assuming that 50% of the SOL power

is transported to the divertors by electrons via parallel heat conduction only, one can write

the parallel heat flux as 𝑞‖ = −2
7𝜅0,𝑒

𝜕𝑇
7/2
𝑒
𝜕𝑠 , where where 𝜅0,𝑒 is the Spitzer-Härm electron

heat conduction coefficient and 𝑠 is the parallel field coordinate [70]. The simplest 2-point

model assumes that all power exits the LCFS at the outer midplane (an exaggeration of

ballooning transport) and decays exponentially over a width 𝜆𝑞. This results in a poloidal

heat flux of 𝑞𝜃 ≈ 𝑃𝑠𝑜𝑙/2𝜋𝜆𝑞𝑅. The heat flux parallel to the magnetic field lines can then

be estimated as 𝑞‖ ≈ 𝑞𝜃𝐵/𝐵𝜃 = (𝑃𝑠𝑜𝑙𝐵)/(2𝜋𝜆𝑞𝑅𝐵𝜃). Since 𝜆𝑞 is experimentally observed

to decay as 1/𝐵𝜃 [16], this is usually taken to imply that 𝑞‖ scales as 𝑃𝑠𝑜𝑙𝐵/𝑅 [71]. An

alternative experimental scaling for 𝜆𝑞 obtained across confinement regimes on Alcator C-

mod indicates 𝜆𝑞 = (𝐶𝑓/𝑝)
0.5, with 𝐶𝑓 = 0.06 and 𝑝 being the volume-averaged plasma

pressure [Pa] [72]. With either 𝜆𝑞 scaling, the 2-point model prediction for the electron

temperature at the LCFS is given by

𝑇𝑒,𝐿𝐶𝐹𝑆 =

(︂
7

2

𝑞‖𝐿

𝜅0,𝑒

)︂2/7

with 𝑞‖ =
1
2𝑃𝑠𝑜𝑙

2𝜋𝑅𝜆𝑞
𝐵𝜃
𝐵

(2.34)

with 𝐿 being an estimate for the SOL parallel connection length. This calculation makes a

number of assumptions, not least the fact that SOL radiation and heat transport to limiter

surfaces are negligible. More complete models have been developed on both C-Mod and

DIII-D, but for the purposes of this work Eq. 2.34 was deemed to be sufficiently accurate.
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2.7 Experimental Determination of Particle Transport

Historically, transport model validation for fusion plasmas has mostly focused on heat

transport [73, 74]. Accurate estimation of experimental particle transport coefficients has

proven to be more demanding, although significant progress has been made, particularly on

understanding the origin of electron density profile peaking [75, 76, 77, 78, 79, 80]. Detailed

validation of impurity transport theory is more challenging, both from an experimental and

a theoretical perspective, since a wider range of physics is involved. The purpose of inferring

particle transport coefficients may be seen as twofold: from a practical viewpoint, we wish

to experimentally understand the viability of specific tokamak scenarios to scale them to

realistic reactor conditions; from a theoretical perspective, the study of heavy ions offers a

compelling test case for validation of the theory described in earlier sections of this chapter.

Since transport codes tend to make predictions for fluxes, validation efforts would ideally

compare fluxes between experiments and theoretical predictions. This, however, would be

a formidable task for impurity transport, to the required level of accuracy, since knowledge

of sources, atomic rates and diagnostic calibrations each present significant challenges. We

thus resort to transport coefficients as a separation of fluxes into components arising from

different thermodynamic forces. In the simplest of descriptions, one may use an “effective

diffusivity”, defined as 𝐷𝑒𝑓𝑓 = −Γ/∇𝑛. While such a definition makes it difficult to compare

to theory, where non-diffusive terms may be important, its simplicity sometimes justifies

the disadvantages. For example, if one were to assume complete dominance of turbulent

transport by local low frequency drift waves with time scale of the order of the diamagnetic

frequency (𝜔*𝑖,𝑒 for ions and electrons, respectively) and spatial scale of the order of the

gyroradius (𝜌𝑖,𝑒), the effective diffusivity would be expected to follow the so-called gyroBohm

scaling 𝐷⊥,𝐺𝐵 ∼ (𝜌𝑖,𝑒/𝐿𝑇 )𝑇/𝑒𝐵, where 𝐿𝑇 is the temperature gradient scale length. On

the other hand, whenever transport is due to events of macroscopic size, the conventional

Bohm scaling normally applies: 𝐷⊥,𝐵 ∼ 𝑇/𝑒𝐵 [9]. It is interesting to note that in Alcator

C-Mod 𝐵 is higher and 𝐿𝑇 is generally smaller than on DIII-D, since kinetic profiles are

comparable in flux space; hence, gyroBohm transport suggests that higher field permits

going to smaller device size while maintaining similar transport levels, consistently with the

𝜌* scaling of transport that is generally invoked to motivate high-field devices [81, 12, 13].
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Unfortunately, based on this scaling it is not obvious whether experimental particle transport

inferences on C-Mod or DIII-D should generally yield lower or higher diffusivity.

To go beyond the simplest diffusive description, one may define the transport matrix

⎡⎢⎢⎢⎢⎢⎢⎢⎣

Γ𝑒
𝑛𝑒

𝑄𝑒

𝑛𝑒𝑇𝑒

𝑄𝑖

𝑛𝑖𝑇𝑖

Π

(𝑚𝑖𝑛𝑖𝑣𝜑)

⎤⎥⎥⎥⎥⎥⎥⎥⎦
= −

⎡⎢⎢⎢⎢⎢⎢⎣
𝐷𝑒 · · · 𝑣𝑝,𝑒

· 𝜒𝑒 · · 𝑣ℎ,𝑒

· · 𝜒𝑖 · 𝑣ℎ,𝑖

· · · 𝜒𝜑 𝑣𝜑

⎤⎥⎥⎥⎥⎥⎥⎦ ·

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1
𝑛𝑒
∇𝑛𝑒

1
𝑇𝑒
∇𝑇𝑒

1
𝑇𝑖
∇𝑇𝑖

∇(𝑚𝑖𝑛𝑖𝑣𝜑)
(𝑚𝑖𝑛𝑖𝑣𝜙)

1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (2.35)

where we assumed a 2-species hydrogen plasma, where Γ𝑖 = Γ𝑒 by quasi-neutrality. Eq. 2.35

separates particle, heat and momentum fluxes from electrons and ions into diffusive and

convective coefficients. The 4× 5 matrix of transport coefficients is expected to be positive

definite and reflect Onsager symmetries so as to increase entropy [82]. One can easily

extend Eq. 2.35 to not only describe fluxes for electrons and main ions, but also other species.

Diffusive-Convective Ansatz

While the kinetic equation 2.1 and its reduced models are nonlinear in electromagnetic

potentials, they are linear in the distribution function itself. In the trace limit

of a particle species being at low enough concentration as to avoid any nonlinear

feedback with electromagnetic fields, its presence is negligible in the Poisson and

Ampère equations. This makes fluxes exactly linear in the thermodynamic gradients

and thus justifies a diffusive-convective ansatz. This can easily be verified with

both neoclassical (e.g. NEO) and gyrokinetic (e.g. CGYRO) simulations. In more

realistic finite-density conditions, this linearity breaks down and this ansatz should

be interpreted as simply a convenient parametrization of off-diagonal terms in the

transport matrix.

Let us write the particle flux of a given species as Γ = −𝐷 ∇𝑛 + 𝑣 𝑛, with 𝐷 being a

diffusion coefficient and 𝑣 a convection one. In quasi-steady conditions with no particle core

sources, one may expect Γ = 0, allowing us to relate particle density gradients to the 𝑣/𝐷

ratio via 𝑣/𝐷 = ∇𝑛/𝑛. It is only in the presence of time-dependent dynamics that 𝐷 and

𝑣 may be experimentally separated, offering much stronger constraints for transport model
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validation. For low-Z ions that may be assumed to be fully-ionized, core transport coefficients

may be estimated using relatively simple flux-gradient methods [83] or via modulation of

sputtering sources from external antennae [84], which however do not generalize to higher-Z

impurities for which atomic physics plays a key role.

Efforts to estimate radial profiles of 𝐷 and 𝑣 have been reported from all major devices,

including ASDEX-Upgrade [85, 86, 33, 84], DIII-D [87, 88], JET [89, 90], Tore Supra [91, 92],

TCV [93], HL-2A [94], W7-X [95], MAST [96], NSTX [97] and Alcator C-Mod [98, 99, 100,

101, 102, 103]. In several studies, gas puffing or supersonic pellets were used to inject small

amounts of impurities; both of these methods may incur difficulties when modeling the

impurity source. On the other hand, the Laser Blow-Off (LBO) technique [20] allows the

injection of non-recycling impurities via a time-resolved and non-perturbative laser ablation,

whose source function can be more easily characterized. In this thesis, experimental particle

transport coefficients are always estimated via LBO injections, for both C-Mod and DIII-D.

The diffusive-convective model described above is often applied to a 1-dimensional

description of particle transport. In this thesis, such description refers to flux-surface

averaged (FSA) quantities, which may be defined on a 1D radial grid based on normalized

magnetic flux. However, theoretical transport models typically predict transport at the low-

field side (LFS). To compare these results, one may transform LFS quantities (labeled with

a “0” subscript) on a minor radius coordinate 𝑟𝑚 to those from flux surface averaging on an

arbitrary 𝑟 coordinate using the transformations [78]

𝐷 = 𝐷0
𝑛0
⟨𝑛⟩

(︂
𝜕𝑟

𝜕𝑟𝑚

)︂2

(2.36)

𝑣 = 𝑣0
𝑛0
⟨𝑛⟩

𝜕𝑟

𝜕𝑟𝑚
+𝐷

𝜕

𝜕𝑟𝑚

(︂
ln
𝑛0
⟨𝑛⟩

)︂
where factors of 𝑛0/⟨𝑛⟩ account for poloidal density asymmetries, expected to be significant

for heavy ions, particularly near the LCFS [104, 105]. The 𝑛0/⟨𝑛⟩ ratio may be estimated

using a neoclassical code or, more simply, an analytical prediction of centrifugal effects [105].

A detailed description of this correction procedure, which can modify 𝐷 and 𝑣 estimates by

up to 50% for Ca ions in C-Mod plasmas, can be found in Appendix A of Ref. [78].

Poloidal asymmetries of impurity densities may arise from processes other than

centrifugal forces. The concentration of neutral particles near the x-points of divertor
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configurations may suggest a clear way to produce poloidal asymmetries, but as we will see

in Chapter 6 this effect is averaged out over flux surfaces. Experimental observations have

shown in-out impurity asymmetries to arise due to fast ions being produced by Ion Cyclotron

Resonance Heating (ICRH) [104], as well as large electron density pedestals [106]. Strong

up/down asymmetries of x-ray brightness are also routinely observed on Alcator C-Mod

on the side opposite to the ion ∇𝐵 direction, exhibiting qualitative features of neoclassical

transport but yet unexplained physics [98, 107]. This (likely incomplete) set of asymmetry

mechanisms may lead to skepticism as to the value of inferring FSA impurity densities. It

is however important to realize that detailed 2D models of tokamak plasmas should always

agree with FSA quantities which cannot resolve poloidal asymmetries; in this sense, our 1D

estimates offer a necessarily limited but useful description of complex transport processes.

From an experimental perspective, the separation of particle fluxes into 𝐷 and 𝑣 is the

most detailed description that has been successfully attempted to date. From a theoretical

modeling standpoint, however, it is useful to separate particle fluxes further into more terms,

filling in the gaps in the transport matrix in Eq. 2.35, via [78, 108, 109]

𝑅 Γ𝑛

𝑛
= 𝐷𝑧

𝑅

𝐿𝑛
+𝐷𝑇

𝑅

𝐿𝑇
+𝑅𝑣𝑝 (2.37)

Here we separated the effect of density and temperature gradients on the impurity flux,

and defined a particle diffusion coefficient 𝐷𝑧 (identical in definition to the 𝐷 described

previously), a thermodiffusion term 𝐷𝑇 and a pure convection term 𝑣𝑝. For clarity, we

also define 𝑣𝑇 = 𝐷𝑇 /𝐿𝑇 , which has units of m/s and is more properly identified as a

thermal convection term. Some authors also define a term that is linearly proportional to

toroidal rotation gradients (“rotodiffusion”), e.g. Refs. [110, 111]. We shall not consider this

explicitly since having species with different toroidal rotation is not possible in CGYRO

and this prevents us from rigorously separating this term from others. Rotodiffusion is thus

“grouped” in our analysis together with other convection terms.

The quantification of diffusion and convection coefficients requires detailed understanding

of particle sources and sinks. This brings us to the subject of the next chapter, where we

will introduce key concepts in spectroscopy that allow us to quantify the transport-induced

deviation of particle distributions from expected atomic equilibria.
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3

Principles of Plasma Spectroscopy

In this chapter we review the basic ideas of plasma spectroscopy, particularly focusing on

aspects that are central to transport inferences in tokamaks. We introduce concepts and

equations related to ionization equilibria, collisional-radiative modeling, and ion radiation.

Finally, we describe K𝛼 x-ray spectra that will be central to the Alcator C-Mod analysis in

this thesis.

Introduction

Following our discussion on plasma transport in Chapter 2, we now shift our attention to the

principles of atomic physics and spectroscopy that are most relevant for the research in this

thesis. Spectroscopy is the field that examines spectra produced by the interaction of matter

with electromagnetic radiation or emission of radiation by matter itself. Experimental

measurement of spectra from plasmas, either partially or fully ionized, can provide a wealth

of information about the composition and conditions of interest.

At low densities, typical of the solar corona, the detailed balance of atomic processes is

often referred to as “coronal equilibrium” (CE). In this situation, excited states are effectively

only populated via collisional excitation and de-populated via radiative decay. This enables

important simplifications with respect to more complete atomic models. The opposite limit

of high-density conditions is referred to as “local thermodynamic equilibrium” (LTE). In

LTE, collisional processes are completely dominant, charge state densities are given by the
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Saha equation and the population of excited states by the Boltzmann distribution [112].

Magnetically-confined fusion plasmas live in-between these limits, where computation of

atomic rates is unfortunately more challenging. At these densities (1019 m−3 . 𝑛𝑒 .

1024 m−3), one must account for the complex competition of radiative and collisional

processes. This is the domain of “collisional-radiative” modeling [113], or “generalized

collisional-radiative” (GCR) modeling when considering the role of metastable states [114],

as described in Section 3.3. The Atomic Data and Analysis System (ADAS) [114] framework

used in this work offers a collection of atomic data and routines for GCR modeling in fusion

plasmas.

Separation of Atomic Timescales

One important concept in GCR theory is the separation of ordinary and metastable atomic

states. Electrons in metastable states have, by definition, much longer lifetimes than the

those in ordinary states, which are often assumed to decay instantaneously. In ADAS

nomenclature, the ground state of an atom or ion is included among the metastable states.

Metastables hold most of the electrons and so it is assumed that the only recombination

events that matter are those having a metastable as a collision partner.

More generally, lifetimes in GCR modeling are divided into two groups. The first is the

intrinsic group, which depends only on atomic parameters. This includes radiative decay

from metastable states, 𝜏m, ordinary excited state radiative decay, 𝜏o, and auto-ionizing

state decay (radiative and Auger), 𝜏a. The intrinsic group for a particular ion is generally

ordered as 𝜏a ≪ 𝜏o ≪ 𝜏m, with typical values in fusion plasmas being 𝜏m ∼ 101/𝑍8 s,

𝜏o ∼ 10−8/𝑍4 s, 𝜏𝑎 ∼ 10−13 s, with 𝑍 being the ion charge. The second group is the so-called

extrinsic one, which depends on plasma conditions, especially particle density. It includes

free particle thermalization (including electron–electron 𝜏ee, ion–ion 𝜏ii and ion–electron 𝜏ie),

charge-state change (ionization 𝜏ion and recombination 𝜏rec) and redistribution of population

among excited ion states (𝜏red). The extrinsic group is ordered in general as 𝜏ion,rec ≫ 𝜏ie ≫
𝜏ii ≫ 𝜏ee. Of course, the degree to which atomic modeling accounts for all these effects

defines the validity of results within the field of plasma spectroscopy [114].
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Spectral Line Emission

The intensity of an emitted atomic line due to a transition between two states 𝑖 and 𝑗, with

energies 𝐸i > 𝐸j, is given by

𝐼𝑖𝑗 = 𝑁𝑖𝐴𝑖𝑗~𝜔𝑖𝑗 , (3.1)

where 𝑁i is the population density of the upper state 𝑖, 𝐴ij is the transition probability

(Einstein coefficient) for the specific transition, 𝜔𝑖𝑗 = ∆𝐸ij/~ = (𝐸i−𝐸j)/~ is the frequency

associated with the energy difference and ~ = ℎ/2𝜋 is the reduced Planck constant. Einstein

coefficients generally depend on the ion charge and both the initial and final quantum

numbers. For relatively simple ion configurations, the interaction between electrons is

normally stronger than their individual spin-orbit interaction, making the orbital, 𝐿, and

spin, 𝑆, atomic quantum numbers be independent. This gives rise to the concept of L-S

coupling, typically appropriate for light atoms, while for heavy ions the more complex j-j

coupling is needed. For configurations that obey L-S coupling, the transitions with the

largest Einstein coefficients are those that obey electric dipole selection (Russell-Saunders)

rules and are said to be (optically) “allowed”. Other kinds of transitions, e.g. magnetic

dipole or electric quadrupole transitions, also contribute to atomic spectra, but are typically

much weaker and referred to as “forbidden” [112]. The lifetime of a specific excited state,

𝜏i, is determined by the inverse of the total probability of that state population decaying to

any of the states with lower energy, i.e. 𝜏i = 𝐴−1
i = (Σj<i𝐴ij)

−1. The value of 𝐴i generally

scales as 𝐴i ≈ 1.6× 1010 𝑍4 𝑛
−9/2
i [s−1], with 𝑛i being the principal quantum number of the

upper level 𝑖 [115].

3.1 Fundamental Atomic Processes in Plasmas

In what follows, we briefly summarize the main atomic processes of interest for plasma

modeling; a detailed review is available in Ref. [114]. Unless otherwise stated, throughout

this thesis we make no distinction between hydrogen and deuterium, since their atomic

signatures are effectively identical for our purposes.

Electron impact excitation (inverse: de-excitation) is often the primary population

mechanism of excited ion states, described by

𝑋𝑧(𝑖) + 𝑒− → 𝑋𝑧(𝑗) + 𝑒−. (3.2)
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In the (de-)excitation process, the incident electron loses (gains) some energy too. Among

the most common methods to model this is the Born approximation, where free electrons are

modeled as plane waves. In the distorted wave (DW) approximation, incident and scattered

electrons as individual wave functions distorted by the nuclear potential. Finally, in the

close-coupling approximation, individual bound electrons and their scattering potentials are

all considered.

Spontaneous emission occurs when an electron decays from a higher to a lower energy

state, emitting a photon whose frequency reflects the energy difference. The process may be

written as

𝑋𝑧(𝑖)→ 𝑋𝑧(𝑗) + ℎ𝜈. (3.3)

The coronal approximation described above, valid in the low-density limit of a plasma,

describes the ion balance of charge states solely on the basis of electron impact excitation

and spontaneous emission. At higher densities, typical of tokamaks, the following processes

can also be important.

Radiative recombination (inverse: photoionization) is a process which takes place when a

positively charged ion captures an electron to one of its orbitals with a simultaneous emission

of a photon:

𝑒− +𝐴(𝑞+)→ 𝐴(𝑞 − 1) + ℎ𝜈. (3.4)

Dielectronic recombination (inverse: autoionization) is a process in which the capture

of an electron into an excited state also promotes a bound electron to another bound orbit:

𝑒− +𝐴(𝑞+)→ 𝐴(𝑞 − 1)** → 𝐴(𝑞 − 1) + ℎ𝜈. (3.5)

In the second step of the dielectronic recombination process a photon is emitted with a

wavelength that is characteristic to the doubly excited state (**) of the q-1 times ionized

ion. Dielectronic recombination is a resonant process, because of the discrete energy nature

of the bound electron orbits.

Electron impact ionization (inverse: 3-body recombination) is caused by the impact of

an electron on an ion with energy greater than the ionization potential of the target:

𝑋𝑧 + 𝑒− → 𝑋𝑧+1 + 𝑒− + 𝑒−. (3.6)
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While the basic process of electron impact ionization is the same as for electron impact

excitation, the presence of two unbound (continuum) electrons in the ionized system renders

the calculation more complex [116].

Ion-ion excitation and ionization (inverse: 3-body de-excitation and recombination with

an electron and a proton) are usually only considered for main plasma ions (from hydrogen

isotopes), written in the following as 𝑝+:

𝑋𝑧(𝑖) + 𝑝+ → 𝑋𝑧(𝑗) + 𝑝+ (excitation); (3.7)

𝑋𝑧(𝑖) + 𝑝+ → 𝑋𝑧+1 + 𝑝+ + 𝑒− (ionization). (3.8)

The energy transferred during ion-ion collisions depends on the ratio of masses, and since

𝑚e is at least 1,800 times smaller than 𝑚ion, these processes are often negligible. At few-keV

temperatures, hydrogen is mostly ionized by electron collisions, but ion collisions have to be

considered for excitation [117]. At 10-100 keV energies, both the ionization and excitation

of hydrogen atoms occur mostly via ion collisions and charge exchange with neutrals.

Charge exchange (CX) recombination is the process by which an electron is transferred

from a neutral atom (donor) to a negatively-charged ion (receiver), with no net momentum

change.

𝑋𝑧+1 +𝐻0 → 𝑋𝑧(𝑛𝑙) +𝐻+ (3.9)

A key feature of this process is that the electron capture occurs into a narrow range of

principal quantum numbers, 𝑛𝑐, which depend on the receiver’s charge 𝑍 [118]. This can be

understood as a result of energy conservation, resulting in 𝑛𝑐 ∼ 𝑍3/4 [115]. In a semiclassical

picture, this condition results in the captured electron being far from the nucleus and the

ion charge being partly shielded by other core electrons. The captured electron thus behaves

as an isolated charge with hydrogenic behavior, referred to as a Rydberg state. These high-𝑛

states emit radiation on finite (ordinary) lifetimes, usually via spontaneous de-excitation.

Measurements of this emission will be later examined more closely in the context of DIII-D

(chapter 8) and Alcator C-Mod (chapter 6).

The standard Rydberg formula for the energy level differences of hydrogen is

1

𝜆
= 𝑍2𝑅∞

(︂
1

𝑛21
− 1

𝑛22
.

)︂
(3.10)
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Transitions for which Eq. 3.10 applies have wavelengths scaling with 𝑍−2 and 𝑛2. This is

referred to as the equivalence principle or reversibility formula and is often used in codes

dealing with neutral beam physics, e.g. FIDASIM [119] (see chapters 6 and 8), to scale cross

sections via

𝜎(𝑛𝑓 → 𝑛𝑖) =
𝐸𝑖
𝐸𝑓

𝑛2𝑖
𝑛2𝑓
𝜎(𝑛𝑖 → 𝑛𝑓 ) (3.11)

The CX process is central to some of the contributions of this thesis. We shall consider both

resonant CX between neutral and ionized hydrogen, as well as non-resonant CX between

neutral hydrogen and heavier ions.

3.2 Ionization Equilibrium

In a quasi-steady plasma, the fraction of an ion’s population in each charge state may be

approximated as being time independent. This condition is labelled ionization equilibrium,

and corresponds to the balance of all ionization and recombination processes in the absence

of transport. At typical tokamak densities, ionization is mostly due to electron impact, but

recombination can occur through radiative and dielectronic processes, as well as by charge

exchange with neutral particles. For an ion 𝐼 in charge state 𝑍, we can write the balance of

atomic sources and sinks as

𝑄𝐼,𝑍 = −(𝑛𝑒𝑆𝐼,𝑍 + 𝑛𝑒𝛼𝐼,𝑍 + 𝑛𝑛𝛼
𝑐𝑥
𝐼,𝑍) 𝑛𝐼,𝑍

+ 𝑛𝑒𝑆𝐼,𝑍−1 𝑛𝐼,𝑍−1

+ (𝑛𝑒𝛼𝐼,𝑍+1 + 𝑛𝑛𝛼
𝑐𝑥
𝐼,𝑍+1) 𝑛𝐼,𝑍+1

(3.12)

where 𝑆 stands for effective ionization rates, 𝛼 for radiative and dielectronic rates, and 𝛼𝑐𝑥

are charge exchange rates. In this expression, 𝑆 and 𝛼 multiply electron density, 𝑛𝑒, whereas

𝛼𝑐𝑥 multiplies the background neutral density of hydrogen isotopes, 𝑛𝑛. At equilibrium we

have 𝑄𝐼,𝑍 = 0. In the absence of transport, Eq. 3.12 uniquely determines the ion population

in each charge state. This thesis is focused on investigating how fusion plasmas deviate from

this condition, which we therefore carefully define in the following paragraphs.

Let us combine all recombination processes (given above by 𝛼 and 𝛼𝑐𝑥 into a single

recombination coefficient 𝛼𝑇 . The balance of all terms in Eq. 3.12, corresponding 𝑄𝐼,𝑍 = 0,

defines the condition of ionization equilibrium between neighboring stages. By a simple
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process of induction, one may prove that this gives 𝑛𝑍+1/𝑛𝑍 = 𝑆𝑍/𝛼𝑍+1. To see this, we

first set 𝑍 = 0, obtaining −𝑆0𝑛0 + 𝛼1𝑛1 = 0, which does obey this given relation. Then,

assuming the relation to be valid for 𝑍 = 𝑖, i.e. 𝑛𝑖+1/𝑛𝑖 = 𝑆𝑖/𝛼𝑖+1, one finds for 𝑍 = 𝑖+ 1

− (𝑆𝑖+1 + 𝛼𝑖+1)𝑛𝑖+1 + 𝑆𝑖𝑛𝑖 + 𝛼𝑖+2𝑛𝑖+2 = 0

− (𝑆𝑖+1 + 𝛼𝑖+1)𝑛𝑖+1 + 𝛼𝑖+1𝑛𝑖+1 + 𝛼𝑖+2𝑛𝑖+2 = 0

−𝑆𝑖+1𝑛𝑖+1 + 𝛼𝑖+2𝑛𝑖+2 = 0

Hence, we find 𝑛𝑖+2/𝑛𝑖+1 = 𝑆𝑖+1/𝛼𝑖+2, proving the initial proposition. The accuracy of this

balance depends on the number of atomic processes that are accounted for within 𝑆 and 𝛼,

as well as the accuracy of their individual calculations.

To estimate the time over which ionization equilibrium is attained, let us consider the

balance of reaction rates for all charge states:

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−𝑆0 𝛼𝑇,1 . . .

+𝑆0 −𝑆1 − 𝛼𝑇,1 +𝛼𝑇,2
... +𝑆1

. . . 𝛼𝑇,𝑍−1
...

+𝑆𝑍−2 −𝑆𝑍−1 − 𝛼𝑇,𝑍−1 𝛼𝑇,𝑍

. . . +𝑆𝑍−1 −𝑆𝑍 − 𝛼𝑇,𝑍

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝑛0

𝑛1
...

𝑛𝑍−1

𝑛𝑍

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= 0

(3.13)

The singular values of this matrix correspond to the time scales associated with the

equilibration process. The inverse of the largest of these rates may be interpreted as an

atomic relaxation time, 𝜏relax. In Fig. 3-1 we show this quantity for a number of atomic

species over a wide range of electron temperatures. A typical tokamak core density of

𝑛𝑒 = 1020 m−3 was used. In real experimental scenarios, the balance of 𝜏relax and the

transport time scale determines to what extent ionization equilibrium is actually achieved.

Helium (He) is observed to have a short relaxation time at temperatures relevant to core

plasmas, while Ar generally takes longer, except at low temperatures. Note that these

relaxation times are computed across all charge states of each ion; they are therefore

dependent on ionization and recombination rates of all charge states.

Unfortunately, since global confinement times in both Alcator C-Mod and DIII-D are

typically of similar order of magnitude to 𝜏relax, ranging from ∼ 10 ms in low-confinement

regimes to much larger values in high-confinement ones, it is not possible to separate
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Figure 3-1: Relaxation times for
a number of ions as a function
of electron temperature at fixed
electron density of 1020 m−3.
For simplicity, these calculations
included effective ionization and
recombination rates excluding
charge exchange.

transport and atomic time scales in a perturbative approach. Consequently, the ionization

equilibrium defined by Eq. 3.13 is generally insufficient to describe the charge state balance

in a tokamak plasma. One must therefore determine transport levels in order to quantify

particle concentrations and radiation patterns. In the next section, we shall consider how

the atomic processes described in Section 3.1 can be modelled within an effective theoretical

framework to estimate the ionization and recombination rates discussed in this section, as

well as radiated power components.

3.3 Generalized Collisional Radiative Coefficients

Eq. 3.1 shows that the emissivity of a spectral line is linearly proportional to the density

of electrons in the upper level of a given transition. Hence, by estimating the probability

of electrons being in this level via quantum mechanics, one can compute the density of the

emitting ion species. This principle enables the investigation of ion transport by examining

spatio-temporal patterns of radiation. Within the framework of generalized GCR theory,

this is done via photon emissivity coefficients (PECs). As we shall see below, the calculation

of PECs is intimately connected to the quantification of the ionization and recombination

coefficients discussed in the previous section.

In giving a brief overview of GCR theory, we follow the ADAS nomenclature [114], using

Greek characters to identify metastable levels and Latin characters for ordinary levels. Only

recombination events starting from metastable levels are considered, taking the population

of excited states to immediately decay (quasi-static assumption). The coupling between
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different atomic levels 𝑖 and 𝑗 is denoted by 𝐶ij. The collisional-radiative matrix for a

transition 𝑖 → 𝑗 is formed by each of these elements, with the addition of ionization and

recombination processes with adjacent charge states.

We consider electron transitions between a recombining ion of charge Z+1 (parent),

a recombined ion of charge Z (child) and an ion of charge Z-1 (grandchild). Indices 𝜌

and 𝜎 will be used for the metastables of the child ion, 𝜈 and 𝜈 ′ for the parent, and

𝜇 and 𝜇′ for the grandchild. We are interested in examining transitions from ordinary

(excited) states, denoted with indices 𝑖 and 𝑗. We then define recombination coefficients

𝑅𝜇,𝜎 between metastable levels 𝜇 and 𝜎, and 𝑟𝑖,𝜈 between parent metastable and child

ordinary levels. Direct ionization coefficients from child ordinary levels to parent metastable

levels are labelled 𝑆𝜈,𝑖. The time evolution of the population number densities for each of

these populations can now be written as [114]

d

d𝑡

⎡⎢⎢⎢⎢⎢⎢⎣
𝑁−
𝜇

𝑁𝜌

𝑁𝑖

𝑁+
𝑣

⎤⎥⎥⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎢⎢⎣
𝒞𝜇𝜇′ 𝑁𝑒ℛ𝜇,𝜎 0 0

𝑁𝑒𝒮𝜌𝜇′ 𝐶𝜌𝜎 𝐶𝜌𝑗 𝑁𝑒𝑟𝜌𝑣′

0 𝐶𝑖𝜎 𝐶𝑖𝑗 𝑁𝑒𝑟𝑖𝑣′

0 𝑁𝑒𝑆𝑣𝜎 𝑁𝑒𝑆𝑣𝑗 𝒞𝑣𝑣′

⎤⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎣
𝑁−
𝜇′

𝑁𝜎

𝑁𝑗

𝑁+
𝑣′

⎤⎥⎥⎥⎥⎥⎥⎦ . (3.14)

Here, the ordinary populations of the ions of charge Z-1 and Z+1 were absorbed into the

population of their metastable states. We also assumed that the ionization of stage Z-1 only

contributes to the metastable population of the state with charge Z.

The aforementioned quasi-static assumption translates into the condition 𝑑𝑁𝑖/𝑑𝑡 → 0,

which can be used in Eq. 3.14 to find the rate of change of the metastable population of the

Z-times ionized ion:

𝑁𝑗 = −𝐶−1
𝑖𝑗 𝐶𝑖𝜎𝑁𝜎 −𝑁𝑒𝐶

−1
𝑗𝑖 𝑟𝑖𝜈′𝑁

+
𝜈′ (3.15)

Here, the first term refers to ionization and the second to recombination. Substituting this

into Eq. 3.14, one finds for the metastable population of the state of charge Z

d𝑁𝜌

d𝑡
= 𝑁𝑒

[︀
𝑆𝜌𝜇′

]︀
𝑁−
𝜇′ +

[︁
𝐶𝜌𝜎 − 𝐶𝜌𝑗𝐶−1

𝑗𝑖 𝐶𝑖𝜎

]︁
⏟  ⏞  

QCD𝜎→𝜌

𝑁𝜎 +𝑁𝑒

[︁
𝑟𝜌𝑣′ − 𝐶𝜌𝑗𝐶−1

𝑗𝑖 𝑟𝑖𝑣′
]︁

⏟  ⏞  
ACD𝜌→𝜈

𝑁+
𝑣′ . (3.16)

Similarly, substitution of Eq. 3.15 into Eq. 3.14 for the metastable population of the ion of
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charge Z+1 gives

d𝑁+
𝑣

d𝑡
= 𝑁𝑒

[︁
𝑆𝑣𝜎 − 𝑆𝑣𝑗𝐶−1

𝑗𝑖 𝐶𝑖𝜎

]︁
⏟  ⏞  

SCD𝜎→𝜈

𝑁𝜎 +
[︁
𝐶𝑣𝑣′ −𝑁2

𝑒𝑆𝑣𝑗𝐶
−1
𝑗𝑖 𝑟𝑖𝑣′

]︁
⏟  ⏞  

XCD𝜈′→𝜈

𝑁+
𝜈′ (3.17)

The above expressions show the definition of some of the GCR coefficients, following the

ADAS nomenclature. In particular, the ACD and SCD coefficients, summed over all ordinary

and metastable states, provide the effective recombination and ionization rates needed in

this work to examine charge state balance, as described in Section 3.2. We shall not consider

metastable states other than the ground state itself, hence making the QCD and XCD cross-

coupling coefficients unnecessary. Once the population in ordinary states is computed via

Eq. 3.15, one may then write the emissivity of the spectrum line 𝑗 → 𝑘 as

𝜖𝑗→𝑘 == 𝐴𝑗→𝑘𝑁𝑒𝑁𝑗 = 𝐴𝑗→𝑘

(︁
Σ𝜎ℱ (𝑒𝑥𝑐)

𝑗𝜎 𝑁𝑒𝑁𝜎 + Σ𝑀
𝜈′=1ℱ

(𝑟𝑒𝑐)
𝑗𝜈′ 𝑁𝑒𝑁

+
𝜈′

)︁
. (3.18)

which allows us to define PEC components as

𝑃𝐸𝐶
(𝑒𝑥𝑐)
𝜎,𝑗→𝑘 = 𝐴𝑗→𝑘ℱ (𝑒𝑥𝑐)

𝑗𝜎 𝑃𝐸𝐶
(𝑟𝑒𝑐)
𝜈′,𝑗→𝑘 = 𝐴𝑗→𝑘ℱ (𝑟𝑒𝑐)

𝑗𝜈′ (3.19)

Here the ℱ factors represent the processes by which the line upper state is populated, either

by ionization of a lower level or by recombination from an upper level. By setting some

terms to 0 in the GCR matrix in Eq. 3.14, we dropped PEC terms related to the ionization

of the ion of Z-1 charge, which however may be non-negligible in some cases, as described in

Section 3.5. However, under most circumstances the excitation-driven PEC components are

by far the dominant ones. In this work, PEC values were computed using ADAS datasets

(“ADF04” files) which provide all the required terms in the GCR matrix, Eq. 3.14. The

solution to the GCR problem was either obtained via the adas208 code or the ColRadPy

solver [120].

3.4 Radiated Power

Having defined some of the GCR coefficients in the previous section, we now consider how

these enter the calculation of the total power radiated, 𝑃rad, by a plasma. The main

contributors to 𝑃rad are the following.
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Bremsstrahlung (from the German for “breaking radiation”) arises from electron-ion

encounters. The continuum power from collisions with an ion species “i” of charge Z can be

written as

𝑃𝑏𝑟𝑒𝑚𝑠(𝜈) = 5.03× 10−54𝑛𝑒𝑛𝑖𝑍
2

(︂
𝑇𝑒
𝑒𝑉

)︂−1/2

𝑒−ℎ𝜈/𝑇𝑒𝑔𝑓𝑓 (3.20)

where all quantum mechanical corrections to the classical result from electromagnetism have

been absorbed into the Gaunt factor 𝑔𝑓𝑓 [121, 115]. Here, densities are expressed in m−3 and

temperature is in keV. This formula only strictly applies in spectral regions where there are

no radiative recombination contributions, which is typically the case in the visible range. In

a realistic plasma where there exist multiple ion species, the total bremsstrahlung is obtained

by summing over contributions from each ion. Eq. 3.20 shows that, given some estimates of

𝑛𝑒 and 𝑇𝑒, measurement of bremsstrahlung radiation as a function of frequency then allows

the quantification of an effective ion charge, 𝑍eff =
∑︀

𝑖(𝑛𝑖𝑍
2
𝑖 )/
∑︀

𝑖(𝑛𝑖𝑍𝑖). In carbon-wall

devices like DIII-D, 𝑍eff is normally dominated by the carbon contribution, hence indirectly

permitting an approximate estimation of the carbon density, assuming that carbon is entirely

ionized.

Synchrotron radiation is the result of continuous acceleration of electrons as they gyrate

about their guiding centers. While this radiation component is usually not a major loss

channel in current devices, its scaling with 𝐵2.5 and volume [122] makes it important in

future high-field devices [123].

Line radiation is the result of bound-bound electron transitions. The total line radiation

from an ion at a given density and temperature can be computed by summing the product

of all PECs with the corresponding energy gap for all transitions. Within ADAS, this sum

is labelled as PLT data.

Recombination radiation is the result of electron capture (free-bound processes). Within

ADAS, this is grouped together with bremsstrahlung, giving data that is labelled as PRB

data.

The definition of PLT and PRB data enables convenient integration of atomic and plasma

physics models, by separating the radiated power components that multiply the density of

a child charge state and those that multiply the parent charge state.

One common simplification for plasma modeling is to assume that the charge state

densities of a given ion are sufficiently close to those given by the ionization equilibrium
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(Section 3.2), i.e. ignore the effect of transport in bringing charge states out of ionization

equilibrium. Under this approximation, one may combine PLT and PRB data with charge

state fractional abundances to compute 𝐿(𝑇𝑒) =
∑︀

𝑧 𝑃𝑟𝑎𝑑,𝑧/(𝑛𝑒𝑛𝑧) [W·m3], which gives

cooling curves that are only a function of 𝑇𝑒. These functions represent the total radiation

that is expected from an ion at ionization equilibrium. Fig. 3-2 shows cooling curves for

a number of ions, computed using PLT and PRB data provided by T. Pütterich based on

the work of Ref. [15]. For each ion, the fractional abundance of each charge state was

obtained from ACD and SCD data from ADAS. Analogous cooling coefficients may be

computed for filtered radiation, providing effective atomic data to compare to soft x-ray

diagnostics (Section 4.5). Curves such as those in Fig. 3-2 offer the simplest way to include

the effects of radiated power in integrated modeling. As part of this work, the data in

Fig. 3-2 were included into the TGYRO integrated modeling code [52] for a public release.

However, it is well known that ion transport can cause significant deviations of charge state

fractional abundances and distributions from the expectations of ionization equilibrium, as

will also be demonstrated in following chapters. This motivates the development of simple-

to-use software to interface atomic and plasma physics models with integrated modeling

frameworks, as discussed in Section 5.3.1.

In a reactor plasma at equilibrium, with equal mixtures of D and T, fusion alone should

provide enough heating (from the slowing down of alpha particles) to balance radiated power

as well as power lost via transport, i.e. 𝑃𝑓𝑢𝑠 = 𝑃𝑟𝑎𝑑+𝑃𝑡𝑟𝑎𝑛𝑠𝑝. For a given “lumped” impurity

species imp, one may write such balance as

(𝑛𝐷 + 𝑛𝑇 )

2
⟨𝜎𝑣⟩𝐸𝛼⏟  ⏞  

fusion heating

=

radiation losses⏞  ⏟  
𝑐D+T𝑛

2
𝑒𝐿𝐻 + 𝑐imp𝑛

2
𝑒𝐿imp + 𝑐He𝑛

2
𝑒𝐿He +

3
2𝑘B𝑇𝑛𝑒𝑐tot

𝜏𝐸⏟  ⏞  
transport losses

(3.21)

where we separated the radiation from He, since this will be a direct product of fusion

reactions, and approximated the global effect of heat transport via a single heat confinement

time scale, 𝜏𝐸 . Based on this expression and using estimated cooling factors, one may

compute the maximum central concentration of any ion in a burning plasma. For example,

for tungsten on ITER, setting the operational limit to be at the point where radiative losses

reach 10% of the heating power density (∼ 0.5 MW/m3), then for central electron density

of 𝑛𝑒 = 1.4 × 1020 m−3 and temperature 𝑇𝑒 = 20 keV, one finds 𝐿𝑧 ≈ 5 × 10−32 W/m3
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Figure 3-2: Cooling factors over electron temperature for a variety of ions of interest for
fusion modeling. Data derived from Pütterich et al. [15] and selected ACD and SCD data
from ADAS [114].

and a maximum W concentration of 𝑐𝑚𝑎𝑥𝑊 ≈ 5× 10−5. This is obviously an extremely small

number, showing that the plasma must be maintained at high purity levels. Note that such

amount of W is negligible from the standpoint of fuel dilution, since 𝑍𝑛𝑧/𝑛𝑒 ≈ 3 × 10−3

for 𝑊 64+; other low-Z impurities in the plasma are expected to contribute more to dilution

and less to radiation [19]. Based on these simple estimates, it is clearly imperative that we

understand how to prevent unfavorable transport of high-Z ions to avoid a radiative collapse

and that we limit core concentrations of low-Z ions to minimize fuel dilution.

3.5 X-Ray Spectroscopy

The x-ray region of the electromagnetic spectrum holds invaluable information about high-

energy atomic transitions in plasmas. In this section, we introduce concepts that are

important to the x-ray spectroscopy work in this thesis, leaving a description of related

diagnostics to Section 4.4.
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X-ray spectroscopy sees its origins in the work of W.L. and W.H. Bragg, jointly awarded

the 1915 Nobel Prize for their use of high-energy electron beams to excite x-ray emission

from a variety of crystals [124]. This made it possible to study the atomic structure of

these materials because the electron beam energies were comparable to the energy gaps in

the examined atomic structures. The same principle applies in plasmas, where high-energy

electrons may excite core atomic electrons, enabling examination of radiation emitted by

their subsequent decay. Measurements of x-ray spectra often rely on the principle of Bragg

diffraction at gratings, described by the common formula 𝑛𝜆 = 2𝑑 sin 𝜃, with 𝑛 being the

diffraction order, 𝜆 a certain wavelength, 𝑑 the spacing between the diffraction crystal atomic

layers, and 𝜃 the diffraction angle.

In this thesis, high-resolution x-ray spectra are analyzed in detail, examining line ratios

and broadening profiles, described in the next section. The K𝛼 spectrum has a central role

in our analysis on Alcator C-Mod and is therefore discussed below. For clarity, we first

remind readers of some standard spectroscopic notation.

Spectroscopic Notation #1

It is typical to use roman numbers to indicate the ion charge plus one, e.g. He I

is neutral helium; on the other hand, numerals are used to represent the ion charge

itself, e.g. He1+ is the first ionized stage of helium.

Spectroscopic Notation #2

We label atomic levels as 𝑛 𝑙𝑥 2𝑆+1𝐿𝐽 , where 𝑙 is the orbital of the electron (s, p,

d, etc.) and 𝑥 is the number of electrons in that orbital (1 or 2 for the 𝑠 orbital, 1

to 6 for the 𝑝 orbital, etc.). 𝑛 𝑙𝑥 is referred to as the electronic configuration of the

outermost electron shell.

Spectral broadening

Multiple processes may contribute to the shape of measured spectral lines; among these, we

shall discuss Doppler broadening and instrumental effects as being most important. We take

pressure broadening, also known as collisional or Stark broadening, and natural broadening,

due to the natural lifetime of atomic excited states, as being negligible for the research

discussed in this work. Doppler broadening results from the thermal spread of energies of
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the ions whose emission we are interested in, hence its estimation can give a measure of ion

temperature, as will be discussed in Chapter 4. Doppler broadening may be simply modeled

by using [125]

𝜃(𝜈) =
1√

𝜋∆𝜈𝐷
𝑒
−
(︁

𝜈−𝜈0
Δ𝜈𝐷

)︁2

(3.22)

with the Doppler profile half-width being

∆𝜈𝐷 =
1

𝜈0

√︂
2𝑇𝑖
𝑚

(3.23)

The numerator in the exponential of Eq. 3.22 is the difference between the rest and measured

frequencies of a certain transition, referred to as Doppler shift. One can write this as a

wavelength difference as

∆𝜆𝐷 = 𝜆 ·
(︂

1− 𝑣 · cos(𝛼)

𝑐

)︂
(3.24)

where 𝑣 is the plasma velocity and 𝛼 is the angle between the line-of-sight and the direction

of plasma rotation. Knowing 𝛼 for a given diagnostic and measuring ∆𝜆𝐷, one may therefore

estimate the bulk velocity of the emitting species.

Precise measurements of Doppler broadening are often made more difficult by

instrumental effects, an undesirable result of diagnostic imperfections giving photon counts

at slightly different energies from those truly incident on detectors. It is often reasonable to

model instrumental effects as giving a Gaussian profile; the overall broadening shape is then

the convolution of the Doppler-induced Gaussian shape with the instrumental one, giving

another Gaussian whose width is the result of adding Doppler and instrumental widths in

quadrature [115].

3.5.1 K𝛼 Spectra

When an electron transitions from the 2p orbital of the second (L) shell (principal quantum

number of 2) to the innermost (K) shell (principal quantum number of 1), the resulting line

emission is referred to as K𝛼 radiation, in Siegbahn notation. This usually corresponds to

the strongest x-ray spectral features. The K𝛼 line of hydrogen-like ions is often called Ly𝛼

(pronounced as “Lyman alpha”). In Sections 6.2 and 6.3 we shall discuss Ly𝛼 radiation from

D edge neutrals, which due to the small charge of hydrogen actually falls into the ultraviolet

range.

77



In this section, we shall focus on K𝛼 radiation arising from He-like ions, where one of the

two bound electrons is always in the ground state. He-like ion spectra in the x-ray region are

dominated by the resonance line w, the forbidden line z, and the intercombination lines x and

y, identified using Gabriel notation [126]. Between these lines, there exists a large number

of Li-like ion lines that are labelled as satellite lines of the He-like ion lines, since their

wavelengths are only slightly shifted from the w, x, y and z lines. These lines correspond to

transitions from doubly-excited states, where one electron effectively acts as a “spectator”

that slightly perturbs the nuclear potential perceived by the transitioning electron [127, 128].

Table 3.1 shows the electronic configurations of the He-like lines and the satellites of main

interest in this work.

Line name Transition Line name Transition
w 1s2p (1P1)− 1s2 (1S0) z 1s2p (3S1)− 1s2 (1S0)
x 1s2p (3P2)− 1s2 (1S0) y 1s2p (3P1)− 1s2 (1S0)
a 1s22p

(︀
2P3/2

)︀
− 1s2p2(2P3/2) m 1s22p

(︀
2P3/2

)︀
− 1s2p2(2S1/2)

q 1s22p
(︀
2S1/2

)︀
− 1s2p2(2P3/2) r 1s22p

(︀
2S1/2

)︀
− 1s2p2(2P1/2)

s 1s22p
(︀
2S1/2

)︀
− 1s2p2(2P3/2) t 1s22p

(︀
2S1/2

)︀
− 1s2p2(2P1/2)

j 1s22p
(︀
2P3/2

)︀
− 1s2p2(2D5/2) k 1s22p

(︀
2P1/2

)︀
− 1s2p2(2D3/2)

Table 3.1: Electronic configurations for transitions in He-like spectra, including dielectronic
satellites 1s22l− 1s2l2l′, identified using Gabriel notation [129].

Table 3.2 shows the wavelengths and energies of He-like Ar and Ca lines, as measured

using the Alcator C-Mod XICS diagnostic (see section 4.4).

𝜆𝑤 [ Å] (𝐸𝑤 [keV]) 𝜆𝑥 [ Å] (𝐸𝑥 [keV]) 𝜆𝑦 [ Å] (𝐸𝑦 [keV]) 𝜆𝑧 [ Å] (𝐸𝑧 [keV])
Ar XVII 3.94912 (3.1395) 3.96581 (3.1263) 3.96934 (3.1235) 3.99417 (3.1041)
Ca XIX 3.1773 (3.9022) 3.1892 (3.8876) 3.1928 (3.8832) 3.2111 (3.8611)

Table 3.2: Wavelengths ( Å) and energies (in parentheses, keV) of the resonance (w),
intercombination (x, y), and forbidden (z) lines for Ar and Ca as measured on Alcator
C-Mod.

Fig. 3-3 shows the energy level structure (Grotrian diagram) of Li-like and He-like ion

stages giving rise to the lines of Table 3.1. We also indicate 𝑛 = 3 and 𝑛 ≥ 4 satellite

transitions since these are also present within the spectral range of interest. Color and line

styles represent different upper level population processes: radiative recombination (RR),

dieletronic recombination (DR), electron impact excitation (EIE), inner shell excitation

(ISE), and inner shell ionization (ISI).

The detailed modeling of He-like Ca spectra in this thesis was made possible by the
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Figure 3-3: Grotrian diagram showing the energy levels (not to scale) and transitions leading
to K𝛼 spectra, deriving from He-like and Li-like ions. Transitions between the 1𝑠2𝑙 levels
and two-photon decays are not shown for simplicity (see Fig.1 of Ref. [130]). Colors and
line styles differentiate different atomic processes: radiative recombination (RR), dieletronic
recombination (DR), charge exchange (CX), electron impact excitation (EIE), inner shell
excitation (ISE) and inner shell ionization (ISI). Adapted from Ref. [117].

inclusion of atomic rates for all the relevant processes within the atomDB database [131].

These rates were mostly derived from the existent literature [127, 132, 133, 134, 135, 136, 137]

and complemented by A. R. Foster [138] with calculations using the Flexible Atomic Code

(FAC) [116].

Use of this compilation of atomic data in atomDB allows the creation of synthetic He-

like Ca spectra such as those shown in Fig. 3-4. These spectra were each computed at a

combination of electron density and temperature (𝑛𝑒 = 1020 m−3 and 𝑇𝑒 = 𝑇𝑖 = 1 keV

for Fig. 3-4a; 𝑛𝑒 = 1020 m−3 and 𝑇𝑒 = 𝑇𝑖 = 3.5 keV for Fig. 3-4b) assuming pure

Doppler broadening, using Eqs. 3.22, 3.23 and 3.24, and charge state fractional abundances

in conditions of ionization equilibrium.

From these figures, collisional excitation (blue) is seen to account for most of the upper

level population of the w, x and y lines, while the z line may be equally dependent on

excitation and radiative recombination (green) at high temperatures. The j satellite is
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Figure 3-4: Local K𝛼 Ca spectrum at 𝑛𝑒 = 1020 m−3 and (a) 𝑇𝑒 = 𝑇𝑖 = 1 keV, and (b)
𝑇𝑒 = 𝑇𝑖 = 3.5 keV.

nearly degenerate with the z line, meaning that the region between 3.208 and 3.213 Å is

dependent on Li-like, He-like and H-like Ca stages.

Fig. 3-5 shows the same spectrum as in Fig. 3-4a (at 𝑇𝑒 = 𝑇𝑖 = 1 keV), but now on a

log scale to allow better visualization of the hundreds of satellite lines that contribute to

the spectrum, particularly in the colder part of the confined region. Most of these satellites

have amplitude smaller than 1% of the w line emissivity, but some of them significantly
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Figure 3-5: Local K𝛼 Ca spectrum at the same conditions as in Fig. 3-4a, now on a log
scale, permitting visualization of many satellite lines within the spectral range.

contribute to the main features of these spectra. Comparing the spectra in Fig. 3-4, radiative

recombination appears to be only significant at core-like temperatures; this is a result of the

low fraction of H-like Ca at the lower temperatures. Note that this observation does not

need to hold in real experimental plasmas where particle transport can bring H-like Ca out of

ionization equilibrium and into the edge region, thus enhancing the radiative recombination

components of the w, x, y and z lines. It is also worth remarking that the spectra shown in

Figs. 3-4a and 3-4b have only a weak dependence on electron density, except for the x and

y lines, whose ratio to z is known to constrain possible 𝑛𝑒 values [130]. Investigations on

the TEXTOR tokamak [117] have also shown that CX contributions to K𝛼 spectra are not

negligible whenever background D densities are significant, but this is not the case for our

data since our lines of sight mostly focus signal integration in the core.

He-like ion spectra have been the subject of extensive work, both in astrophysics [126,

139, 140, 141, 142, 130] and in tokamaks [143, 144, 145, 146, 147, 148, 149]. Detailed

knowledge of the population dynamics of the upper levels of these transitions has enabled

measurements of electron temperature from line brightness ratios on multiple fusion

devices [150, 147, 145], as well as constraints on edge background neutral densities through

their impact via charge exchange [151, 152, 146]. In most cases, tokamak experimental

investigations have focused on Ar, due to the simplicity of working with inert gases and
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the large Ar He-like state fractional abundance in typical core plasma conditions. In

Ref. [146], He-like Ar spectra were also used to investigate impurity transport on the

TEXTOR tokamak, linearly scaling radial diffusion profiles from a numerical transport code

until matching measured spectra.

Previous work on impurity transport on Alcator C-Mod focused on time histories of

the brightness (line integrated emissivity) of the w line, since this usually has the most

photon counts following Ca LBO injections [153, 102, 154]. This approach was extended

during this thesis to also isolate the z line brightness and constrain inferences with the w/z

brightness ratio [155]. In Ref. [156], we also considered the impact of including the x and y

intercombination lines and the j and k satellite lines. The latter approach was later found

to be problematic in most experimental settings due to the presence of m, s and t satellites

in the same region where x and y exist. However, this issue does not seem to be widely

appreciated in the solar astrophysics community, where the ratio of intercombination lines to

the forbidden line is commonly used as an electron density diagnostic. These shortcomings

motivated the development of a much more comprehensive forward model of XICS spectra,

involving line integration of local spectra such as those in Figs. 3-4a and 3-4b to model the

entire propagation of LBO injections into a variety of regimes. Improvements and limitations

of these modeling techniques will be described in detail in Chapter 7.
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4

Particle Transport Diagnostics

In this chapter we briefly review the principles of plasma diagnostics that are central to this

thesis. Key instruments on both Alcator C-Mod and DIII-D are discussed, with a focus on

spectroscopy that has been used in this thesis for experimental impurity transport model

validation.

Introduction

This thesis is focused on the interpretation of diagnostic measurements for the purpose of

investigating particle transport. An overview of the main diagnostics used in this research on

Alcator C-Mod and DIII-D is therefore in order. We omit detailed descriptions of systems

that were not the focus of this work. Among these, it is worth mentioning the case of

bolometry and Visible Bremsstrahlung (VB) measurements. On both C-Mod and DIII-

D, bolometers allow estimation of spatio-temporal patterns of total radiation, which are

intrinsically connected to particle transport. However, their interpretation was deemed

unfeasible for the inferences of particle transport described in Chapters 7 and 8 due to

the signal dependence on edge dynamics and the integration of emission from all ion

species. Its use was therefore limited, on both devices, to the assessment of power balance,

necessary for both integrated plasma modeling and for the 2-point model described in

Section 2.6. Similarly, VB estimates of the effective ion charge, 𝑍eff =
∑︀

𝑖(𝑛𝑖𝑍
2
𝑖 )/
∑︀

𝑖(𝑛𝑖𝑍𝑖)

(see Section 3.4), offer useful quantification of plasma purity and a macroscopic metric of

impurity retention, but they do not constrain particle transport effectively as a result of the
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𝑍𝑒𝑓𝑓 sum over all plasma species and all charge states.

Fig. 4-1 shows the spectral ranges of interest for the diagnostics that are most important

to this work. Local measurements of electron temperature and density were obtained on

both C-Mod and DIII-D via Thomson Scattering (TS) and Electron Cyclotron Emission

(ECE) systems, described in Section 4.1, which work in the infrared and microwave regions.

The key actuator employed in this work, the Laser Blow-Off (LBO) system, uses a Nd-

YAG laser at 1064 nm wavelength, like the TS diagnostics. In Section 4.2, we describe

principles and key features of ultraviolet spectroscopy on both devices. Section 4.3 describes

the Charge Exchange Recombination (CER) diagnostic on DIII-D, which provides localized

measurements of ion emissivity, temperature and rotation from the visible spectral range.

This system also allows estimation of impurity densities over space and time in neutral beam

injection (NBI) heated discharges and has been central to the DIII-D studies presented

in Chapter 8. Section 4.4 describes measurements of impurity brightness, temperature

and rotation via X-ray Imaging Crystal Spectroscopy (XICS) used on C-Mod, at the high-

frequency end of the spectrum in Fig. 4-1. We conclude this chapter in Section 4.5 with

a description of Soft X-Ray (SXR) arrays, which filter radiation in such a way as to focus

signal integration from the core region of both devices.
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1 Å 1 nm 10 nm 100 nm 1 µm 10 µm 100 µm 1 mm 10 mm
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Figure 4-1: Electromagnetic spectrum, illustrating regions of interest for various tokamak
diagnostics discussed in this chapter.
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4.1 Electron Density and Temperature Diagnostics

The estimation of electron density (𝑛𝑒) and temperature (𝑇𝑒) radial profiles is central to

much of this thesis work. On both C-Mod and DIII-D, we rely on Thomson Scattering and

Electron Cyclotron Emission diagnostics to estimate local values of 𝑛𝑒 and 𝑇𝑒, which are

assumed to be constant over flux surfaces.

The principle of TS diagnostics is the incoherent scattering of electromagnetic radiation

on electrons, usually relying on Nd-YAG (𝜆 = 1064 nm) pulsed lasers. Scattered radiation is

collected at a number of optical fibers whose views intersect the laser path. Gaussian fits to

the energy-resolved spectra provide 𝑛𝑒 and 𝑇𝑒 estimates at each sampled location. The same

type of class-IV laser is also used by the LBO systems on C-Mod and DIII-D [153]. Both

the C-Mod [157, 158, 159] and DIII-D [160, 161] TS diagnostics have been extended over the

years to reach mm-resolution in pedestal measurements, also providing divertor coverage in

DIII-D [160]. Although these systems estimate plasma parameters almost instantaneously

at each laser pulse, their time resolution is limited by a repetition rate of ∼ 10 − 20 ms,

comparable to typical transport time scales. To examine faster events (e.g. MHD sawtooth

instabilities), ECE diagnostics complement TS with resolutions down to ∼ 10 𝜇s. On both

C-Mod [158] and DIII-D [162], ECE systems use second-harmonic extraordinary (X) mode

emission, which prevents cut-offs under most operating conditions and enables accessibility

at typical densities and magnetic fields of each device.

Over the course of this thesis, we made use of different radial kinetic profile fitting

methods. For C-Mod transport modeling we adopted the Gaussian Process Regression

(GPR) techniques developed by Chilenski [154], which minimize user bias by inferring

hyper-parameters corresponding to the fits of highest probability[154]. We quantify GPR

uncertainties by propagating diagnostic uncertainties and data scattering in time via the

Law of Total Variance and Markov Chain Monte Carlo (MCMC) sampling [163], using a

Gibbs kernel with tanh length scale as suggested in Ref. [154]. While GPR offers a principled

approach to profile fitting, the time-independent nature of the GPR tools available to us

made them of limited use in the context of particle transport simulations that attempt to

resolve time dependent kinetic backgrounds. The use of parametric Radial Basis Function

(RBF) routines was found to offer the most effective means to accomplish spatio-temporal

fits of 𝑛𝑒 and 𝑇𝑒, as in Ref. [88]. Additional routines were developed for the purpose of
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pedestal neutral studies, where accurately matching sharp gradients has previously been

shown to be easier and more reliable using a “modified-tanh” parametric formulation (see

Chapter 6).

4.2 Ultra-Violet Spectroscopy

Diagnosing spectral lines in the ultra-violet range offers opportunities both for tokamak

operations, e.g. to assess impurity content and possible vacuum leaks, and for physics

research. In this work, spectral lines in the Vacuum Ultra-Violet (VUV) range have been

analyzed for both C-Mod and DIII-D, developing an analysis framework that attempts to

identify, fit and model their emission in a unified, device-agnostic framework.

On C-Mod, VUV emission could be measured via both the X-ray and Extreme Ultraviolet

Spectrometer (XEUS) and the Long-Wavelength Extreme Ultraviolet Spectrometer

(LoWEUS). Both were flat-field grating spectrometers developed at Lawrence Livermore

National Laboratory and deployed on multiple devices [164, 165]. The C-Mod XEUS used

a 2400 lines/mm grating and covered the spectral range 10 < 𝜆 < 70Å, while LoWEUS

had 1200 lines/mm and viewed the range 100 < 𝜆 < 300Å. Fig. 4-2 shows the two views

of the spectrometers (blue for XEUS, green for LoWEUS), going through the midplane at

slight angles. Red lines here show the views of the XICS chords, described in Section 4.4.

Contours in the background show the EFIT [166] magnetic equilibrium reconstruction, with

contour color peaking at the poloidal field coil locations outside the vacuum vessel.

On DIII-D, a dual-range SPectrometer Recording Extended Domain (SPRED) [167, 168]

is routinely used to monitor low- and medium-Z impurities with a single line of sight going

tangentially through the midplane. Two optical systems are arranged back to back with

individual entrance slits, gratings and detectors, covering the EUV spectral ranges 10−29 nm

and 25−110 nm. Each detector has 1024 pixels and typical time resolution of 2 ms, like the

C-Mod systems. A similar spectrometer is available for divertor measurements on DIII-D;

for clarity, we shall adopt the common nomenclatures of “core-SPRED” and “div-SPRED”

to distinguish them.

VUV measurements of low-/medium-𝑍 ions typically provide information on the outer

shells of the plasma, where fractional abundances of partially-ionized charge states are most

significant. This makes VUV data particularly interesting to complement spectroscopy
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Figure 4-2: Lines of sight of the
Alcator C-Mod XEUS (blue) and
LoWEUS (green) spectrometers, as
well as for the spatially-discretized
32 chords of the XICS crystal used
for Ca measurements (Section 4.4).

focused on core impurity transport.

VUV Line Identification

Over the course of this thesis, a package for atomic line identification, named atomID, was

developed for use in control room settings as well as detailed analysis. atomID provides a

fast and automated comparison of detected atomic lines with those available in the National

Institute of Standards and Technology (NIST) Atomic Spectra Database (ASD), widely

regarded as one of the most complete collections of its type, as well as other databases,

including ADAS [114], CHIANTI [169] and curated selections of commonly observed lines

on both DIII-D and C-Mod.

Fig. 4-3 shows an example VUV spectrum where atomID was used to identify lines

from Ca, F, Ar and Mo only. The top labels show the attempted identification, with a

percentage giving a measure of Gaussian uncertainty based on the expected accuracy of the
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Figure 4-3: VUV spectrum from the C-Mod LoWEUS diagnostic for a discharge where Ar
was puffed and CaF2 was injected with the laser blow-off system approximately 2 ms before
the displayed time slice. A selection of atomID identifications for Ca, Ar and Mo from 3
databases is shown.

diagnostic wavelength calibration and uncertainties associated with each database. Three

databases were used here. The first one, labelled “DIII-D SPRED database”, is a collection

of approximately 100 lines that are often observed with the core-SPRED system on DIII-D.

The “NIST” database comprises all the lines in the NIST ASD system, here sub-selected

to only include resonance lines (i.e. lines with the ground state as the lower stage of the

transition). The third database is a transcription of the Ca and Ar lines recently identified

by Träbert et al. [170]. The gray and black superposed spectra in Fig. 4-3 represent two

time slices recorded before and after an LBO injection of CaF2, respectively. The difference

between these two spectra is helpful to identify spectral features that directly or indirectly

result from the CaF2 injection. Ar was puffed at the beginning of this discharge and is

continuously recycled; indeed, the Ar XV line at 𝜆 ≈ 22.1 nm is the same for the black and

gray spectra. Mo is an intrinsic impurity in Alcator C-Mod, being a substantial component

of the device plasma facing components. The LBO injection appears to significantly modify

the brightness of a well-known Mo XXXII line at 𝜆 ≈ 12.8 nm, but closer inspection and

differences between time slices following the LBO injection clearly identify an F VI line

at 12.69 nm present in the NIST ASD. Many identifications were omitted from this figure

for clarity of visualization, particularly in the region 𝜆 ≈ 15.5 − 17.0 nm where many

Ca lines overlap. For medium- and high-Z ions, it is often the case that individual lines

cannot be resolved and modeling of their emission requires consideration of all the observed
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components, as will be discussed in Chapters 7 and 8. The atomID tools have been developed

to enable line identification via a set of machine learning techniques inspired by the field of

computer vision; future work will attempt to extend this promising approach.

Multi-Line Constraints

Neither the C-Mod XEUS nor the DIII-D core-SPRED diagnostics are absolutely calibrated,

but the relative amplitude of lines within the spectrum can be used to constrain the density

of all the species that produce identifiable emission on the detector if an external reference

density is available. For example, the fully-stripped carbon density measured on DIII-D

by Charge Exchange Recombination Spectroscopy (Section 4.3) can be compared, after

applying the appropriate PECs, to the brightness of core-SPRED CX lines that also derive

from carbon, since the core-SPRED line of sight also crosses one of the neutral beams.

This allows the estimation of a single scalar factor that can then be applied to all other

lines of the spectrum in order to estimate the density of each emitting species. One critical

element in this approach is the availability of accurate PECs. Approximate estimates may be

sufficient for “control room assessments” of impurity densities during tokamak operation, but

it is challenging to obtain sufficiently accurate PECs to enable reliable use of the relative

calibration across a detector. Efforts to make this a practical option for the inference of

particle transport coefficients will be discussed in Chapters 7 and 8.

4.3 Charge Exchange Recombination Spectroscopy

In tokamaks where Neutral Beam Injection (NBI) heating and current drive are routinely

applied, diagnostic techniques based on charge transfer between beam neutrals and plasma

ions have long been used to estimate kinetic properties [118]. This is the case of the Charge

Exchange Recombination (CER) system at DIII-D [171], routinely used to estimate carbon

density, temperature and rotation by measuring the local emissivity of H-like C 𝑛 = 8→ 7

transitions. The upper level of this transition is known to be mostly populated via charge

exchange (see Chapter 3) and is therefore related to the density of beam neutrals at the

location of interest, at the crossing-point between the diagnostic lines of sight and the neutral

beam path. In practice, some loss of localization is expected due to the finite width of the

beam and lines of sight [172] as well as beam halos [173] and beam plumes (particularly
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important for He [174]). Assuming the plasma to be optically thin, the total emissivity and

knowledge of atomic cross sections allow one to compute the density of the emitting species.

From the line shift with respect to the rest wavelength of the transition, the velocity of

the emitting species can be inferred via 𝑢 = 𝑐(𝜆𝑐 − 𝜆0)/𝜆0. Moreover, assuming Doppler

broadening to be dominant, one can obtain the temperature of the species by fitting simple

Gaussians and using the relation 𝑇 = (𝑠2/𝜆20) 𝑚𝑐
2 [175, 115]. Here, 𝜆𝑐 is the center

wavelength of the Gaussian line shape, 𝜆0 is the rest wavelength of the transition, 𝑐 is the

speed of light, 𝑠 is the Gaussian standard deviation, and 𝑚 is the mass of the emitting ion.

CER measurements are normally made in the visible spectral range to allow use of simpler

detector technology and extension to a large number of diagnostic views (48 tangential, 32

vertical on DIII-D). This typically limits CER measurements to low- and medium-Z ions

(𝑍 ≤ 20). CER measurements on DIII-D are routinely made for the intrinsic C impurity.

Over the course of this thesis research, measurements of Li, F, Al and Ca were also made

following LBO injections. Fig. 4-4 shows the CER measurement locations (green squares

and red diamonds) in a diverted negative triangularity discharge that will be examined later,

in Chapter 8. The spatial localization of CER chords can be varied between discharges and

can, in principle, extend across the high- and low-field sides, also crossing the separatrix.

For the analysis of LBO injections, signals are typically integrated over approximately 5 ms.

Recently, CER measurements on DIII-D have been extended also to the main ion (D)

species [176, 177, 178], particularly in the pedestal and scrape-off layer (SOL), finding

striking differences from carbon ion measurements [179]. In this thesis, we did not make

extensive use of these data, although this would be beneficial for detailed analysis of pedestal

and SOL particle transport in future work.

Charge exchange recombination spectroscopy has also been pursued on C-Mod, both

via a diagnostic neutral beam [158] and via D gas puffs [106]. These measurements offered

insights on the poloidal distribution of intrinsic boron impurities, but were not designed

to support LBO operation. Their use has therefore been relatively limited throughout this

thesis.
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Figure 4-4: Magnetic equilibrium
reconstruction from a kinetic EFIT [166]
of DIII-D negative triangularity discharge
180526 showing the location of localized
measurements by the CER vertical (green
squares) and tangential (red diamonds)
chords, and Thomson Scattering (cyan
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4.4 X-Ray Crystal Spectroscopy

High-resolution x-ray spectroscopy can reveal a wealth of information about ion species in the

plasma through detailed measurements of spectral features. In this thesis, the X-ray Imaging

Crystal Spectroscopy (XICS) system on Alcator C-Mod, also labeled HIgh REsolution X-

ray spectrometer with Spatial Resolution (HIREXSR), was used to observe spectra of H- and

He-like argon (𝑍𝐴𝑟 = 18) and He-like calcium (𝑍𝐶𝑎 = 20). Ar was commonly puffed into

C-Mod for the purpose of estimating ion temperatures and rotation via XICS. Ca, on the

other hand, was only introduced via LBO injections (with CaF2 slides) for the purpose of

studying impurity transport by modeling time histories of Ca line brightnesses.

XICS diagnostics use detectors capable of capturing x-ray photons over 2-dimensional

pixel arrays, permitting the measurement of spatially- and spectrally-resolved spectra.

Spectral resolution is achieved via Bragg diffraction at a spherical quartz crystal, described

by the standard formula 𝑛𝜆 = 2𝑑 sin 𝜃, with 𝑛 being the diffraction order, 𝜆 a given

wavelength, 𝑑 the spacing between crystal atomic layers, and 𝜃 the diffraction angle.
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The spherical bending results in radiation being focused at a certain radial distance

from the crystal (the Rowland circle), with one detector axis corresponding to different

wavelengths and the other axis mapping to different spatial locations in the plasma (Johann

configuration). The spatial localization corresponds to integrals along the lines of sight

projected from arbitrarily discretized regions of the detector, mapping these to the crystal

via the diagnostic optics [175]. The XICS system on C-Mod used Dectris PILATUS

100K detectors, each containing 487 × 187 pixels acting as single photon counters; the

diagnostic could give up to 5 ms effective resolution. Four detectors were available for

the experiments analyzed in this thesis, three of them used to image Ar emission in

the range 3.94 < 𝜆 < 4.00 Å(Ar16+) and one used to view Ca emission in the range

3.17 < 𝜆 < 3.225 Å(Ca18+). To facilitate data analysis, the detector projection onto the

plasma is typically discretized into a number of views, typically 32 for the Ca measurements.

Fig. 4-2 shows these views (red), on top of the magnetic equilibrium. While much of the

emission along each line of sight is collected from regions near the chords’ tangency radii to

the flux surfaces, some signal is always collected from the entire view. Line integration of

local emissivity for each chord can be computed via a set of quadrature weights that depends

on the specific magnetic geometry of each experiment.

The line shape measured by XICS is dominated by Doppler broadening, but due to line-

of-sight integration the spectra are not exactly Gaussians. Instrumental broadening also

results from imperfect Bragg reflection at the crystal, possible displacement of the detector

from the Rowland circle and the finite-size mirror effects known as Johann error; these effects

have been quantified on C-Mod to give an effective broadening corresponding to 100-300 eV,

which must therefore be subtracted from estimated ion temperatures. We note also that

natural line broadening due to the finite lifetime of atomic excited states is negligible for

the spectra of interest here [175, 115].

Prior to this thesis, the THACO framework [180] was used for spectral analysis and

Doppler tomography of all XICS signals. In Section 7.2.3 (and, more thoroughly, in

Appendix B), a modern alternative to the THACO spectral fitting methods will be presented.
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4.5 Soft X-Ray Arrays

Spectrally-resolved measurements such as those of the VUV, CER and XICS diagnostics are

often complemented in tokamaks by diagnostics that integrate over photons at a wide range

of energies. As discussed at the beginning of this chapter, this is the case for bolometry

systems, which aim at estimating the total radiated power from the plasma. Photodiode

arrays with a Si substrate are also often employed to obtain high time resolution (𝜇s scale)

radiation measurements integrated over the x-ray range and eliminating visible radiation.

This can be achieved by placing a Be foil of thickness ranging between 10-150 𝜇m along the

axis connecting the pinhole and photodiode pixels. The measured radiation is then mostly

from the soft x-ray (SXR) range, thus motivating the nomenclature of these diagnostics.

On Alcator C-Mod, SXR arrays were set up since the beginning of the device operation

using 50 𝜇m Be filters, giving 50% transmission at 2 keV energy [158]. This system was later

extended with edge-focused chords viewing through a thin 10 𝜇m filter, with 50% cutoff near

500 eV, to study pedestal radiation [181], but data from this array were not available for the

experiments discussed in this thesis. All C-Mod arrays were contained in ultrahigh vacuum

and the Be filters were bent to make sure that each line of sight through the plasma would

go through the same foil thickness [158].
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An analogous SXR system is also available on DIII-D, with 2 poloidal and 3 toroidal

arrays. The poloidal arrays each have two linear 16-element Si (AXUV) photodiode arrays,

for a total of 64 chords, while the toroidal ones each provide 12 chords, for a total of 36

chords. Unlike the C-Mod system, the DIII-D SXR arrays have Be filters of variable thickness

(commonly 12 and 125 𝜇m) placed on an adjustable filter wheel, but none of these filters

is spherically-bent; as a result, different lines of sight have slightly different filtering effects.

This is a cause of significant uncertainty when attempting to predict the signals that should

be measured by photodiodes for some given impurity population in the plasma. Fig. 4-5

shows a tomographic reconstruction for a DIII-D negative triangularity discharge, obtained

using the PYTOMO software tools [182]. Tomography allows for the estimation of localized

emission via regularized inversion techniques, but was not used for the inferences of impurity

transport described in Chapter 8. Instead, we made use of line integrated signals without

the additional processing step of localization.

In the next chapter, we introduce the key principles of Bayesian inference and describe

their application for particle transport studies on both Alcator C-Mod and DIII-D.
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5

Bayesian Inference of Particle

Transport

In this chapter we present the approach developed in this thesis for the inference of

experimental particle transport coefficients on both Alcator C-Mod and DIII-D. After a short

review of previous efforts, we review key concepts of Bayesian statistics and nested sampling.

We then present our forward model based on the Aurora package and a number of techniques

that have been developed to better model both likelihood and priors.

Introduction

The inference of 𝐷 and 𝑣 profiles relies on an iterative process in which predictions of charge

state densities and emissivity profiles are computed for given sets of parameter choices,

attempting to match experimental observations. For each choice of parameters, a “goodness-

of-fit” metric is calculated in order to identify parameters that most closely match reality.

This is referred to as an inverse problem, as opposed to the operation of computing a signal

prediction for a given choice of model and parameters (forward modeling). Ideally, we would

like to solve an inverse problem with the lowest possible number of free parameters (inputs

to the forward model) while still reproducing experimental behavior to the highest possible

degree of fidelity.

The need for computational statistics to infer transport coefficients derives from the lack
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of direct and unequivocal constraints from experimental data. This is generally described

as an “ill-posed problem”. It is interesting to contrast the case of particle transport

inferences with the problem of plasma tomography, where local quantities are recovered

from line-integrated measurements via fast regularized optimizations [182]. Tomography’s

main purpose is to localize the quantity that is directly measured, i.e. to obtain local

emissivities from line-integrated brightness. In order to succeed, tomography requires

sufficiently constraining data; in this regard, the problem is similar to particle transport

inferences. However, in the context of the latter, one typically only has relatively few

measurements and, most importantly, these only offer a weak constraint on the quantities

of interest. While diagnostics like CER (Section 4.3) measure charge state densities directly

(still with a number of modeling choices and assumptions related to neutral beam penetration

and atomic rates), CER time and spatial resolutions are usually insufficient to uniquely

quantify the full time history of charge states within the plasma. Other measurements are

typically even more weakly constraining, e.g. XICS (Section 4.4) measures line-integrated

radiation with complex contributions from multiple charge states. As we will describe in

this chapter, it is therefore important to combine information from multiple measurements

and techniques in order to constrain transport inferences as much as possible. It seems

however unrealistic to expect that enough measurements could be obtained to uniquely and

rigorously offer comparisons to theoretical transport models on any current device. One

must therefore “let the model fluctuate around the data”, in the words of J. Byers [183],

attempting to reproduce experimental observations while varying free parameters, numerical

models, and assumptions.

On both Alcator C-Mod [26] and DIII-D [87], the inference of experimental impurity

transport coefficients has been previously attempted using a 𝜒2 minimization via the

Levenberg-Marquardt algorithm [102]. This approach suffers from the risk of finding local

𝜒2 minima rather than global ones, depending on initial guesses of model parameters. A step

forward in this respect was offered by Villegas [92], who made use of genetic algorithms that

enable wider exploration of the parameter space. More recently, Odstrčil [88] applied Markov

Chain Monte Carlo (MCMC) algorithms to improve uncertainty estimates from Levenberg-

Marquardt optimization. While these techniques may be appropriate in well-constrained

problems, they still generally lack rigorous uncertainty quantification and model selection,

making the avoidance of under- or over-fitting to experimental data a difficult and somewhat
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arbitrary process. Using synthetic data, Chilenski [184] demonstrated the importance of

model selection in impurity transport studies, showing that this requires a much larger

number of forward model evaluations than was possible at the time. Unfortunately, synthetic

data make it difficult (arguably impossible) to also explore issues of model inadequacy that

may result from over-simplified experimental analysis, inaccurate atomic rates, discrepancies

of detector models and other important factors [185]. For example, the omission of sawtooth

modeling or the time-dependence of atomic rates, as in previous C-Mod work [102, 184, 103],

may prevent the optimal model complexity to emerge.

This thesis offers advances in both forward and inverse modeling of particle transport.

Forward modeling has been particularly improved via the development of the Aurora

package [186] (Section 5.3.1). Aurora includes a generative (simulation) model of particle

transport in fusion plasmas and is the cornerstone of all synthetic diagnostics created in this

work, for both Alcator C-Mod and DIII-D. Aurora’s development has enabled a shift to High-

Performance Computing (HPC), which is also central to our inverse modeling enhancements

via advanced algorithms such as nested sampling (Section 5.2). These have allowed us to

explore model selection on real tokamak data for the first time, and to depart from a number

of idealizations often adopted in experimental analysis.

In this chapter, we describe methods for both forward and inverse modeling developed

in this thesis to infer particle transport coefficients from experimental data. The statistical

techniques discussed here generally fall within the realm of Bayesian statistics, where

distributions are interpreted as probabilities rather than event frequencies, as in the

“frequentist” paradigm. We make no attempt to describe differences between Bayesian

and Frequentist statistics; interested readers are referred to the review by Von Toussaint

in Ref. [187]. In the following section, we begin by reviewing some of the nomenclature used

in the rest of this work.

5.1 Key Concepts of Bayesian Inference

In Bayesian frameworks, we are generally interested in the inference of parameters 𝜃

(omitting vector symbols for simplicity) given experimental data 𝒟 and a modelℳ𝑖. Bayes’

formula reads

𝑝(𝜃, 𝛾|𝒟,ℳ𝑖) =
𝑝(𝒟|𝜃, 𝛾,ℳ𝑖)𝑝(𝜃, 𝛾|ℳ𝑖)

𝒵(𝒟|ℳ𝑖)
, (5.1)
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where

𝒵(𝒟|ℳ𝑖) =

∫︁
𝑝(𝜃, 𝛾|ℳ𝑖)𝑝(𝒟|𝜃, 𝛾,ℳ𝑖)𝑑𝜃𝑑𝛾 (5.2)

is the evidence (or marginal likelihood) of model ℳ𝑖. Here, 𝜃 is a vector containing the

parameters that we wish to infer and 𝛾 is another vector containing nuisance parameters,

i.e. parameters that are needed by our model evaluation, but whose values are not of physical

interest. Any “choice” of parameters {𝜃, 𝛾} may be referred to as a parameter sample. For

simplicity, we shall often avoid an explicit separation of 𝜃 and 𝛾 in our notation. The

term 𝑝(𝜃, 𝛾|ℳ𝑖) ≡ 𝜋(𝜃) (a probability density for the parameters, given a specific model)

is generally referred to as the prior (see Section 5.4), while 𝑝(𝒟|𝜃, 𝛾,ℳ𝑖) ≡ ℒ(𝒟|𝜃) is

the likelihood. The left hand side, 𝑝(𝜃, 𝛾|𝒟,ℳ𝑖) ≡ 𝑝(𝜃|𝒟), is the posterior. Note that

in order to find the parameters {𝜃, 𝛾} that maximize the posterior density function (the

“Maximum A-Posteriori”, or MAP, estimate), one can ignore 𝒵, since this is not a function

of these parameters. However, while the integration required to compute 𝒵 tends to be a

computationally expensive task, its value (or approximations thereof) is the fundamental

quantitative Bayesian metric to compare how much the data support one mathematical

model versus another.

In recent years, improved computing capabilities have led to increased popularity

of MCMC algorithms, which can undertake a wide exploration of the parameter space.

These methods typically suffer from the need of approximate independence from starting

conditions, significant parameter tuning and issues of multimodality [188, 189]. MCMC

variants such as ensemble sampling MCMC and Parallel Tempering MCMC [189] offer

advantages, but still require careful choices to be made for chains to explore the parameter

space (“mix”) effectively.

The comparison of 𝒵 values (or their equivalent normalization) is referred to as model

selection. A complementary task to model selection is parameter estimation, which attempts

to find the best parameters for a given model. Both model selection and parameter

estimation are important for model validation, although the former is often not treated

in detail due to its inherent complexity.

In the absence of good estimates of the Bayesian evidence, one may resort to some of its

approximations, e.g. the Akaike Information Criterion (AIC) or the Bayesian Information

Criterion (BIC), which however are derived by making questionable assumptions on the form
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of the (unknown) posterior distribution [188]. We note that the 𝜒2 is a metric describing

the accuracy of signal matching and does not provide a judgement on the model; in other

words, it corresponds to a likelihood function, rather than an approximation of the evidence.

Its normalization by the number of “degrees of freedom”, referred to as reduced-𝜒2, is a

deceivingly simple and often unjustifiable metric for model selection [190].

Fig. 5-1 shows a diagrammatic overview of the inference framework developed in this

thesis for both Alcator C-Mod and DIII-D analysis. The following sections describe the

main elements of this diagram, particularly those that differ from previous efforts to infer

transport coefficients in tokamaks.
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Figure 5-1: Overview of the nested sampling approach taken for the inference of impurity
transport for both Alcator C-Mod and DIII-D plasmas. Figure adapted from Ref. [155].

The left hand side of Fig. 5-1 is a representation of how sampling in our inferences

of particle transport is “orchestrated” via a nested sampling algorithm. Each sample

corresponds to a single set of free parameters, which is passed as input to the forward model,

shown within the right hand side box. For both C-Mod and DIII-D inferences, sampling

is run in parallel on approximately 300 CPUs1 (depending on the problem complexity) on

nodes that are part of the engaging cluster at the Massachusetts Green High Performance

Computing Center.
1Intel(R) Xeon(R) CPU E5-2683 v4, 2.1 GHz.
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In Section 5.2, we first present nested sampling and its use in this work. In Section 5.3

we describe our likelihood model, including the Aurora package used for forward modeling.

Finally, Section 5.4 describes methods and choices related to prior distributions. We note

that nested sampling has also been adopted in the Bayesian Spectral Fitting Code, described

in section 7.2.3 and Appendix B, hence the descriptions of the next section are relevant more

broadly than just in the inference of particle transport.

5.2 Nested Sampling

Impurity transport inferences in this thesis make use of the Nested Sampling (NS)

method [191] for model selection and parameter estimation. The primary objective of NS is

to evaluate the evidence integral in Eq. 5.2, which can be re-written as

𝒵 =

∫︁
ℒ 𝑑𝑋 (5.3)

where 𝑋 is the prior survival function (referred to as “prior volume”) above a given value of

likelihood ℒ:

𝑋(𝜆) =

∫︁
{𝜃:ℒ>𝜆}

𝜋(𝜃)𝑑𝜃 (5.4)

where 𝜋(𝜃) is the prior distribution. 𝑋(𝜆) may be thought of as the fraction of the prior

hyper-volume in which ℒ > 𝜆. By writing the evidence integral in the form of Eq. 5.3, one

reduces a complex multi-dimensional integral to a 1D integral, which may be computed via

standard numerical methods once samples of ℒ and 𝑋 have been collected.

NS sets out to compute Eq. 5.3 by first obtaining pseudo-random samples within a unit-

hypercube having as many dimensions as the inference problem of interest. These samples

are passed to a user-defined function that must transform them to the prior space of interest,

typically via the inverse Cumulative Distribution Function (CDF) of the specific prior used

for each dimension. As a result of this transformation, unit-hypercube samples are mapped

to regions of higher prior probabilities more frequently than to regions with lower prior

probabilities.

Parameters are then passed to the forward model, whose comparison to experimental

data gives a likelihood value. As will be described in Section 5.3, our forward model is

constituted by a single simulation with the Aurora package and application of synthetic
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diagnostics. The NS algorithm collects the prior and likelihood probabilities for each unit-

hypercube sample and orchestrates where future samples should be obtained in order to

explore the (unknown) posterior distribution. NS makes use of multiple live points that can

explore the posterior in parallel. At any iteration, the live point with the lowest likelihood

is eliminated from the set (becoming “inactive”), and replaced with a new sample, which is

accepted (becoming “active”) if its likelihood is higher than the one of the eliminated point, or

rejected otherwise. The algorithm therefore progressively explores nested shells of likelihood,

reducing the prior volume that is sampled to find the best fitting parameters. Following this

sampling procedure, the algorithm “ranks” the obtained values of likelihood based on their

prior volume, 𝑋. It then becomes possible to evaluate the 1D integral in Eq. 5.3, once

a tolerance condition for the 𝒵 estimate is reached. As an important by-product of this

process, NS allows one to use the set of live points from all iterations to reconstruct the

explored posterior, possibly recovering any multimodal structure (i.e. separate peaks of the

posterior distribution). In the “Importance Nested Sampling” (INS) variant, the estimate of

𝒵 is further improved by using live points that were discarded at every iteration [192].

The main difficulty in implementing the NS algorithm is the necessity to efficiently

draw unbiased samples within iso-likelihood contours in the prior space. The MultiNest

algorithm [193, 192] does so by fitting (potentially overlapping) ellipsoids to the set of live

points and sampling from within their union. One attractive feature of MultiNest is its speed

and effectiveness in exploring parameter spaces with up to 30-50 dimensions (depending on

the problem of interest). While other algorithms, such as PolyChord [194], perform better at

higher dimensionality, MultiNest is an excellent tool for our transport inferences extending

to a maximum of 30 free parameters. For standard nested sampling, the larger the number

of live points (𝑛𝑙𝑖𝑣𝑒) used, the lower the chance of missing important parameter space. In our

inferences, we vary the number of live points based on the inference dimensionality (𝐷) in

order to keep the evidence error constant, using 𝑛𝑙𝑖𝑣𝑒 = 200+25×𝐷 [194]. Future work will

explore varying 𝑛𝑙𝑖𝑣𝑒 during an inference using the dynamic nested sampling algorithm [194].

MultiNest defines a target efficiency, or “inverse enlargement factor”, 𝑓 , which expands

the ellipsoids’ hyper-volume (0 < 𝑓 ≤ 1) to avoid over-shrinking at any iteration, at the cost

of slower convergence. In inferences of particle transport, we conservatively set 𝑓 = 0.1 when

using vanilla NS and 𝑓 = 0.01 for INS. Increasing 𝑛𝑙𝑖𝑣𝑒 or decreasing 𝑓 from our defaults

has been observed not to affect our results, while obviously incurring higher computational
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cost.

In its INS variant, MultiNest can reach significantly faster convergence, particularly

in its “constant-efficiency” mode. This makes INS a convenient choice for dimensionality

scans, although MultiNest’s ability to report on separate posterior modes is only available

in vanilla NS. We make use of the latter to identify which experimental measurements and

priors are better suited to exclude multi-modality from our impurity transport inferences.

Such a data-driven approach allows us to understand ambiguities of our data that may lead

to unphysical local minima in posterior distributions.

5.3 Likelihood Model

The development and refinement of a forward model are clearly central to the value of an

inference. Comparing the results of a forward model to observed data results in a likelihood

evaluation, which may be interpreted as a metric for the “quality” of the match between

a certain set of forward model inputs and the data. In the context of Bayesian inference,

the likelihood appears in Bayes’ formula, Eq. 5.1, in the same way as the prior distribution,

which is described in Section 5.4.

In inferences of particle transport, the forward model involves the simulation of cross-

field density evolution following LBO injections and the application of synthetic diagnostics.

This requires evolving the density of a chosen ion “I” over time and space (normally a

1.5D radial coordinate defined using normalized magnetic flux-surface volumes) and solving

coupled continuity equations for each charge state “Z” in cylindrical geometry:

𝜕𝑛𝐼,𝑍
𝜕𝑡

= −1

𝑟

𝜕

𝜕𝑟
(𝑟Γ𝐼,𝑍) +𝑄𝐼,𝑍 . (5.5)

The radial (cross-field) particle flux Γ𝐼,𝑍 is separated into diffusive and convective terms

with the Fick’s Law ansatz

Γ𝐼,𝑍 = −𝐷𝜕𝑛𝐼,𝑍
𝜕𝑟

+ 𝑣 𝑛𝐼,𝑍 , (5.6)

where 𝐷 is the diffusion coefficient and 𝑣 is the radial convective velocity. Both 𝐷 and

𝑣 can be set as functions of the radial coordinate, time, and also charge state of the ion.

In this work, we focus on steady-state background plasma conditions and assume time

independence of these coefficients. Typically, 𝐷 and 𝑣 are also taken to be the same for all
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charge states, although linear dependence of 𝑣 on 𝑍 (the charge of each ion stage) is expected

from neoclassical theory and turbulent transport is likely to have some weak dependency on

𝑍 too. In Chapter 7, the dependence of pedestal transport coefficients on 𝑍 is explored, but

this is otherwise omitted.

The 𝑄𝐼,𝑍 term in Eq. 5.5 is the same given in Eq. 3.12, and we reproduce it here for

convenience:

𝑄𝐼,𝑍 = −(𝑛𝑒𝑆𝐼,𝑍 + 𝑛𝑒𝛼𝐼,𝑍 + 𝑛𝐻𝛼
𝑐𝑥
𝐼,𝑍) 𝑛𝐼,𝑍

+ 𝑛𝑒𝑆𝐼,𝑍−1 𝑛𝐼,𝑍−1

+ (𝑛𝑒𝛼𝐼,𝑍+1 + 𝑛𝐻𝛼
𝑐𝑥
𝐼,𝑍+1) 𝑛𝐼,𝑍+1.

(5.7)

𝑄𝐼,𝑍 accounts for sources and sinks from atomic processes of ionization and recombination,

whose rates are estimated using the Atomic Data and Analysis Structure (ADAS)

database [114] at measured values of electron density (𝑛𝑒) and temperature (𝑇𝑒) as a function

of the radial coordinate. Charge exchange also requires specification of the background

atomic density of hydrogen-isotopes, 𝑛𝐻 . It is through 𝑄𝐼,𝑍 that continuity equations for

different charge states are coupled.

Forward modeling of impurity transport provides time histories of 𝑛𝐼,𝑍 radial profiles

starting from an initial condition representing the LBO injection. Charge state densities can

then be used to compute the emissivity of each transition 𝜖𝑖→𝑗 by evaluating the appropriate

photon emissivity coefficients at local electron densities and temperatures, as discussed in

Section 3.3.

Once the emissivity 𝜖𝑖→𝑗 of each line has been computed, this can be directly compared

to local data, e.g. from CER, or it can be line integrated along the lines of sight of measuring

instruments. This completes the definition of our synthetic diagnostics. Thus, each forward

model evaluation generally consists of a single forward model simulation for some choice of

input parameters (relating to plasma geometry, kinetic profiles, 𝐷 and 𝑣 profiles, etc.), the

calculation of line emissivities of interest over space and time, and finally the appropriate

operations of line integration.

As described in Section 5.1, to infer radial profiles of transport coefficients that

correspond to observed signals we iterate over this forward model while varying 𝐷 and

𝑣 (and any nuisance parameters) until reaching satisfactory agreement. The choice of 𝐷
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and 𝑣 parametrization has an important impact. One may easily infer a single value of 𝐷

to give a flat diffusion profile and a single value of 𝑣 to give a convection profile that is 0 on

axis and grows linearly with the radius; while this choice makes inferences fast and simple, it

does not offer a level of detail that may be useful for transport model validation. In order to

infer radially-detailed profiles, we make use of splines for both 𝐷 and 𝑣 at a variable number

of knots; the exact number is determined via model selection in each case by comparing

the Bayesian log-evidence to other spline complexities. An additional Gaussian feature is

included in the pedestal region of the 𝑣 profile, with free amplitude, width and location

being freely varied within chosen priors. This allows for an effective reduction of model

complexity when trying to make inferences with a limited number of free parameters, based

on the physical expectation that radially sharp features may be present in the 𝑣 pedestal.

In the next section, we present Aurora, a software package that was developed as part of

this thesis work to offer a modern forward model of particle transport for research on both

Alcator C-Mod and DIII-D. The following sections then address a number of other aspects

of forward modeling that significantly improve likelihood modeling with respect to previous

work on inferences of particle transport.

5.3.1 The Aurora package

Bayesian inferences via nested sampling are significantly more rigorous and complete than

more traditional methods involving non-linear optimizers, but they also typically require

many more iterations. For this reason, using previous computational packages for particle

transport as a forward model was found to be unfeasible. Among these, the STRAHL [195]

and MIST [196] codes have a history of being used for Alcator C-Mod and DIII-D analysis.

Others, including SANCO [197] and ITC [91] , have found applications in numerous works

over the past decades, with widespread adoption beyond the research groups of the original

developers. None of these packages appeared to be appropriate for the purpose of iterating

during Bayesian inferences for the following (non-exhaustive) set of reasons:

∙ They are generally hard to adapt to high performance computing due to their need to

repeatedly access a hard disk for input/output files;

∙ Limited interaction of users with the source code makes it difficult to assess atomic

data and spectroscopic predictions;
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∙ Modification of the code to explore new algorithms or physical effects can be

challenging.

Over the course of this thesis, a new package was developed to offer a modern alternative

to these tools. The result of this effort has been named Aurora [186] and has evolved into a

toolbox for particle transport, neutrals and radiation modeling. Its initial development was

based on the STRAHL code [195], against which Aurora has been fully benchmarked.

Aurora is well integrated with Python tools originally developed within the One Modeling

Framework for Integrated Tasks [198] (OMFIT) and recently released for independent

installation. This allows Aurora to leverage a wide community effort to generalize common

analysis routines and access data from multiple devices. For example, reading of files in

standardized formats, e.g. from EFIT [166] or GACODE routines, is easily accomplished,

permitting non-trivial manipulations of experimental data without the need for detailed

expertise. Integration of Aurora within integrated modeling frameworks is made particularly

straightforward by its simple installation procedures, multi-language interfaces and device-

agnostic implementation. Aurora is an entirely open source project, hosted on GitHub and

welcoming contributions from users with a range of interests. Documentation is available at

https://aurora-fusion.readthedocs.io.

Aurora’s forward model couples transport and atomic processes by solving continuity

equations for each charge state over time and a 1D radial coordinate. Fig. 5-2 illustrates

the main categories of inputs and outputs of the code, whose objective is to provide charge

state densities (𝑛𝑧), emissivities (𝜖𝑧) and radiated power components (𝐿𝑧) as a function of

radial location, time and charge (𝑍).

Starting from an initial condition (an impurity neutral source from a LBO injection, a

gas puff, a pellet, etc.), Aurora can automatically retrieve from the internet, load and process

atomic rates, typically from the Atomic Data and Analysis Structure (ADAS) database [114].

It can work with magnetic geometries from EFIT [166] files and interact with machine

databases via the MDS+ data acquisition system [199]. Plasma profiles (𝑛𝑒, 𝑇𝑒, 𝑇𝑖) can be

set arbitrarily or loaded from files of several standardized formats. Background (D) neutral

densities, shown in Chapter 6 to be extremely important for the interpretation of particle

transport in the edge, can be given as a free input based on spectroscopic analysis (e.g. the

D Ly𝛼 data discussed in Chapter 6) or taken from Aurora interfaces with external neutral

modeling suites such as KN1D [200], FIDASIM [201, 202] or SOLPS-ITER/EIRENE [203,
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Figure 5-2: Overview of Aurora’s 1.5D ion transport forward model. All inputs can be
obtained either from experimental data or modeling, except for atomic rates (normally from
ADAS) and transport coefficients (either from a theoretical transport model or considered
“free parameters”). Aurora can calculate charge state densities (𝑛𝑧), emissivities (𝜖𝑧) and
radiated power components (𝐿𝑧). Figure adapted from Ref. [186].

204, 205]. A small set of parameters is also needed as input to Aurora’s simple Scrape-Off

Layer (SOL) 0D model, which allows basic considerations on wall and divertor recycling.

Fig. 5-2 highlights that 𝐷 and 𝑣 are inputs, rather than outputs, to Aurora’s forward

model of ion transport. Since in this work we are interested in inferring 𝐷 and 𝑣 profiles from

experimental data, one must therefore iterate over these 𝐷 and 𝑣 inputs until the output

of Aurora matches observations. 𝐷 and 𝑣 can be provided as functions of time, space and

charge state (i.e. Z value). Typically, it is hard to determine what Z dependence should

be assigned to transport coefficients, but in some cases this capability can enable validation

efforts, e.g. to test the predictions of neoclassical transport in the pedestal region [155].

It is also possible to provide transport coefficients for each charge state as obtained via a

neoclassical and/or turbulent transport code.

Currently Aurora solves coupled continuity equations for all charge states using

by default a first-order, vertex-centered, finite-volume scheme recently developed by

Linder [206]. This offers particle conservation and better numerical stability with respect

to finite-difference schemes in the presence of large convection, as in pedestal regions of

tokamaks. The scheme uses adaptive upwinding for the spatial discretization of the advective

106



terms based on local evaluations of the parameter

𝐾𝑖 = max (0, 1− 2/ |𝜇𝑖|) · sgn (𝜇𝑖) , (5.8)

where 𝜇𝑖 = |𝑣 (𝑟𝑖)|∆𝑟𝑖/𝐷 (𝑟𝑖) is the local Péclet number. In the limit of 𝜇𝑖 → 0 (𝐾𝑖 = 0,

diffusion-dominated case) a purely central scheme is used, while for 𝜇𝑖 → ∞ (𝐾𝑖 = 1,

advection-dominated case) pure upwinding is adopted.

The temporal discretization is performed using the 𝜃-method, equally weighing

contributions from densities at the previous time step and the new time step (i.e. 𝜃 = 1/2).

Ionization and recombination rates are set to act on each charge state using the Lackner

method [207], which considers ionization and recombination in two half steps. In the first half

step, the ionization term is computed using the density at the new time step (implicitly) and

recombination with the density at the previous time step (explicitly); in the second half step,

ionization is computed at the previous time step and recombination at the new time step.

This method is unconditionally stable and allows one to use the fast Thomas algorithm to

solve the resulting tri-diagonal system of equations for the charge states. Readers are referred

to Refs. [206] and [207] for details on the numerical scheme. Additionally, as proposed by

Linder [206], Aurora can evolve the neutral stage in the same way as ionized stages, even

though the specification of transport coefficients for neutrals is not trivial. Alternatively,

users can choose not to evolve neutrals, in which case recombination for the first ionized

stage is artificially set to zero to prevent particle losses.

The 1st order finite differences scheme described in the STRAHL manual [195] has also

been implemented in Aurora to benchmark routines against a more established code. Such

benchmarks have proven to be perfectly satisfied when using identical modeling choices to

those available in STRAHL.

Aurora also allows the use of superstages as a way to reduce computational complexity

by effectively “bundling” charge states together. The technique used in Aurora is analogous

to one explored in past JET [197, 208, 209] and ITER [210] modeling. The Aurora

implementation has been developed with a focus on simplicity and flexibility, avoiding the

need for additional ADAS files to be created since all required adaptations are handled

internally. To the author’s knowledge, this is significantly simpler and more flexible than

methods applied in any other particle transport code. More details on superstaging are
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given in Appendix A.

In concluding this section, we summarize and highlight key advantages of the Aurora

1.5D forward model with respect to pre-existing codes:

∙ In iterative frameworks, Aurora can be more than 10× faster.

∙ The current forward model algorithm gives better particle conservation at large 𝑣/𝐷

with respect to finite-difference schemes, even with half as many grid points.

∙ Interfacing with other modeling frameworks is made easier via dedicated modules and

OMFIT tools.

∙ The superstaging method (Appendix A) offers additional speed improvements and a

simple test bed for atomic physics in edge transport codes.

Aurora is a fundamental toolbox for most of the work presented in this thesis, including

the analysis and modeling of neutral particles in Chapter 6. Its interfaces to ADAS data

make it a valuable package for simulations of impurity transport, as well as for experimental

plasma spectroscopy. The forward models used for the Bayesian inferences of particle

transport presented in Chapters 7 and 8 are fundamentally based on Aurora.

5.3.2 Treatment of the Plasma Background

Impurity transport inferences in previous Alcator C-Mod work [26, 27] “averaged” over

sawteeth (Section 2.5), effectively ignoring the observed time-dependent behavior of the

plasma background. This caused inferred transport coefficients to “compensate” for the

lack of MHD effects in simulations, making their values near the magnetic axis not easily

interpretable. However, since validation efforts were focused at midradius, rather than

near the axis, this was argued to be of negligible importance. This is indeed the case for

the L-mode discharge analyzed in these works and revisited in Chapter 7 of this thesis.

However, averaging over sawteeth is not appropriate for high-performance discharges where

these MHD processes can have a much larger impact on particle and heat transport. In

this thesis, time-dependent kinetic profiles are always used to appropriately capture the

modulation of on-axis 𝑇𝑒 as a result of MHD activity. Experimental observations on Alcator

C-Mod [211] have suggested that sawteeth are unlikely to affect 𝑇𝑖 and 𝑛𝑒 as much as 𝑇𝑒.2

2Electron density profiles are typically quite flat in C-Mod’s high collisionality profiles, hence making the
eventual impact of sawtooth flattening less significant.
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Based on the relaxation times of Fig. 3-1, which are 1-10 ms for most ion species at typical

core temperatures, one would expect SXR brightness to only reflect 𝑇𝑒 crashes on a ms

time scale. However, measurements show a very rapid response (≪ 1 ms), suggesting

that variations of SXR brightness after sawteeth must be mainly caused by the radial

redistribution of individual impurity charge states. Therefore, the effect of sawteeth on

impurities must be imposed as an additional process to the diffusive-convective transport.

For this purpose, a phenomenological model of particle redistribution following sawtooth

crashes has been implemented in Aurora, analogously to the one used in STRAHL. Both

are based on experimental observations on Alcator C [63, 62], where charge state density

profiles were observed to flatten inside of the sawtooth mixing radius. Aurora models this

behavior using complementary error functions with

𝑛𝑧(𝑟)←
�̄�𝑧
2

erfc
(︂
𝑟 − 𝑟mix

𝑤

)︂
+
𝑛𝑧(𝑟)

2
erfc
(︂
𝑟mix − 𝑟

𝑤

)︂
, (5.9)

where the left-pointing arrow shows how 𝑛𝑧(𝑟) changes across the crash. Here, 𝑛𝑧 is the

charge state density, �̄�𝑧 is its average evaluated between the magnetic axis and the mixing

radius, 𝑟mix, and 𝑤 ≈ 1 cm is a “crash region width”, which sets the spatial smoothness of

the sawtooth crash. Such smoothness permits one to avoid the particularly small time steps

that would otherwise be necessary to maintain particle conservation following sharp crashes.

In the presence of fast changes to background kinetic profiles, it is also important to

account for the finite signal integration over time of each spectroscopic diagnostic. This is

also crucial if the diagnostic time resolution is of the same order as the rise time following

a LBO injection, as it is the case for most spectrally-resolved measurements used in this

thesis. On Alcator C-Mod, we also allow for a free parameter to account for uncertainties

in the triggering time of detector modules.

We conclude this section by remarking the importance of including background D neutral

profiles for the evaluation of total recombination rates of impurity ions. This is discussed in

detail in Chapter 6, where background neutrals are shown to have a strong impact on charge

state balance via the effect of charge exchange. It is extremely important to account for this

in the pedestal of any current fusion device, but also in the core of low density discharges,

for example in DIII-D L-mode scenarios. To the author’s knowledge, work in this thesis has

been the first to ever include the effect of charge exchange in impurity transport inferences.
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5.3.3 Automatic Rescaling of Synthetic Signals

Previous work by Chilenski suggested including rescaling factors for synthetic signals as free

parameters in order to account for the lack (or imperfection) of the absolute calibration

of real experimental data. In this scheme, one free parameter would be needed for each

diagnostic signal whose amplitude should be independently rescaled, i.e. not be considered

relative to other signals. Here, we show a simpler solution to this normalization problem by

applying an analytic scale factor 𝛼 to each set of synthetic signals that should be rescaled

with respect to each other. Our objective is to minimize the 𝜒2 metric between the real

signal and a synthetic signal, i.e.

min
𝛼∈R

∑︁
𝑖

(︂
𝑦𝑖 − 𝛼𝑦𝑖
𝜎𝑦𝑖

)︂2

. (5.10)

This can be solved analytically in a few steps, first setting the partial first derivative of the

summation with respect to 𝛼 to 0:

𝜕

𝜕𝛼

∑︁
𝑖

(︂
𝑦 − 𝛼𝑦𝑖
𝜎𝑦𝑖

)︂2

= 0 =⇒
∑︁
𝑖

(︂
𝑦𝑖 − 𝛼𝑦𝑖
𝜎𝑦𝑖

)︂(︂
− 𝑦𝑖
𝜎𝑦𝑖

)︂
= 0 =⇒

∑︁
𝑖

−𝑦𝑖𝑦𝑖 + 𝛼𝑦2𝑖
𝜎2𝑦𝑖

= 0

∴ 𝛼 =
∑︁
𝑖

(︂
𝑦𝑖𝑦𝑖
𝜎2𝑦𝑖

)︂⧸︂∑︁
𝑖

(︂
𝑦𝑖
𝜎𝑦𝑖

)︂2

(5.11)

In these expressions, the summation over index 𝑖 covers all the data points that should be

rescaled together. Applying Eq. 5.11 to these synthetic data points achieves the objective

of Eq. 5.10 with minimal computational cost, as opposed to the use of free parameters for

each diagnostic. The two approaches are not strictly equivalent: the least-squares approach

effectively reduces a high-dimensional inference to a lower-dimensionality one, plus a fast

optimization within a subset of the parameter space. Nonetheless, application of Eq. 5.11

appears justified in our case in order to make inferences more computationally manageable

and reduce chances of multimodality.
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5.4 Prior Distributions

As discussed in Section 5.2, nested sampling is an inherently Bayesian method. The

use of priors, on top of likelihoods, allows one to provide valuable information to the

algorithm and avoid unphysical regions. On the other hand, it also demands care to avoid

inappropriate bias. We adopt the philosophy that all information available to us and not

already encapsulated in the likelihood should be carefully put to use via priors. Our choices

are described in this section.

Typically, applications of Bayesian inference make use of independent priors for each

dimension, so that the total prior is the product of the distributions for each free parameter:

𝜋(𝜃) =
∏︁
𝑖

𝜋𝑖 (𝜃𝑖) (5.12)

In order to work in a “whitened” space of prior samples, one can use a unit hypercube

and inverse cumulative distribution functions (CDFs), which for a general 1-dimensional

distribution 𝑓(𝜃) are defined as

𝐹 (𝜃) =

∫︁ 𝜃

−∞
𝑓(𝜃′)𝑑𝜃′ (5.13)

The inverse of the CDF function 𝐹 (𝜃) is well defined for some of the most common prior

distributions (e.g. uniform or Gaussian). This allows uniform random variables 𝑥 ∼ 𝑈(0, 1)

to be easily mapped to samples from arbitrary distributions, if we know their inverse CDFs.

This is commonly referred to as inverse transform sampling.

Independent priors (Eq. 5.12) offer simplicity, but cannot encapsulate relations between

free parameters. In Sections 5.4.1 and 5.4.2 we describe two cases of “correlated” priors

applied in this research.

Whenever possible, we avoid the use of uniform priors over a parameter value. These

would imply that we have no indication of what is the most likely region of parameter

space where true physical solutions lie - something that is typically not true. For example,

we apply a Gaussian prior, rather than a uniform one, over the sawtooth inversion radius,

estimated with ∼ 1 cm spatial accuracy via ECE or SXR diagnostics on both Alcator C-

Mod and DIII-D. Adopting a uniform prior over 𝐷 would also be a mistake, given that

we are interested in exploring diffusion that may go from neoclassical expectations near
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the magnetic axis (of the order of 10−2 m2/s) to much larger values, possibly approaching

100 m2/s at mid-radius, where turbulent transport is dominant. Uninformative sampling in

this case requires one to apply uniform sampling to log(𝐷); in the Bayesian literature, this

is referred to as a Jeffreys prior [212, 213].

Assuming that neoclassical and turbulent processes act in such a way as to eliminate

fine structure from radial profiles, we expect 𝐷 and 𝑣 profiles to vary smoothly as a function

of radius. In order to encapsulate this expectation into our priors, we have explored the

use of Gaussian copulae, through which we set correlations between the sampled values

of 𝐷 and 𝑣 (separately) at adjacent spline knots. A Gaussian copula “couples” different

sampled parameters, �⃗� = [𝑢1, 𝑢2, . . . , 𝑢𝑑], from a 𝑑-dimensional unit hypercube, thus making

it impossible to separate priors as in Eq. 5.12. Gaussian copulae are defined by the expression

𝐶𝐺𝑎𝑢𝑠𝑠𝑅 (�⃗�) := Φ𝑅

(︀
Φ−1(𝑢1), . . . ,Φ

−1(𝑢𝑑)
)︀

(5.14)

where 𝑅 is a correlation matrix, Φ𝑅 is the joint cumulative distribution function of a

multivariate normal distribution with zero mean vector and covariance matrix 𝑅, and

Φ−1 is the inverse cumulative distribution function of a standard normal. The result of

the transformations in Eq. 5.14, 𝐶𝐺𝑎𝑢𝑠𝑠𝑅 (�⃗�), is a set of parameters that are individually

(i.e. marginally) uniformly distributed, but not jointly uniformly distributed in the unit

hypercube. Rather, they present correlations indicated by the correlation matrix 𝑅. We

choose 𝑅 to be tridiagonal, with diagonal values of 1.0 and off-diagonal entries of 0.5. This

makes our expectation of “smoothness” in 𝐷 and 𝑣 profiles more explicit without necessarily

forcing personal bias on the posterior [214]. In practice, we have found the use of copulae for

our problem not to be very impactful. Options to also impose maximum gradients within

the radial profiles of transport coefficients were also tested, but they were found to lack the

generality needed to investigate impurity transport across devices, since sharp variations in

𝐷 and 𝑣 are indeed possible in some circumstances (e.g. when localized electron cyclotron

heating is applied).

In early work leading up to publication of Ref. [155], we chose to apply prior constraints

over {𝐷, 𝑣/𝐷} rather than {𝐷, 𝑣} since 𝑣/𝐷 is related to density peaking and is unlikely

to take very large values; on the other hand, 𝑣 may vary widely so long as a physical 𝑣/𝐷 is

maintained. More recently, the technique described in Section 5.4.2 has offered an elegant
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solution to constrain 𝐷, 𝑣 and 𝑣/𝐷 simultaneously.

In devices with direct impurity density measurements (e.g. via CER), values of 𝑣/𝐷 may

be strongly constrained. However, on C-Mod only line-integrated brightness is available and

this appears to constrain 𝐷 more strongly than 𝑣/𝐷. Typically, sampling of 𝑣/𝐷 ∼ 𝒩 (0, 3)

[m−1] is appropriate. By this notation, we mean that 𝑣/𝐷 is taken to be distributed as a

normal distribution of mean 0 and standard deviation 3 m−1. This allows enough freedom

to explore positive and negative peaking within a range that spans measurements on other

devices [215, 88, 216, 92] and encompassing observed values of 1/𝐿𝑛𝑒 ∼ 1 m−1 at midradius in

all the discharges analyzed in this work. Near-axis, we allow significantly more variation with

𝑣/𝐷 ∼ 𝒩 (0, 10), since neoclassical transport in this region could lead to much greater profile

peaking (large 𝑣/𝐷). In the pedestal, where we have only weak experimental constraints

but large inward convection may be expected, we set weak priors on the Gaussian pinch

amplitude (∼ 𝒩 (−100, 50)) and its width (∼ 𝒩 (0.03, 0.03), in 𝑟/𝑎 units).3 For C-Mod,

we also impose that a “non-negligible” fraction of LBO-injected particles should enter the

confined plasma in Aurora simulations. Previous work (e.g. Ref. [144]) reported LBO

penetration fractions greater than 5-10%, suggesting that one may conservatively set a

minimum penetration fraction of 1-2%. This simple condition typically appears to limit

the range of physically reasonable transport coefficients at the LCFS to 𝐷 . 5 m2/s

and 𝑣 . −50 m/s. Note that this explicit constraint on particle penetration fractions is

not necessary on DIII-D, since the absolute calibration of the CER diagnostic sufficiently

constraints particle penetration, preventing sampling of unphysical edge parameters that

would result in too many particles leaving the Aurora simulation domain too rapidly.

Finally, in the absence of more detailed knowledge, time base synchronization of

experimental signals, being determined by random triggering events in each detector, is

set via uniform priors with appropriate bounds for each detector.

5.4.1 Free spline knots

Previous research on impurity transport inferences on Alcator C-Mod [27] demonstrated

issues with the identifiability of free spline knots when these are all allowed to be free

within the radial range of simulations. This can be understood as knots not having an
3Truncated normal priors are used when appropriate to prevent sampling of unphysical parameters, e.g.

negative radial “widths”.
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individual “identity” due to the operation of sorting them based on their radial location

after the original sampling. In other words, since two knots can effectively swap places with

no practical difference, they are not “identifiable”, leading to complications in learning the

posterior landscape.

In this thesis, this problem has been addressed in a number of ways. The simplest

solution is to set knots to be free within some restricted bounds. For example, one may

initially set knots to be equally separated within the grid, and then allow their location to

vary near their initial location, maintaining a minimal distance between them to ensure that

extreme gradients cannot be sampled. This gives some flexibility to knot locations, but does

not achieve the complete freedom that one may desire.

An alternative, more elegant and flexible method is to “force” identifiability by remapping

unit hypercube samples for spline knot locations in such a way as to always retain their

numerical order. Following Handley [217], we define a uniform prior in the hyper-triangle

defined by 𝜃𝑚𝑖𝑛 < 𝜃1 < · · · < 𝜃𝑛 < 𝜃𝑚𝑎𝑥 with

𝜋(𝜃) =

⎧⎨⎩ 1
𝑛!(𝜃max−𝜃min)

𝑛 for 𝜃min < 𝜃1 < · · · < 𝜃𝑛 < 𝜃max

0 otherwise.
(5.15)

This leads to CDFs of the form

𝐹𝑖 (𝜃𝑖 | 𝜃𝑖−1, . . . , 𝜃0) =

(︂
𝜃𝑖 − 𝜃𝑖−1

𝜃max − 𝜃𝑖−1

)︂𝑛−𝑖+1

. (5.16)

Each value of the CDF, 𝑥𝑖 ≡ 𝐹𝑖 (𝜃𝑖 | 𝜃𝑖−1, . . . , 𝜃0), can be taken to correspond to a unit

hypercube sample. By inverting this relationship, we can map unit hypercube samples {𝑥𝑖}
to parameter samples {𝜃𝑖}. A simple re-arrangement of Eq. 5.16 gives

𝜃𝑖 = 𝜃𝑖−1 + (𝜃max − 𝜃𝑖−1) 𝑥
1/(𝑛−𝑖+1)
𝑖 (5.17)

Eq. 5.17 offers the mapping between unit hypercube samples and sorted uniformly-

distributed spline knots between 𝜃𝑚𝑖𝑛 and 𝜃𝑚𝑎𝑥 as given by Handley et al [217]. One can

clearly notice the similarity of Eq. 5.17 with the equivalent linear remapping for a simple

1-dimensional uniform prior

𝜃𝑖 = 𝜃𝑖−1 + (𝜃max − 𝜃𝑖−1) 𝑥𝑖. (5.18)
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For our application to transport inferences, we are interested in finding a distribution for

free knots between the magnetic axis at 𝜌 = 0 and the end of our radial grid at 𝜌 = 𝜌max.

However, it is necessary to ensure that knots are not sampled too close to each other, since

this can lead to large gradients in transport coefficients and resulting numerical instability.

We therefore wish to impose a minimum distance, ∆𝜌, between sampled knots. This can

be achieved in multiple ways. We have found it convenient and effective to simply limit the

value of 𝜃max to be 𝜌max −∆𝜌 × (𝑛 − 1), where 𝑛 is the number of free knots, rather than

setting 𝜃max = 𝜌max. Every knot sampled via Eq. 5.17 is then shifted by ∆𝜌 × 𝑖, where 𝑖

is the ordered index of each knot within the sampled set. In other words, we first sample

knots within a reduced radial range {0, 𝜌max −∆𝜌× (𝑛− 1)} and then shift each knot by a

distance that is sufficient to enforce ∆𝜌 between each knot.

5.4.2 Physically-correlated 𝐷-𝑣-𝑣/𝐷 priors

When sampling free spline values for𝐷 and 𝑣 parameters, one must ensure not only that such

parameters are physically reasonable, but their ratio, 𝑣/𝐷, is physical too. This is important

because 𝑣/𝐷 is a physically meaningful quantity, indicative of impurity profile peaking in

the absence of particle sources and sinks, and therefore we must exclude the possibility of

our forward model exploring unreasonable parameter space. For example, if one were to

sample 𝐷 and 𝑣 values of 0.1 m2/s and 10 m/s, respectively, both individually reasonable

parameters, the 𝑣/𝐷 ratio would be 100 m−1, which is not itself physical. Clearly, sampling

of reasonable 𝐷 and 𝑣 values may be achieved by tuning hyper-parameters of each individual

prior, but constraining the ratio of two fully independent priors is not possible. Correlations

between priors must be introduced. The same issue occurs regardless of whether one chooses

to sample the {𝐷, 𝑣} pair, the {𝐷, 𝑣/𝐷} one, or {𝑣/𝐷, 𝑣}, since the same two degrees of

freedom are effectively used in sampling.

In this thesis, we developed a simple, yet effective method to overcome this difficulty.

Rather than sampling any of the parameter pairs listed above, we sample two abstract

coordinates in a polar plane. We interpret one of these to correspond to the tangent of an

angle, tan
(︁

Θ̃
)︁
, and the second to a radial coordinate, 𝑟. The tan

(︁
Θ̃
)︁

variable is taken to

be distributed according to an arbitrary prior distribution for the product 𝜒 · 𝑣/𝐷, which

we denote by 𝒫𝜒𝑣/𝐷. Here, 𝜒 is a parameter that allows for scale separation of 𝐷 and 𝑣

priors. We sample a value of 𝑟 according to a chosen distribution 𝒫𝑟. The 𝑟 and Θ̃ samples
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Figure 5-3: Physical sampling of diffusion (𝐷), convection (𝑣) and their ratio (𝑣/𝐷) for the
case of 𝜒 = 1, 𝒫𝜒𝑣/𝐷 = 𝒩 (0, 5) and 𝒫𝑟 = 𝒩 (0, 10).

can then be simply combined to give

𝐷 = 𝑟 cos
(︁

Θ̃
)︁

𝑣 = 𝑟 sin
(︁

Θ̃
)︁
/𝜒 (5.19)

This scheme can be interpreted geometrically as follows: we use one degree of freedom to

sample the ratio of 𝜒𝑣 and 𝐷 (represented by the tan
(︁

Θ̃
)︁

variable) and another degree

of freedom to sample the value of 𝑟 =
√︀
|𝜒𝑣|2 +𝐷2. Eq. 5.19 then projects the 𝑟 radial

distance onto the 𝑣 and 𝐷 dimensions. The parameter 𝜒 allows one to set different scales
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for 𝐷 and 𝑣 while still sampling their 𝑟 amplitude from the same distribution. A value

of 𝜒 < 1 would indicate that sampling of the magnitude of 𝑣 must be allowed to explore

large values. Fig. 5-3 offers a visual representation of this sampling scheme for the case of

𝜒 = 1, 𝒫𝜒𝑣/𝐷 = 𝒩 (0, 5) and 𝒫𝑟 = 𝒩 (0, 10). These corner plots clearly show that the scheme

effectively prevents sampling of unphysical values, trading prior freedom in 𝐷 and 𝑣 so as

to maintain a reasonable 𝑣/𝐷. One trade-off is that 𝐷 and 𝑣 amplitudes must use the same

prior distribution. This is partly a limitation for 𝐷, because a rigorous Jeffreys’ prior for 𝐷

may be more appropriately set as a log-uniform distribution. However, this is a relatively

arbitrary choice in our case, and the practical difference is expected to be always negligible

in realistic inferences. All inferences presented in this work, for both Alcator C-Mod and

DIII-D, used this technique, setting 𝜒 = 1/3.

5.4.3 Combination of Constraints from Multiple Diagnostics

Given multiple instruments that provide partial constraints on the same quantities (in our

case, particle transport coefficients), their combination is not trivial. One may choose to

simply add the likelihood from each, or to assign a larger weight to one or another diagnostic

– none of these choices is inherently more rigorous than the others if these measurements

are completely independent. Therefore, one may want to let the data dictate which choice

is most appropriate.

Inspired by the astrophysical literature (e.g. Refs. [188, 218, 219, 220]), we adopt a

Gaussian likelihood over measurement errors and reconsider the common practice [102, 88]

of weighing 𝜒2 from different diagnostics with fixed factors as

𝜒2 =
∑︁
𝑘

𝛼𝑘𝜒
2
𝑘 (5.20)

where 𝑘 is an index identifying an experimental signal to be matched. The 𝛼𝑘 weight

is unknown, and commonly fixed by an experimentalist to match expectations on which

signal matching should be prioritized. We consider this in a Bayesian light and look for an

appropriate prior over 𝛼𝑘. By a maximum-entropy argument (see Appendix C for details),

one may find that an appropriate prior with unit expectation is the exponential 𝑃 (𝛼𝑘) =

exp(−𝛼𝑘). In practice, it is often preferable to limit the prior to have a finite width, in order

to avoid unreasonable values. For the problem of inferring diagnostic weights, one must
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also ensure that values are always positive. While no analytic solution to this constrained

entropy maximization is available [219], the gamma distribution (of which the exponential is

a special case) generally fulfills our objectives, while not strictly being a solution to the above

problem. As with the exponential prior, we are able to integrate a Gaussian likelihood over

a gamma prior for 𝛼𝑘 analytically (see Appendix C). This allows us to effectively substitute

the simple 𝜒2 metric with

ln𝑃 (𝐷|𝜃) =
∑︁
𝑘=1

[︂
ln Γ

(︁𝑛𝑘
2

+ 𝜈
)︁
−
(︁𝑛𝑘

2
+ 𝜈
)︁

ln

(︂
𝜒2
𝑘

2
+ 𝜈

)︂
− ln Γ(𝜈) + 𝜈 ln 𝜈

]︂
. (5.21)

where we defined 𝜈 := 𝑎 = 1/𝑏 to fix the gamma prior mean ⟨𝛼𝑘⟩ = 1 and we dropped

constant factors that do not depend on the inference parameters. This likelihood is analogous

to the typical 𝜒2 one, but sums over diagnostic weights that follow a gamma probability

distribution with 𝜈 := 𝑎 = 1/𝑏. By setting 𝜈 to different values, we allow 𝛼𝑘 to be more

or less free to weigh diagnostics differently. Appendix C shows some possible choices of

𝜈 that we considered. Note that there is one value of 𝛼𝑘 for each diagnostic 𝑘, but since

we analytically marginalized the likelihood over the 𝛼𝑘 prior there is no direct sampling of

𝛼𝑘 to be done: inclusion of these parameters in an inference does not incur any new free

parameters (and thus adds no additional computational cost).

By assigning a prior to the “weight factors”, we allow our algorithm to infer appropriate

values based on observed under-estimation of uncertainties, inaccuracies of atomic data,

correlated signals, and other uncontrollable issues. This shifts the balance from our prior

expectations (personal bias) on appropriate diagnostic weights to the likelihood, empowering

the data to determine the best weighing between diagnostics. Of course, corrupted data from

one instrument can drive this method to unreasonable results, since the algorithm cannot

possibly determine which signal is wrong unless it is a clear outlier from a large set of

measurements. This technique must therefore be used with care and is by no means a

panacea for the problem of weighing multiple measurements. Alternative options based on

effective sample sizes for each instrument, computed from time series correlations in the

data, were also explored. Generally, diagnostic weights based on this concept were found to

be difficult to apply in a fully-Bayesian inference framework. On the other hand, a simple

rescaling of the likelihood contribution from each diagnostic based on its number of data

points was found to give a useful, albeit not rigorous, method to avoid biasing inferences
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towards matching one instrument more than another. When working with diagnostics

with widely different numbers of data points, this fixed rescaling was combined with the

analytically-marginalized exponential prior or the gamma prior of Eq. 5.21, which provide

some degree of freedom based on observed data.

5.5 On The Use of Manufactured Solutions

Previous work by Chilenski [184] examined the problem of inferring impurity transport

coefficients using synthetic data, i.e. signals that were first created via a single run of the

forward model with a chosen set of parameters. This is sometimes referred to as the method

of manufactured solutions. Here, we wish to briefly comment on the value and limitations

of this during the development of an experimental inference framework.

Undoubtedly, it is important to test an inference framework using synthetic data, as

a way to verify the integrity and correctness of the code. This may also be a valuable

approach to examine systematic issues with a given problem, e.g. to identify what size of

uncertainties may be affordable in experimental data before inferences stop being effective.

Synthetic data may also be helpful during the development of a framework to avoid bias

towards specific data sets that will later be analyzed.

In a realistic setting, experimental data will necessarily deviate from the expectations

of a synthetic data set. Typically, such deviations make the experimental analysis

significantly more challenging. While significant emphasis must be put on the realistic

size of uncertainties, as well as their appropriate characterization, the concept of model

inadequacy is often of critical importance. Attempting to estimate parameters for a model

that cannot accurately represent the observed physics can bias an inference task and

make results harder to interpret. The inclusion of time-dependent background, sawtooth

modeling, free knots, and charge exchange of impurities with background neutrals constitute

significant improvements with respect to previous work. In the next chapter, we shall

examine measurements and modeling of neutral dynamics in both Alcator C-Mod and DIII-

D. Predictions of neutral densities will later provide the basis to assess the impact of charge

exchange on particle transport inferences, presented in Chapters 7 and 8.
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6

Neutral Particle Studies

This chapter discusses atomic deuterium (D) neutral measurements and modeling. Data from

a D Ly𝛼 midplane diagnostic on Alcator C-Mod are shown to be in good agreement with the

state-of-the-art SOLPS-ITER model. A database of Ly𝛼 signals is used to create empirical

scaling laws for neutral density and penetration depth into the pedestal. We demonstrate how

estimations of deuterium cross-field flux inferred from Ly𝛼 data on C-Mod can form the basis

for robust studies of pedestal particle transport. Finally, we illustrate how typical neutral

densities, both from the edge and neutral beam injection, affect impurity charge state balance

via charge exchange for both C-Mod and DIII-D.

6.1 Introduction

Charge eXchange (CX) is known to be of great importance in the scrape-off-layer and

divertor regions, but is usually ignored for core and pedestal studies. In this chapter, we

assess this approximation, considering both thermal and fast neutrals on Alcator C-Mod and

DIII-D. The label “thermal” is used to describe particles that have a Maxwellian distribution,

although they may not be in equilibrium with respect to the background plasma. This is

the case for neutrals in the plasma edge. Another population of neutrals is present whenever

Neutral Beam Injection (NBI) is used to heat and/or drive current in a tokamak discharge.

While NBI operation was rare and only used for diagnostic purposes on Alcator C-Mod,

neutral beams are active in most DIII-D discharges, where the lower plasma density allows

better penetration. Since NBI neutrals are injected at energies near 75 keV, i.e. much

higher than the background temperatures, these particles are referred to as “fast”. However,
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Figure 6-1: H rates of (a) ionization, (b) recombination, and Ly𝛼 photon emissivity
coefficients for (c) ionization-driven and (d) recombination-driven processes.

neutrals that arise from multiple generations of CX reactions starting from the fast NBI

neutrals, commonly labelled “halos”, are at the same temperature as the plasma background

from which they originate and are therefore also taken to be thermal. In this chapter,

experimental measurements and modeling of neutral populations, as well as their interactions

with impurity ions, will be discussed in depth. All the analysis discussed in this chapter

makes use of Aurora, either to process the appropriate atomic rates or to post-process results

from other codes (SOLPS-ITER and FIDASIM).

Fig. 6-1 shows effective (a) ionization (𝑆) and (b) recombination (𝑅) ADAS [114] rates

of H, also applicable to D and T isotopes, as a function of electron temperature for multiple

electron densities1. The dependence on electron density is approximately linear. On the
1𝑅 here includes both radiative and dielectronic recombination contributions. Throughout this thesis,

we denote the total recombination, including charge exchange, as 𝛼.
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other hand, the peaking of 𝑆 near 100 eV has important consequences: there is very little

variation in ionization rate as neutrals penetrate further than the last closed flux surface

(LCFS), which typically has 𝑇𝑒 ≈ 75 eV on both C-Mod and DIII-D. Balancing ionization

and recombination, one finds that the fractional abundance of the neutral H stage over

the proton density is typically higher than ∼ 10−8 even in the core plasma of existing

tokamaks. The lower panels of Fig. 6-1 show the photon emissivity coefficients (PECs) from

(a) excitation- and (b) recombination-driven processes for the H Ly𝛼 (𝑛 = 2→ 1) transition.

The former of these is most significant, and, similarly to 𝑆, it peaks near 100 eV. These

coefficients are central to the analysis of Ly𝛼 brightness discussed in Sections 6.2 and 6.3.

In this chapter, we present analysis of experimental D Ly𝛼 data from the Alcator C-Mod

edge midplane, compare results to the state-of-the-art models for neutral dynamics, and

broadly consider the impact of CX between impurity ions and background neutrals. We

examine thermal neutrals in the Scrape-Off Layer (SOL) and near the edge of the confined

plasma, as well as in the core via modeling of Neutral Beam Injection (NBI). For clarity,

we use the symbol 𝑛𝑛 to denote atomic neutral densities of deuterium (or, more generally,

hydrogen isotopes) and 𝑛0 to denote the neutral stage of any other ion. In the next section,

we present a validation effort to compare Ly𝛼 experimental measurements from the edge

midplane on Alcator C-Mod with the comprehensive EIRENE [203] Monte Carlo neutral

model within SOLPS-ITER [205, 204].

6.2 Comparison of D Neutral Measurements and SOLPS-

ITER Predictions with EIRENE

The Alcator C-Mod D Ly𝛼 data discussed here are from one L-mode, one Enhanced D-Alpha

(EDA) H-mode and one I-mode discharge that have very similar engineering and physics

parameters to those of discharges that will be later discussed in the context of impurity

transport in Chapter 7.

Electron density, 𝑛𝑒, and temperature, 𝑇𝑒, in the pedestal and SOL region have

been measured via Thomson Scattering [221, 222], complemented by Electron Cyclotron

Emission [158] 𝑇𝑒 data further into the core. To ensure reliable profile fitting across the

LCFS, we make use of a parametric function that closely resembles the one originally

introduced by Groebner and Carlstrom [223] and adopted by a large number of previous
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pedestal studies. This can be written as

𝑓(𝑅) = 𝑏+
ℎ

2

[︂
tanh

(︂
𝑅0 −𝑅

𝑑

)︂
+ 1

]︂
+𝑚× (𝑅0 −𝑅− 𝑑)×𝐻 (𝑅0 −𝑅− 𝑑) (6.1)

with baseline 𝑏, height ℎ, position 𝑅0, full width 𝐷, and interior slope 𝑚. Here, 𝑑 = ∆/2

is the pedestal half-width. The Heaviside function, 𝐻(𝑅0 − 𝑅 − 𝑑), is used to account

for a finite radial slope, 𝑚, in the pedestal region. The base of the pedestal is located at

𝑅 = 𝑅0 + 𝑑 and has value 𝑓 ≈ 𝑏, while the pedestal top has value 𝑏+ ℎ at 𝑅 = 𝑅0− 𝑑. The

maximum radial derivative is at 𝑅 = 𝑅0 and has magnitude |∇𝑓 |𝑅0 = ℎ/∆ [224].

The 2-point model described in Section 2.6 is used to constrain the electron temperature

at the LCFS and thus limit the impact of misalignment between diagnostic measurements

and magnetic equilibrium reconstructions. 𝑃𝑂ℎ𝑚 is calculated from plasma current, loop

voltage and internal inductance of the plasma, all computed via magnetic diagnostics and

the EFIT algorithm used for reconstructions of magnetic geometry [166]. 𝑃𝑎𝑢𝑥 is estimated

by assuming that the radio frequency (RF) heating has an efficiency of 80% [225]. Radiated

power is taken from cross-calibrated bolometry measurements.

We make use of Ly𝛼 signals measured with 20 spatial chords going across the low-field

side (LFS) midplane. Radially-localized emissivity estimates, 𝜀, are obtained by assuming

toroidal symmetry and using a regularized Abel inversion. We calculate atomic D neutral

densities by dividing local emissivities, 𝜀, by the Ly𝛼 transition energy and the appropriate

rate coefficients from ADAS (Fig. 6-1):

𝑛𝑛 =
𝜀

𝐸𝑖𝑗(𝑛𝑒𝒫𝑒𝑥𝑐𝐿𝑦𝛼
+ 𝑛𝑖𝒫𝑟𝑒𝑐𝐿𝑦𝛼

)
. (6.2)

Here, we have indicated how PECs for both excitation- and recombination-driven population

of the 𝑛 = 2 contribute to Ly𝛼 emission, with 𝑛𝑖 being the ionized D density, although the

recombination component is in practice always negligible as seen from Fig. 6-1. Details of

the Ly𝛼 data analysis procedure are described in Section E.2 of Appendix E.

Previous research by Hughes et al. [159] compared measurements of 𝑛𝑛 from Ly𝛼 with

the Kinetic Neutral 1D (KN1D) model [200], particularly focusing on pedestal structure

and core fueling. Relatively good agreement was found between the shape of radial neutral

density profiles from KN1D and Ly𝛼 measurements, but KN1D cannot predict absolute

neutral sources. Here, we revisit some of the Ly𝛼 data to compare to the more advanced
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EIRENE Monte Carlo neutral model included within the SOLPS-ITER code [203].

The SOLPS-ITER results discussed here have been obtained in collaboration with R.

Reksoatmodjo by iteratively modifying input heat and particle diffusivities until matching

TS 𝑛𝑒 and 𝑇𝑒 profiles. The setup of these runs is similar to the one presented in Ref. [226],

except for the fact that we have attempted to match kinetic profiles further into the core,

since the focus of this validation effort is the penetration of neutrals and their effect on

pedestal ionization balance. Up to 50,000 Monte Carlo neutrals have been run in each

EIRENE simulation for good statistics. For simplicity, the SOLPS-ITER discussed here

include only 2 species, they do not use explicit fluid drifts and they do not aim to match

measured divertor heat fluxes. These simplifications are expected to have negligible influence

on the inferred penetration of D neutrals through the pedestal. In this sense, the present

comparison to Ly𝛼 data offers a validation exercise that we believe is unaffected by the most

complex numerical challenges of SOLPS-ITER simulations.

Fig. 6-2 shows the SOLPS-ITER prediction for atomic D neutral density for the I-

mode discharge #1080416025, which has very similar engineering and physical parameters

to the I-mode discharge (#1101014030) that will be discussed in Chapter 7 in the context of

impurity transport inferences. The Aurora post-processing tools for SOLPS-ITER allow one

to extract SOLPS-ITER results both on the B2(.5) grid and the EIRENE grid. Interpolation

of the 2D distributions of any output permits comparison to the C-Mod Ly𝛼 data at the

outer midplane, as well as calculation of flux surface averages, as will be discussed below.

Fig. 6-3 shows the comparison of midplane Ly𝛼 measurements with the SOLPS-ITER

results, interpolated to the low-field side, for the 3 shots of interest. Red lines represent

SOLPS-ITER results, while the black regions represent the experimental uncertainty range,

with color intensity representing the Gaussian probability density function. Figures on

the left show the base-10 logarithm of atomic D neutral density, those on the right use a

normalization by the local 𝑛𝑒. In evaluating these comparisons, we remark that uncertainties

here have been evaluated by propagating uncertainties in 𝑛𝑒, 𝑇𝑒 and Ly𝛼 emissivity profiles.

By comparing the ADAS rates to those from the Janev & Smith database [227], we have

found ∼ 10% discrepancies in neutral densities, which may therefore be interpreted as

an additional source of uncertainty. Most importantly, an uncertainty on the absolute

calibration of the Ly𝛼 system for the three shots, taken over a span of 2 years, is not

available and is likely to affect absolute neutral densities by up to a factor of 2. Since
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Figure 6-2: Spatial distribution of atomic D neutral density from SOLPS-ITER modeling of
the Alcator C-Mod discharge #1080416025. Orange contours on top of the neutral densities
represent poloidal flux contours, with the thickest of the lines showing the LCFS.

the Thomson Scattering diagnostic measures 𝑛𝑒 and 𝑇𝑒 near the top of the plasma and

these quantities are not strictly flux-surface functions in the SOL, we have checked whether

the SOLPS-ITER results suggest significant discrepancies between the true location of TS

measurements and the midplane locations to which these are mapped via flux surfaces. If

so, this would affect both the Ly𝛼 experimental analysis, since 𝑛𝑒 and 𝑇𝑒 are used to process

signal emissivities, and the SOLPS-ITER results, since transport coefficients in the code

were tuned to match 𝑛𝑒 and 𝑇𝑒. However, negligible differences have observed between the
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Figure 6-3: Comparison of SOLPS-ITER (EIRENE) predictions for neutral midplane radial
profiles with Ly𝛼 spectroscopy in the C-Mod (a) L-mode, (b) EDA H-mode, and (c) I-mode
shots discussed in the text. Note that radial ranges differ for the three cases to focus on
regions that are well covered by Ly𝛼 and Thomson scattering data.

two locations, suggesting that this is not a significant source of error.

Thus, Fig. 6-3 offers a valuable comparison between high-quality experimental data and
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state-of-the-art models. We note that the SOLPS-ITER results are themselves affected by

significant uncertainties, for example those related to the recycling model at the wall and

the choice of transport coefficients used to match experimental 𝑛𝑒 and 𝑇𝑒 data points.

Overall, SOLPS-ITER appears to be rather successful at matching the experimental

data in Fig. 6-3. Discrepancies by up to a factor of ≈ 5 are found; nonetheless, for the

aforementioned reasons, profile shapes may be argued to be more important than absolute

densities themselves. While in the L-mode case the profile gradients are very well recovered,

we are unable to explain some of the discrepancies found in the other SOLPS-ITER runs at

present.

The comparisons of Fig. 6-3 should be considered “spot checks” at the LFS midplane. In

practice, to assess the impact of neutrals on impurity transport studies, flux-surface average

(FSA) neutral densities are more appropriate than LFS values. Using the same Alcator

C-Mod I-mode discharge as in Fig. 6-3, Fig. 6-4 motivates this statement by comparing

the effective ionization rate for each charge state with the characteristic transit time that

passing and trapped impurity ions take to travel a parallel distance 𝐿 = 𝑞𝑅, where 𝑞 is the

safety factor and 𝑅 is the major radius. As in recent work by Dux et al. on AUG [228], we

define a normalized ionization rate as

𝜈*𝑖𝑜𝑛 ≡ 𝑆𝜏𝑡 = 𝑆
𝑞𝑅

𝑣𝑡ℎ
≡
∑︀

𝑧 𝑛𝑧𝑆
𝑖𝑜𝑛
𝑧∑︀

𝑧 𝑛𝑧
𝑞𝑅

√︂
𝑚𝑖𝑚𝑝

2𝑘𝐵𝑇𝑖
(6.3)

where 𝑆𝑧 is the ionization rate of each charge state of density 𝑛𝑧 and 𝑆 is taken to be the sum

over ionization rates weighted by the density of each charge state. If 𝜈*𝑖𝑜𝑛 < 1, flux surface

averaging of background asymmetries (e.g. from edge or beam neutrals) may be taken as

a good approximation to reality; in this case, 1.5D simulations of impurity transport are

expected to be valid. If, on the other hand, 𝜈*𝑖𝑜𝑛 > 1 then local effects may be too important

to ignore. The radial profiles of Fig. 6-4 show that in practice 𝜈*𝑖𝑜𝑛 ≪ 1 everywhere except

very close to the LCFS, where the validity of a 1.5D model of particle transport may be

questionable regardless. This suggests that, in agreement with the AUG results of Ref. [228],

charge exchange of neutrals and impurities may be treated as a flux-surface averaged process.

This justifies our use of charge exchange in Aurora’s 1.5D forward model even when edge

neutral densities display strong poloidal asymmetries near the LCFS or in the presence of a

directed energetic neutral beam (as discussed in Section 6.5).
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Figure 6-4: Radial profile of the
normalized effective ionization
rate 𝜈*ion, as defined in the text.
We also plot the square root of the
inverse aspect ratio,

√
𝜖, directly

proportional to the trapped
particle fraction, similarly to Dux
et al. [228].

In the next section, we delve more deeply into the experimental database of Ly𝛼

signals from Alcator C-Mod and describe a number of scaling laws aiming to elucidate

key dependences of neutral density in the pedestal and at the LCFS.

6.3 C-Mod Deuterium Ly𝛼 Database

While a comparison of experimental D Ly𝛼 data and SOLPS-ITER results (Section 6.2)

has been possible only in a few cases, due to the complexity of running SOLPS-ITER, a D

Ly𝛼 database has been constructed for a much larger number of shots. A key objective of

this study is to extract regressions for the neutral density at the LCFS and for the neutral

density decay length in the pedestal. Based on these two quantities, one may in principle

estimate the entire profile of background D neutrals in the confined plasma. This allows one

to quantify the impact of charge exchange on impurities in any Alcator C-Mod discharge

whose parameters are sufficiently near those within the present database. In this section,

we present the main results from this study.

6.3.1 Database Development and Methodology

The database described here has been developed based on discharges from 2008 with no

ELMs. While much more data were available in principle from other years, this sub-selection

was made to ensure that the calibration of the Ly𝛼 diagnostic would be unchanged within

the database. Discharges were filtered based on the availability of edge Thomson Scattering

data for 𝑛𝑒 and 𝑇𝑒, as well as reliable Ly𝛼 emissivities and D2 edge pressure measurements.
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The latter were obtained via ionization gauges at several points in the plasma periphery,

including at several locations in the divertor regions. The final database comprises 262

discharges in total, of which more than half (159) are Ohmic L-mode shots, 38 are RF-

heated L-mode shots, 61 are H-modes, and 4 are I-modes. In each case, we average over

100 ms time windows identified as “quasi-steady” based on small variability of engineering

parameters, radiated power, electron density, electron temperature, and wall pressure within

this time range. This results in approximately 1,000 data points. Future work will extend

this analysis to more discharges, particularly in high-performance regimes. The current

database is biased towards discharges with 𝐼𝑝 = 0.8 MA, since approximately two thirds

of the selected discharges are at this plasma current, although the remaining one third is

well distributed between 0.4 and 1.3 MA. The data span a range of Greenwald fractions

(defined via density volume averaging) between 0.1 and 0.5, with an approximate Gaussian

distribution centered near 0.25. Past research on Alcator C-Mod has shown that the outer

divertor is robustly detached at Greenwald fractions greater than ≈ 0.3 in Ohmic L-mode

discharges (possibly at higher values in other regimes) [229].

As discussed in Sections 6.2 and E.2, Ly𝛼 emissivities are processed using ADAS rates

and modified-tanh fits to 𝑛𝑒 and 𝑇𝑒 to obtain atomic D neutral densities. Approximately

one third of the discharges in this database also included A-port Scanning Probes (ASP)

data, which provide detailed measurements of 𝑛𝑒 and 𝑇𝑒 in the SOL. The availability of

these data give greater confidence in kinetic profile reconstructions outside of the LCFS,

but affects our pedestal analysis relatively weakly. Scanning probes would be much more

critical if one were to examine gradient scale lengths near the LCFS, as in past work by

Hughes [159], but doing so for our database is left for future work. Given that the 2-point

model provides a robust estimate for 𝑇𝑒 at the LCFS, we choose to examine neutral densities

from Ly𝛼 at that location. This effectively reduces the degrees of freedom and uncertainties

of our regression analysis, based on a clear physical criterion (see Section 2.6). Fig. 6-5

shows histograms and distribution densities for some of the key parameters of interest for

this study. On the left, the plasma current, 𝐼𝑝, is seen to be dominated by 0.8 MA shots,

although approximately one third of the discharges are at 𝐼𝑝 ranging from 0.5 to 1.2 MA.

Other displayed parameters include the safety factor at Ψ𝑛 = 0.95 (𝑞95), the midplane D2

pressure (𝑝𝐷2,𝑚𝑖𝑑), the non-radiated power crossing the SOL normalized by the LCFS area

(𝑃𝑠𝑜𝑙/𝐴), the Greenwald density fraction (𝑓𝐺𝑊 ), the difference between the upper and lower
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Figure 6-5: Histograms of some key parameters within the C-Mod Ly𝛼 database.
The distribution of plasma current is strongly clustered near 𝐼𝑝 = 0.8 MA, although
approximately 1/3 of values are at other currents between 0.5 and 1.2 MA. The other
parameters, described in the text, have relatively broad distributions.

x-point radial locations mapped to the midplane (the EFIT ssep parameter), the divertor

heat flux width (𝜆𝑞, taken from the Brunner scaling [72], see Section 2.6), and the separatrix

electron temperature from the 2-point model (𝑇𝑒,𝑠𝑒𝑝). Except for 𝐼𝑝, all parameters have

relatively broad distributions within the database. The 𝑠𝑠𝑒𝑝 ≡ 𝑟𝑥1−𝑟𝑥2 parameter is positive

for Upper Single Null (USN) discharges and negative for Lower Single Null (LSN) ones. We

define “near-Double-Null” (DN) cases has having −0.1 < 𝑠𝑠𝑒𝑝 < +0.1 [cm]. Unlike in AUG

work by Kallenbach et al., on C-Mod the D2 pressures measured in the upper and lower

divertors have only a weak impact on the neutral and electron densities at the separatrix.

This finding, clearly reflected in our database, is central to the “main-chamber recycling”

paradigm that has been investigated for many years on Alcator C-Mod [230, 231, 229].

On C-Mod, the upper divertor was “open” (with flat surfaces), while the lower divertor

was “closed” (with a near-vertical target plate). Closed divertors aim at better confining

neutrals and impurities introduced for divertor heat flux reduction [229]. In the database

presented here, the toroidal magnetic field has a fixed direction that results in the ion ∇𝐵
particle drifts always pointing down. As a result, all LSN discharges have ∇𝐵 drifts pointing
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towards the divertor, which is generally referred to as the “favorable direction” since it makes

transitioning to H-mode easier. On the other hand, all USN discharges in this database

have ∇𝐵 drifts pointing away from the divertor, which is known to be an unfavorable

condition for H-mode access. This means that within the presented database there is a

complete covariance of “favorable vs. unfavorable” and “LSN vs. USN”. Consequently, one

cannot distinguish dependences on the ∇𝐵 direction vs. the divertor geometry based on

this database alone.

In conformity with standard practices in the field, we quantify relationships in our

regressions in the form of power laws. These offer simplicity, sometimes at the cost of

being physically difficult to interpret. Over this study, the following normalizations are

used: densities are in units of 1020 m−3, 𝐼𝑝 is in MA, pressures are in mTorr, magnetic

fields in T, 𝑃𝑠𝑜𝑙/𝐴 (power going from the core into the SOL divided by the LCFS area)

in MW/m2, pedestal scale lengths are in mm, particle fluxes are in 1020 particles/(m3 · s),
and cumulative gas fueling in Torr · l. The regressions shown below make use of the Trust

Region Reflective algorithm, available within the scipy Python package [232]. In order

to select appropriate regression variables, we supplement simple statistical coefficients of

determination (𝑅2) with metrics that aim to prevent over-fitting to the data. We make use

of the common Bayesian Information Criterion (BIC) and the Akaike Information Criterion

(AIC), both approximations of the Bayesian evidence defined in Chapter 5 and defined,

respectively, as

BIC = 𝑘 ln(𝑛)− 2 ln
(︁
�̂�
)︁
→ 𝑘 ln(𝑛) + 2�̂�2, (6.4)

AIC = 2𝑘 − 2 ln
(︁
�̂�
)︁
→ 2𝑘 + 2�̂�2, (6.5)

where 𝑘 is the number of estimated parameters in the model, �̂� is the maximum likelihood

value for the model, and 𝑛 is the total number of data points. The arrows above indicate

our reduction of these formulae for the case of Gaussian likelihoods, which introduces square

residuals (�̂�2). The BIC formula (Eq. 6.4) results from the maximization of a posterior model

probability, whereas the AIC (Eq. 6.5) aims at minimizing the Kullback-Leibler divergence

between the true distribution and the estimate from the model. The latter is typically

recommended for cases where the true model is infinite-dimensional and is not strictly part

of the set of tested models [233]. For completeness, we indicate 𝑅2, BIC and AIC values for

each of our regressions, although we only make direct use of the AIC for model selection.
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We make use of a recursive model selection scheme that involves computing regressions

for all permutations of variable combinations within a chosen set, evaluating a power law

relating these to the dependent variable (regressand) of interest, and eliminating independent

variables, one by one, at each iteration. The initial set is chosen to include approximately

10 variables that are physically related to the regressand and could therefore be expected

to be part of the final model-selected power law. Analogously to the way model selection

is made based on evidence ratios for Bayesian inferences of particle transport, we compute

the difference between the AICs of all pairs of regressions, defining the metric ∆𝑖 = 𝐴𝐼𝐶𝑖−
min({𝐴𝐼𝐶}). The evidence ratio is then [234]

𝐸𝑅𝑖 =
exp
(︀
−1

2∆best
)︀

exp
(︀
−1

2∆𝑖

)︀ (6.6)

and one can define an Akaike weight for a given model as

𝑤𝑖 =
exp

(︀
−1

2∆𝑖

)︀∑︀𝑅
𝑟=1 exp

(︀
−1

2∆𝑟

)︀ . (6.7)

We compute such weights for all models (combinations of regression parameters) and sum

them so as to estimate the relative importance of all variables under consideration [234],

eliminating the one with the lowest total weight from our set. We repeat this elimination

process until only 3 variables are left. At this point, we compute the AIC for all combinations

of remaining parameters and simply select the model that gives the lowest AIC. We have

found this procedure to be effective at identifying the most important variables, but it can

suffer from ambiguity when strong correlations exist, e.g. between 𝐵𝑡, 𝑞95 and 𝐼𝑝. In this

study, when such issue has arisen, we have individually inspected the regression models of

lowest AIC and selected the one with the highest 𝑅2.

6.3.2 Neutral Density Regressions

Fig. 6-6 shows a power law regression for the measured neutral density at the separatrix,

𝑛𝑛,𝑠𝑒𝑝, in terms of D2 pressures at the midplane, 𝑝𝐷2,𝑚𝑖𝑑, in the lower divertor (at the B

port), 𝑝𝐷2,𝑑𝑖𝑣𝐵, and in the upper divertor (near the cryopump), 𝑝𝐷2,𝑐𝑟𝑦𝑜. The ordinate

gives measured values; the abscissa shows the regression result. The dashed line represents

a 1-to-1 relationship, corresponding to the power law shown at the top of the figure. All
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displayed data points are from L-mode discharges (Ohmic and RF-heated) without cryopump

in operation. The colors and symbols for the data points in Fig. 6-6 indicate whether each

case was in LSN (green downward triangles), USN (blue upward triangles) or DN (red

diamonds). Recall that, due to the fixed direction of 𝐵𝑇 in this database, the 𝐵 × ∇𝐵
vector was always pointing downwards, so LSN shots always have ion ∇𝐵 drifts in the

favorable direction and a closed divertor, and vice versa. Too few DN cases are present

in the database to make clear statements about DN geometries. While most of the data

points with highest neutral densities are in LSN (favorable ion ∇𝐵 drift, closed-divertor)

conditions, no clear separation from USN data points is found. We note that the 2-point

model constrains 𝑇𝑒 at the LCFS, and since 𝑇𝑒 is measured by the same diagnostics as 𝑛𝑒,

the 2-point model indirectly reduces mapping inaccuracies in the LCFS reconstruction for

𝑛𝑒 too.
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Figure 6-6: Regression for the atomic D neutral pressure measured at the C-Mod midplane
in terms of midplane (𝑝𝐷2,𝑚𝑖𝑑), lower-divertor (𝑝𝐷2,𝑑𝑖𝑣𝐵), and upper-divertor (𝑝𝐷2,𝑐𝑟𝑦𝑜) wall
D2 pressures. Colors and symbols distinguish USN, LSN and DN cases.

The regression in Fig. 6-6 is not a result of the model selection procedure described

in Section 6.3.1; rather, it was obtained with an arbitrary choice of variables in order to

illustrate the much greater importance of the midplane pressure over divertor pressures
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on C-Mod, indicative of main-chamber recycling being the main source of neutrals. In no

circumstances in this study we have found results deriving from the outboard midplane Ly𝛼

data to correlate with divertor pressures better than with midplane pressure.

Fig. 6-7 shows a regression over the same dataset of L-mode discharges without cryopump

operation, but now only in terms of the midplane wall pressure, which is the only variable

that is selected by the procedure of Section 6.3.1. The result of this regression is

𝑛𝑛,𝑠𝑒𝑝 = (6.06± 0.11)× 10−4 × 𝑝0.50±0.01
𝐷2,𝑚𝑖𝑑 . (6.8)

Whereas data symbols distinguish USN, LSN and DN cases, as in Fig. 6-6, colors here

indicate the amount of gas injected in the discharge up to the time window of interest,

𝑆𝑔𝑎𝑠. There appears to be a trend of greater 𝑛𝑛,𝑠𝑒𝑝 with 𝑆𝑔𝑎𝑠, but this is weaker than

the correlation with 𝑝𝐷2,𝑚𝑖𝑑. For this reason, 𝑝𝐷2,𝑚𝑖𝑑 was automatically selected as a better

regression variable than 𝑆𝑔𝑎𝑠 itself. We note that while 𝑆𝑔𝑎𝑠 and 𝑝𝐷2,𝑚𝑖𝑑 are clearly positively

correlated, the value of 𝑝𝐷2,𝑚𝑖𝑑 can vary by one order of magnitude for a given value of 𝑆𝑔𝑎𝑠

in our dataset.

Adding other variables to the regression of Fig. 6-7 is strongly discouraged by our model

selection procedure (Section 6.3.1) and does not change the 𝑅2 value significantly. However,

H-mode cases appear to have a larger exponent for 𝑝𝐷2,𝑚𝑖𝑑 and a stronger dependence on

𝑇𝑒,𝑠𝑒𝑝, with the regression

𝑛𝑛,𝑠𝑒𝑝 = (5.20± 6.05)× 𝑝0.89+/−0.05
𝐷2,𝑚𝑖𝑑 × 𝑇−2.13+/−0.26

𝑒,𝑠𝑒𝑝 (6.9)

achieving 𝑅2 = 0.60. The fact that 𝑇𝑒,𝑠𝑒𝑝 is found to be more important for 𝑛𝑛,𝑠𝑒𝑝

predictions in H-mode shots suggests significant differences in SOL temperature profiles

between confinement regimes, but we note that our H-mode database here only includes

approximately 150 time slices, mostly at a single magnetic field intensity (5.5 T), hence this

conclusion may not hold universally. Interestingly, the H-mode cases appear to have stronger

correlations between 𝑛𝑛,𝑠𝑒𝑝 and divertor pressures, although the midplane pressure is always

the dominant variable. Comparing cases with and without cryopump operation, one finds

that the latter reduces the correlation between 𝑛𝑛,𝑠𝑒𝑝 and 𝑝𝐷2,𝑚𝑖𝑑, and consequently the 𝑅2

of any model-selected regression, for any magnetic geometry.

The separatrix neutral density, 𝑛𝑛,𝑠𝑒𝑝, may be expected to correlate with the SOL
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Figure 6-7: Model-selected regression for the atomic D neutral pressure measured at the
C-Mod midplane in terms of midplane wall pressure, 𝑝𝐷2,mid, in L-mode discharges without
cryopump operation. Symbols distinguish between USN, LSN and DN cases, whereas colors
indicate the amount of injected gas.

electron temperature decay length, 𝜆𝑇 , since this determines how far neutrals must travel in

the radial direction before they reach the LCFS at the 𝑇𝑒 value given by the 2-point model.

As described in Section 2.6, 𝑇𝑒 at the LCFS depends only weakly on 𝑃𝑠𝑜𝑙 (𝑇𝑒,𝐿𝐶𝐹𝑆 ∝ 𝑃 2/7
𝑠𝑜𝑙 ),

hence the separatrix electron temperature itself is only weakly varying between shots (see

the histogram in Fig. 6-5b). On the other hand, for larger 𝜆𝑇 , more neutrals get ionized

in the SOL rather than inside the LCFS. In the Spitzer-Härm regime (attached and non-

radiative divertor, dominated by electron-heat conduction), 𝜆𝑞 = 2/7 𝜆𝑇𝑒 . From both the

Brunner [72] and Silvagni [235] 𝜆𝑞 scalings, one sees that higher pedestal pressures mean

smaller 𝜆𝑞, and therefore smaller 𝜆𝑇 . In view of these relationships, we have explicitly tested

whether 𝑛𝑛 is correlated with 𝜆𝑞. We find that the 𝑅2 is hardly affected by the inclusion of

𝜆𝑞 among the regression parameters, and both the BIC and AIC strongly disfavor it.

As shown by Eq. 3.12, the balance of radiative and dielectronic recombination with charge

exchange for heavy ions is set by the ratio of the background D atomic neutral density to

the electron density, 𝑛𝑛/𝑛𝑒. In order to quantify the impact of CX over the pedestal, this
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quantity must be determined as a function of radius. It is therefore interesting to combine

the 𝑛𝑛,𝑠𝑒𝑝 predictions presented in this section with estimates of neutral penetration depth

into the pedestal, which are the subject of the next section.

6.3.3 Neutral Penetration Depth

We obtain an estimate for the D neutral penetration depth into the pedestal, 𝐿𝑛𝑛 , by fitting

an exponential to the neutral density profile from Ly𝛼 spectroscopy for each case. This

allows one to constrain the radial decay with a clear parametrization, which is found to

apply well in these discharges, as in previous experimental [159] and modeling work [226].

The alternative method of directly computing gradients from 𝑛𝑛 profiles is strongly affected

by details of the Abel inversion and possible outliers. One drawback of using exponential

fits is that the statistical uncertainties obtained for 𝐿𝑛𝑛 are unrealistically small, due to the

lack of flexibility of this parametrization. We thus set a constant uncertainty for all 𝐿𝑛𝑛

estimates. The actual value of such uncertainty is inconsequential for our regressions.
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Figure 6-8: Model selected regression for the neutral penetration depth, 𝐿𝑛𝑛 , in terms of
𝑇𝑒,𝑠𝑒𝑝, the electron temperature at the separatrix, in L-mode plasmas.

Fig. 6-8 shows the model selected regression on 𝐿𝑛𝑛 as evaluated from the database subset

containing only L-mode cases. Dependencies on a large set of parameters, divertor pressures,

𝑛𝑒,𝑠𝑒𝑝, 𝑞95, 𝐿𝑛,𝑒, 𝐼𝑝, 𝑊𝑀𝐻𝐷, and 𝑃𝑠𝑜𝑙/𝐴, were found not to be statistically significant. The
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optimally chosen parameters are the separatrix electron temperature, 𝑇𝑒,𝑠𝑒𝑝, and the toroidal

magnetic field, 𝐵𝑡. The regression

𝐿𝑛𝑛 = (1.27± 0.34)× 104 × 𝑇−1.28+/−0.08
𝑒,𝑠𝑒𝑝 ×𝐵−1.14+/−0.06

𝑡 (6.10)

is found to give a relatively high 𝑅2 = 0.57, indicating that L-mode penetration can be

appropriately estimated based on 𝑇𝑒,𝑠𝑒𝑝 and 𝐵𝑡. H-mode cases show no visible trends within

this database, with most values of 𝐿𝑛𝑛 being in the 3-5 mm range.

The simplest interpretation of the observed 𝑇𝑒,𝑠𝑒𝑝 dependence in Eq. 6.10, with a negative

exponent of −1.28, is that higher temperatures cause higher ionization rates and therefore

lower neutral penetration. We note that D ionization rates are a steep function of 𝑇𝑒 for

𝑇𝑒 < 100 eV, but they have a weak (decreasing) dependence on 𝑇𝑒 for higher temperatures

(see Fig. 6-1a). All of the L-mode cases in Fig. 6-8 have 𝑇𝑒,𝑠𝑒𝑝 well below 100 eV (see Fig. 6-

5b, which also comprises H-mode discharges with larger 𝑇𝑒,𝑠𝑒𝑝), but 𝑇𝑒 typically increases

above 100 eV just inside the LCFS. There exists a competing effect from CX that may be

expected to contribute to a positive exponent of 𝑇𝑒,𝑠𝑒𝑝 in Eq. 6.10. CX rates are a strong

function of 𝑇𝑖, so assuming 𝑇𝑖 ≈ 𝑇𝑒 in the dense conditions of the SOL, one may expect CX

to give greater penetration at greater 𝑇𝑒 for a fixed ionization rate. Moreover, CX reactions

between a cold D neutral and a thermal D ion result in a new neutral whose energy is given

by the local 𝑇𝑖, hence suggesting that greater 𝑇𝑒 should give rise to greater penetration

(larger 𝐿𝑛𝑛). It is worth remarking that the negative exponent in Eq. 6.10 may also be

related to hidden variables, which make 𝑇𝑒,𝑠𝑒𝑝 generally correlate with higher performance

(including higher plasma density) and lower neutral penetration. The inverse dependence

on 𝐵𝑡 is indicative of this physically-meaningful trend. We note that an approximate 𝐵−1
𝑡

dependence suggests a possible 𝜌* = 𝜌𝑖/𝑎 ∝
√
𝑇𝑒/𝐵𝑡 scaling, typical of tokamak plasma

transport, even though 𝐿𝑛𝑛 is a neutral, rather than plasma, quantity.

6.3.4 Separatrix Electron density

As discussed in Section 2.6, the 2-point model offers a physical constraint to align Thomson

scattering data based on a theoretical 𝑇𝑒 value at the separatrix. While this offers valuable

improvements to the quantification of 𝑛𝑒,𝑠𝑒𝑝, identifying trends in this quantity is notoriously

complex. Figs. 6-9a and 6-9b present model-selected regressions of 𝑛𝑒,𝑠𝑒𝑝 for L- and H-modes
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in our database, respectively. The quality of the scaling for H-modes is relatively low, with

only 𝑅2 = 0.10 for this choice of regression parameters. In both cases, we find a similar

dependence of 𝑛𝑒,𝑠𝑒𝑝 on midplane wall pressure, approximately scaling as 𝑝0.3𝐷2,𝑚𝑖𝑑. This

is reminiscent of the result found by Kallenbach et al. from AUG data, where 𝑛𝑒,𝑠𝑒𝑝 was

observed to scale with 𝑝0 to the power of 0.31. In this study, however, 𝑝0 represented the

divertor pressure rather than the midplane one, as a result of AUG being mostly fueled

from the divertor [236]. In our database, 𝑛𝑒,𝑠𝑒𝑝 regressions also support the introduction

of additional engineering parameters, specifically the toroidal magnetic field, 𝐵𝑡, and the

plasma current, 𝐼𝑝, without which the 𝑅2 would be significantly lower. Unfortunately, 𝐵𝑡 is

mostly fixed at 5.5 T in our H-mode database, hence dependencies on this variable cannot be

extracted. Nonetheless, the higher 𝑅2 found in the L-mode regression of Fig. 6-9a suggests

that 𝐵𝑡 does help to explain some of the variability of 𝑛𝑒,𝑠𝑒𝑝.

6.3.5 Cross-Field Deuterium Pedestal Transport

We next examine the rate of neutral ionizations per surface area at the LCFS. This is

equivalent to the total rate of deuterium fueling in the confined plasma, 𝑆𝐷. Let us consider

the deuterium continuity equation at steady state

�
�
��

0
𝑑𝑛𝐷
𝑑𝑡

= −∇ · Γ𝐷 + 𝑆𝐷 → Γ𝐷 =

∫︁
𝑆𝐷𝑑𝑟, (6.11)

where 𝑛𝐷 is the deuterium density and the latter relation arises from setting its time

derivative to zero. We can expand this expression as

Γ𝐷 =

∫︁ 𝑟=𝑟sep

𝑟=0
𝑛𝑛𝑛𝑒𝑆ioniz𝑑𝑟, (6.12)

where 𝑆ioniz is D neutral ionization rate, in units of m−3s−1. Eq. 6.12 involves a radial

integration over D neutral densities obtained from the Ly𝛼 signal inversion. This quantity

does not depend on the exact 𝑛𝑛 profile, but only its integral, which is more resilient to

inaccuracies in Abel inversions. Moreover, Γ𝐷 is only weakly dependent on 𝑛𝑒,𝑠𝑒𝑝, which is

notoriously hard to determine accurately, since

Γ𝐷 =

∫︁ 𝑟=𝑟sep

𝑟=0

𝜀

𝑛𝑒𝒫
𝑛𝑒 𝑆ioniz 𝑑𝑟 =

∫︁ 𝑟=𝑟sep

𝑟=0
𝜀
𝑆ioniz

𝒫 𝑑𝑟. (6.13)
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Figure 6-9: Model-selected regressions for the separatrix electron density, 𝑛𝑒,𝑠𝑒𝑝, for (a) L-
mode, and (b) H-mode discharges. In (a), dependencies on midplane wall pressure, 𝑝𝐷2,𝑚𝑖𝑑,
𝐵𝑡 value, and plasma current, 𝐼𝑝, are identified. In (b), a dependency on 𝐵𝑡 is omitted
because there is little variation of this variable within the current H-mode database.
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We also remark that the ratio of the D ionization rate, 𝑆ioniz, and the D Ly𝛼 PEC, 𝒫, is

itself only weakly dependent on density. This means that Γ𝐷 estimates are resilient to errors

in the local quantification of 𝑛𝑒. In fact, the ratio of 𝑆ioniz and 𝒫, often referred to as the

“ionization per photon ratio” [114], is nearly constant as a function of electron temperature

above approximately 30 eV, as shown in Fig. 6-10 for multiple relevant values of 𝑛𝑒.2
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Figure 6-10: Ionization per photon
ratio for the Ly𝛼 transition as a
function of electron temperature for
𝑛𝑒 = 1014 cm−3 (blue), 5× 1013 cm−3

(orange) and 2.5× 1013 cm−3 (green).

Fig. 6-10 suggests that, for our purposes, one may take

Γ𝐷 =

∫︁ 𝑟=𝑟sep

𝑟=0
𝜀
𝑆ioniz

𝒫 𝑑𝑟 ∝
∫︁ 𝑟=𝑟sep

𝑟=0
𝜀 𝑑𝑟, (6.14)

with a constant of proportionality typically having a value near 1.5 for C-Mod plasmas.

Consequently, trends in Γ𝐷 can be studied with remarkable accuracy simply by calculating

the radial integral of Ly𝛼 emissivities inside of the LCFS. This makes Γ𝐷 a more robust

metric than 𝑛𝑛 itself. In practice, in most circumstances it is still preferable to compute the

integral in Eq. 6.13 rather than make an approximation about the value of 𝑆ioniz/𝒫.

Figs. 6-11 and 6-12 show the results of model-selected regressions for Γ𝐷 in USN

(unfavorable ion ∇𝐵 drift direction, open divertor) and LSN (favorable ion ∇𝐵 drift

direction, closed divertor) discharges, respectively. The midplane wall pressure, 𝑝𝐷2,𝑚𝑖𝑑,

is selected as a regression variable in both cases. In USN, a dependence on 𝐵𝑡 appears to

be also important, whereas LSN cases show a dependence on 𝑞95. In practice, the difference

between using 𝐵𝑡 and 𝑞95 in these regressions is relatively small, but we report the result as
2The fact that 𝑆ioniz/𝒫 ≈ 1 across a wide range of plasma conditions means that for every D atom

introduced into a tokamak discharge approximately one photon at the Ly𝛼 energy is emitted (but not
necessarily detected).
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obtained from model selection via the AIC in each case.
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Figure 6-11: Regression of C-Mod deuterium flux through the LCFS for USN (unfavorable
ion ∇𝐵 drift direction, open divertor) discharges, identifying dependencies on the midplane
wall pressure, 𝑝𝐷2,𝑚𝑖𝑑, and toroidal magnetic field, 𝐵𝑡.
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Figure 6-12: Regression of C-Mod deuterium flux through the LCFS for LSN (favorable ion
∇𝐵 drift direction, closed divertor) discharges, identifying dependencies on the midplane
wall pressure, 𝑝𝐷2,𝑚𝑖𝑑, and 𝑞95. The latter variable delivers a marginally smaller AIC then
𝐵𝑡, which is instead selected for USN cases (Fig. 6-11).
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Comparing the two regressions in Figs. 6-11 and 6-12, we find a clearer trend (higher

𝑅2) in LSN discharges than in USN. The dependence on 𝑝𝐷2,𝑚𝑖𝑑 in the two geometries is

effectively the same, with an exponent of approximately 0.75. Comparable magnitudes of

Γ𝐷 are found in LSN and USN cases.

6.3.6 Effective Deuterium Transport Coefficients in the Pedestal

Once the deuterium flux through the LCFS is quantified via Ly𝛼 data, effective transport

coefficients may be easily computed. The effective deuterium diffusivity in the pedestal,

𝐷𝐷,𝑒𝑓𝑓 , can be defined as the ratio of Γ𝐷 and the absolute magnitude of the electron density

gradient, |∇𝑛𝑒|. Similarly, the effective deuterium convection, 𝑣𝐷,𝑒𝑓𝑓 , is given by the ratio of

Γ𝐷 and 𝑛𝑒 itself. For both these quantities, it may be desirable to use deuterium density, 𝑛𝐷,

rather than electron density, 𝑛𝑒, but the former is not directly measured. We remark that

our calculation and interpretation of deuterium transport coefficients relies on an assumption

of main-chamber recycling, thoroughly demonstrated on Alcator C-Mod, since Ly𝛼 signals

at the midplane are taken to be representative of neutral densities at all poloidal angles.
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Fig. 6-13 shows values of 𝐷𝐷,𝑒𝑓𝑓 at 𝜌𝑝 = 0.99 as a function of the local value of 𝐿𝑛𝑒 , the

electron density gradient scale length. The observed linear relationship indicates that the

deuterium cross-field flux, Γ𝐷, varies only weakly as a function of density gradients at this

location. Analogous observations in previous Alcator C-Mod research have been interpreted

as evidence of “critical-gradient” behavior [237], whereby the density is “pinned” to a certain

gradient dictated by transport effects. Fig. 6-13 shows this with a remarkably robust trend,

143



spanning many orders of magnitude. No obvious dependence on plasma current, 𝐼𝑝, shown

by data point color, is observed.

Fig. 6-14a shows the same values of 𝐷𝐷,𝑒𝑓𝑓 over 𝐿𝑛𝑒 as in Fig. 6-13, but now color-coded

to separate L- (black) and H-mode (red) cases. Fig. 6-14b shows an analogous separation

of confinement regimes, but now for the effective convection, 𝑣𝐷,𝑒𝑓𝑓 , at 𝜌𝑝 = 0.99 as a

function of separatrix electron density. For both 𝐷𝐷,𝑒𝑓𝑓 and 𝑣𝐷,𝑒𝑓𝑓 we observe a clear

clustering, with H-mode cases displaying much smaller transport coefficients. This agrees

with the expectation that in H-mode a particle transport edge barrier forms in the pedestal

via turbulence suppression. Future work will examine these transport coefficients in greater

detail, attempting to address the question of how fueling and transport affect pedestal

structure.
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Figure 6-14: Effective pedestal transport coefficients for deuterium, inferred from Ly𝛼
measurements at the outboard midplane, for L-mode (black) and H-mode (red) cases. In
(a), we show effective diffusivities as a function of electron density gradient scale lengths,
whereas in (b) we show effective convection as a function of the separatrix density.

Previous work on Alcator C-Mod [238, 239] showed a correlation between 𝐷𝐷,𝑒𝑓𝑓 (or

𝑣𝐷,𝑒𝑓𝑓 ) in the SOL with local collisionality and/or line-averaged density normalized to

the density limit, �̄�𝑒/𝑛𝐺. The latter variable is a proxy for the Greenwald density limit,

𝑓𝐺𝑊 , defined in Section 6.3.1. In Ref. [239], LaBombard et al. showed that a parameter

𝛼𝑑 ∼ 𝜆𝑒𝑖/𝑞
2𝑅 (𝜆𝑒𝑖 being the mean free path for electron-ion collisions), suggested by

Electro-Magnetic Fluid Drift Theory (EMFDT), better explains data in the SOL. This is

an appealing physical explanation for the observed edge phenomenology in tokamaks and is

obviously preferable to power-law regression analysis such as the one discussed here for the
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separatrix. Future work will compare the present Ly𝛼 database with theories of pedestal

particle transport. The results presented here also form the basis of future comparisons

of neutral and deuterium transport in C-Mod and DIII-D, where a similar midplane Ly𝛼

diagnostic has recently been developed [240].

6.3.7 Summary of Ly𝛼 database study

In previous sections, we have presented a new database of C-Mod plasmas comprising

Ly𝛼 data at the outboard midplane. This has allowed examination of atomic D neutral

densities, 𝑛𝑛, and their relation to engineering and physics parameters, finding robust trends

that support the established physical picture of main-chamber recycling on C-Mod. In

Sections 6.3.3 and 6.3.4, we have examined the dependencies of pedestal neutral penetration

depths inside and separatrix electron density on engineering parameters. In Section 6.3.5

we have then shown that the inference of deuterium cross-field particle fluxes, Γ𝐷, is robust

to possible inaccuracies of kinetic profiles and atomic rates. This makes the comparison of

Γ𝐷 between experiment and theory a compelling task for future work. Figs. 6-11 and 6-12

showed some dependencies of Γ𝐷 on wall pressure, 𝐵𝑡, and/or 𝑞95, with small differences

between USN and LSN in our database. Section 6.3.6 then presented clear evidence for

“critical gradient” behavior of fluxes by examining effective transport coefficients. In Fig. 6-

14, differences in both 𝐷𝐷,𝑒𝑓𝑓 and 𝑣𝐷,𝑒𝑓𝑓 between L- and H-mode cases have highlighted a

strong effect of cross-field transport suppression at the L-H transition.

As discussed in Section 2.7, experimental particle transport research tends to focus on the

quantification of transport coefficients to avoid the uncertainties involved in working with

fluxes. Indeed, the concept of instability “fingerprints” [59], introduced by Kotschenreuther et

al. to enable effective characterization of pedestal transport, does not assume that particle

fluxes may be available from experimental analysis. The calculation of Γ𝐷 discussed in

Section 6.3.5 and the demonstration of its robustness to uncertainties in kinetic profiles and

atomic rates offers new opportunities in this context. Future work will compare Γ𝐷 profiles

over the pedestal region to theory models, such as the neoclassical, gyrofluid and gyrokinetic

codes discussed in Chapters 7 and 8.
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6.4 Impact of Charge Exchange of Neutrals with Heavy Ions

Previous sections established the validity of the EIRENE neutral model within SOLPS-

ITER for three Alcator C-Mod discharges. In Section 6.3 we then presented a much wider

database of experimental neutral density measurements, identifying key dependences in

Alcator C-Mod. Here, we demonstrate the impact of background neutrals on impurity

transport making use of Aurora’s 1.5D forward model for ion transport.

Fig. 6-15 offers an illustration of the importance of background neutrals on charge state

balance in the outer part of the plasma radius (𝜌𝑝 > 0.8), particularly focusing on the I-mode

discharge of Fig. 6-3 (#1080416025). Using the SOLPS-ITER results for this case, Fig. 6-

15 compares (a) charge state density profiles, and (b) line radiated power, for the highest

charge states of Ar, introduced in the Aurora simulations assuming a constant source rate

of 1020 particles/s. Realistic radial profiles of 𝐷 and 𝑣 were applied, with 𝐷 = 1 m2/s

and 𝑣 being small up to the pedestal, where it sharply increases in magnitude to −100 m/s

(similar to the profiles in Fig. 7-17). Details of these transport coefficients do not affect the

clear observation of Fig. 6-15, where the effect of CX is seen to be significant in both 𝑛𝑧 and

𝑃 𝑙𝑖𝑛𝑒𝑟𝑎𝑑 . Clearly, any modeling of experimental impurity transport in the pedestal must take

into consideration the impact of background neutrals in order to capture the ionization state

of any ion. Spectroscopic measurements are also obviously heavily affected by the variation

of line radiation from expectations that do not account for CX. Estimates of radiated power,

particularly important for considerations on core-edge integration, are similarly impacted.

We highlight that the illustrated example is from a C-Mod high-performance discharge,

with a density that would be considered very high for any other tokamak. Fig. 6-15 should

therefore be seen as a conservative demonstration of the importance of CX on charge state

densities and radiation, which would likely be even greater on other devices.

Indeed, an analogous illustration for the DIII-D L-mode discharge (#180533) in Fig. 6-

16 shows even more dramatic effects of charge exchange in this lower-density plasma. These

Aurora simulations use the same parameters as those in Fig. 6-15 (including the same 𝐷 and

𝑣), except for different neutral and plasma background profiles. One can hardly overstate

the importance of including CX as part of the total effective recombination experienced

by simulated impurities: charge state densities of the simulated Ar impurity are radically

modified by the presence of background neutrals, taken from SOLPS-ITER modeling of this
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Figure 6-15: Illustration of the impact of edge neutrals on Alcator C-Mod for identical
Aurora simulations in an I-mode discharge (#1080416025) with a constant Ar source of
1020 particles/s and realistic 𝐷 and 𝑣 profiles. In (a) we show some charge states densities;
(b) displays the corresponding line radiated power. Continuous lines indicate the result
obtained including charge exchange with background neutrals; dashed lines give the result
without charge exchange. Neutral densities are from SOLPS-ITER simulations.
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Figure 6-16: Charge state densities and line radiated power for Aurora simulations with and
without CX in the DIII-D L-mode discharge (#180533). Except for background neutral
(from SOLPS-ITER) and plasma profiles, all parameters are the same as in Fig. 6-15.
Continuous lines show the result with CX, dashed lines without it.
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Figure 6-17: Radial profiles of (a) atomic D neutral density and (b) its normalization by 𝑛𝑒
in the DIII-D diverted negative triangularity discharge #180533.

DIII-D discharge. Fig. 6-17 shows radial profiles (at the LFS, HFS and the FSA) of atomic D

neutral density from SOLPS-ITER and its normalization by the electron density. Comparing

these values to those from the C-Mod discharges in Fig. 6-3, a much larger 𝑛𝑛/𝑛𝑒 is found to

stretch across a wider portion of this DIII-D plasma, clearly indicating that charge exchange

must have a larger impact on ionization balance in typical DIII-D L-mode pedestals.

These observations highlight that impurity transport validation efforts aiming to

elucidate pedestal physics must carefully quantify neutral densities. Recent work by Dux et

al. [228] has shown effects of CX on pedestal impurities in AUG that are broadly in agreement

with our results. The AUG studies are complementary to those presented here since they

offer direct and detailed measurements of impurities, but resort to a simple 1D Monte Carlo

model for edge neutrals. For our investigations, the opposite is true: the influence of CX on

impurities is only indirectly observed via experimental diagnostics, but neutral densities are

obtained via detailed experimental Ly𝛼 measurements and/or advanced neutral modeling,

both for Alcator C-Mod and DIII-D.

While SOLPS-ITER results have been directly compared to Alcator C-Mod Ly𝛼

measurements (Section 6.2), a wider effort on DIII-D is underway through the recently-

installed D Ly𝛼 array near the device midplane (viewing both the low- and high-field

sides). Since data from this DIII-D diagnostic were not available for the DIII-D experiments

discussed in this thesis, we relied on results from the SOLPS-ITER and KN1D codes

(Appendix F).
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6.5 Charge Exchange with NBI Neutrals

In previous sections we considered the impact of CX of ions with thermal neutrals from

the plasma edge. On tokamaks that make use of Neutral Beam Injection (NBI), beams

constitute an additional source of neutrals in the plasma. Unlike edge neutrals, NBI neutrals

have both a fast and a thermal population. The fast population can be separated into three

components, typically labelled “full-”, “half-” and “third-” energy. This nomenclature reflects

the fact that these neutral populations are created in the NBI beam duct by the application

of a single (nominal) accelerating voltage. Such voltage acts on ionized D+ atoms, D+
2

molecules or D+
3 molecules. Each of these is accelerated to the same energy, before being

neutralized again so as to be able to penetrate across the tokamak magnetic field. For a fixed

energy, each ion has a speed that depends on its mass. Once the molecular ions dissociate in

either the neutralizer cell or in the plasma, the resulting individual D neutrals have an energy

that corresponds to the original speed from the acceleration process, giving full, half and one

third energies for the D, D2 and D3 populations, respectively. Upon entering the plasma,

the NBI fast D neutrals can undergo CX reactions, causing recombination of D ions into

thermal neutrals that can undergo CX once more. Multiple “generations” of CX can thus be

produced. The first generation is affected by CX cross sections involving a fast neutral; all

following generations only involve thermal particles. Thermal neutrals produced by the NBI

are collectively called “halos”, since they surround the fast beam. To compute the spatial

distribution of beam neutrals (both fast and thermal), we make use of the FIDASIM Monte

Carlo code [241, 242]. FIDASIM is a state-of-the-art numerical tool that takes as inputs the

plasma background (kinetic profiles, plasma geometry, etc.) and beam parameters, adopting

a comprehensive collisional-radiative model to account for ionization and recombination

processes of neutrals. On both DIII-D [177, 178] and AUG [173] FIDASIM is used to

accurately model emission from ions that can undergo charge transfer with NBI neutrals.

In this section, we investigate the extent to which NBI neutrals may affect impurity ions,

focusing on the DIII-D diverted negative triangularity discharge #180526 that will later be

discussed in Chapter 8. Since F impurities were injected via LBO into this discharge, we

shall focus on F ions as an example. Similar analysis has been completed for all the DIII-

D discharges analyzed in this thesis, looking individually at all beams operating in each

case. Fig. 6-18 shows the beam power sequence in shot #180526. Since the LBO injection
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analyzed in Chapter 8 for this discharge is at 2.75 s, only neutrals from the beams labelled

“30L” and “33L” need to be considered in this case. Fig. 6-19 shows the density of the

full-energy component of the 30L beam neutral population over the poloidal cross section.

The blue contours represent flux surfaces, with the thicker blue line identifying the LCFS.

The 30L beam neutrals are seen to penetrate through the center of the plasma and into the

HFS.

Based on Fig. 6-19, one may expect CX between impurities and beam neutrals to be

mostly a phenomenon of edge relevance, since the neutral density is clearly higher in the

edge. This is however not the case. As discussed in Section 6.4, CX reactions are effectively

averaged out over flux surfaces and, since differential volumes between flux surfaces increase

as one goes further out in radius, their relevance is greater in the core region. Fig. 6-20

shows the flux surface averaged (FSA) density of full-energy (fdens), half-energy (hdens)

and third-energy (tdens) components, as well as the sum over all the halo generations, for

the 30L beam in shot #180526. Results for the first 3 excited states of neutrals are displayed.

We remark that the 𝑛 = 1 halo density is approximately twice as large as the full-energy

component density.

Fig. 6-21 shows the charge exchange recombination rates of an ion of charge 𝑍 = 9

with each of the beam neutral populations. To compute these, we used rates from Janev &

Smith [227] for fast neutrals and the ADAS thermal charge exchange rates for halos (the same

used for edge thermal neutrals). For impurity transport simulations, similar calculations are

needed for all charge states.
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Figure 6-19: Density of the full-energy fast neutral beam component incident from the
right hand (low-field) side, displayed over the poloidal cross section of the DIII-D negative
triangularity discharge #180526. Contours of the 𝜌𝑝 coordinate identify selected flux
surfaces, with the thick white line showing the LCFS.

Fig. 6-22a compares the total recombination rate from all NBI neutrals from beam

30L (fast and thermal) with those from radiative recombination (RR) and dielectronic

recombination (DR). The latter two processes give much larger rates near the edge, but

are of similar magnitude to the NBI CXR near the magnetic axis. Since both the 30L and

33L beams were active at the simulated time of interest in this discharge, CXR from both

must be considered. For 𝑞 = 9 (e.g. fully-stripped F), this brings the total CXR rate to

approximately 10.8 s−1 in shot #180526 at 2.75 s, which is approximately a factor of 2 larger

than the sum of RR and DR on axis.

However, it is important to compare these values with those of ionization rates, 𝑆, shown

in Fig. 6-22b. Since core plasmas are in a strongly ionizing regime, the modification of total
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the 𝑛 = 1 (ground state) and
excited states 𝑛 = 2 and 𝑛 = 3
are separated.
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Figure 6-21: Radial profiles of
recombination for F9+ ions due to
CX with high energy and thermal
(halo) neutrals from the DIII-D
30L beam in shot #180526.
Contributions from excited states
are found to be small.

recombination rates due to CX between impurities and NBI neutrals does not have a major

impact in forward modeling. As we will discuss in Chapter 8, impurity transport in DIII-D

may therefore, to a good approximation, be analyzed without considering the effects of NBI

neutrals on the impurity charge state balance. High fidelity modeling like the one discussed

in Chapter 8 must however examine NBI CXR on a case-by-case basis, since it hard to

generalize how NBI CXR balances with other recombination rates for a given ion of interest.

In Chapter 8, we will also consider discharge #180520, with an LBO injection at 2.5 s,

and #180530, with an injection at 3.8 s. In the former case, only the 30L beam was active,

while in the latter case 30L, 33L and 33R were all operational.

152



0.0 0.2 0.4 0.6 0.8 1.0
ρp

0

6

12

18

24

30

Re
co

m
bi

na
tio

n 
co

m
po

ne
nt

s [
s-1

]
NBI CXR, q=3
RR+DR, q=3
NBI CXR, q=6
RR+DR, q=6
NBI CXR, q=9
RR+DR, q=9

(a)

0.0 0.2 0.4 0.6 0.8 1.0
ρp

100

101

102

103

104

ra
te

s [
s-1

] RR+DR
S
NBI CXR

(b)

Figure 6-22: Illustration of the total impact of CX between NBI neutrals and low-Z ions.
In (a), we show radial profiles of total CX recombination of F3+, F6+ and F9+, summing
over all fast and thermal components, ground and excited states 1-3, of beam 30L in the
DIII-D discharge #180526. In (b), we compare radiative and dielectronic recombination
(RR+DR), CXR with NBI neutrals (NBI CXR), and ionization (S) for F8+. Ionization
dominates everywhere in the core, making the impact of NBI CXR relatively small even
though it can more than double the total near-axis recombination rate.

6.6 Discussion and Summary

In this chapter, we have presented a number of investigations related to neutral particles,

both in the core and edge of the plasma. We have highlighted the critical importance

of accurate neutral density measurements and/or predictions in the pedestal in order to

correctly estimate ionization balance for ions in the plasma. The strong effects of CX shown

in Figs. 6-15 and 6-16 leave no doubt that any investigation of particle transport in the

pedestal must resolve the physics of edge neutrals. The impact of NBI neutrals, analyzed in

detail using FIDASIM simulations in Section 6.5, has been shown to be much more limited,

but may not be negligible in some circumstances.

The comparison of D Ly𝛼 signals from the C-Mod midplane with SOLPS-ITER has

demonstrated good agreement with experimental data. Based on this, it is reasonable to

take SOLPS-ITER predictions to be valid at all poloidal angles, within the pedestal and

in the near SOL. In Chapters 7 and 8 this will enable calculation of flux surface averaged

neutral densities for the inclusion of charge exchange recombination (from both the edge

and neutral beam injection) in forward modeling of impurity transport with Aurora.

The C-Mod edge neutral density database presented in Section 6.3 offers strong evidence

of main-chamber recycling, in agreement with previous work [230, 243, 229, 237]. A wide
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range of engineering and physical parameters has allowed the extraction of scaling laws that

quantify key dependences of neutral density at the separatrix and neutral penetration depth

over the pedestal. In particular, use of Eq. 6.8 as a formula for 𝑛𝑛,𝑠𝑒𝑝 at the LCFS and of

Eq. 6.10 for 𝐿𝑛𝑛 allow quantification of D neutral densities as a function of radius inside

the confined plasma for C-Mod L-mode discharges. Accurate predictions of 𝑛𝑛 over H-mode

pedestals remain challenging. Future work will expand the database of H-mode discharges

with high-quality Ly𝛼 data, possibly also including discharges at a wider variety of 𝐵𝑡 values

and different ion ∇𝐵 drift direction.

In Section 6.3.4 we have also presented regressions of separatrix electron density, 𝑛𝑒,𝑠𝑒𝑝,

which are of great interest for integrated modeling and to examine pedestal structure. The

obtained scaling laws are only a first attempt at identifying key dependencies of 𝑛𝑒,𝑠𝑒𝑝, but

already offer an interesting comparison to scaling laws for the top of the pedestal, for example

those presented by Hughes et al. in Ref. [224]. In Section 6.3.5 we have also motivated the

use of deuterium fluxes inferred from Ly𝛼 signals as a promising new path for the validation

of theoretical transport models in the pedestal. The availability of Γ𝐷 profiles in a large

number of C-Mod discharges and the demonstrated robustness of this measurement with

respect to uncertainties in kinetic profiles and atomic rates make this a compelling avenue

for future research.

In the next chapter, neutral density predictions from SOLPS-ITER are applied to

improve understanding of atomic processes in the pedestal and near SOL in the context

of Bayesian inferences of impurity transport for Alcator C-Mod. Analogous inferences, also

including the effect of NBI neutrals, will be presented for DIII-D in Chapter 8.
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7

Inference of Impurity Transport on

Alcator C-Mod

This chapter presents inferences of radial profiles of cross-field impurity transport on Alcator

C-Mod. We begin by describing observations of different particle transport in various regimes

without ELMs. We then demonstrate 𝐷 and 𝑣 inferences following LBO injections of

Ca with progressively more complex spectroscopic constraints. Results are compared to

neoclassical, gyrofluid and gyrokinetic modeling, finding partial agreement in diffusion profiles,

but significant discrepancies in convection.

Introduction

In this chapter, we explore cross-field impurity transport in 3 regimes on Alcator C-Mod: the

low-confinement (L-) mode, the Enhanced D-Alpha (EDA) high-confinement (H-) mode [22],

and the intermediate-confinement (I-) mode [23]. We first discuss observations of core

electron density peaking and compare these to widely adopted H-mode scalings, finding

that Alcator C-Mod data can exhibit significantly different behavior across confinement

regimes. These observations serve as a useful starting point for the following sections, which

describe inferences of impurity transport. The validation of impurity transport models

aims to gain better understanding of strengths and weaknesses of theoretical transport

models. We attempt to determine whether modeling tools dealing with coupled atomic

and transport physics are sufficiently elaborate to predict the performance of future fusion
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devices, including the profiles of fuel and impurity densities. Research presented in this

chapter presents the most advanced attempt to date to compare C-Mod core particle

transport coefficients with theoretical transport models.

7.1 Particle Transport Across Confinement Regimes

The decoupling of particle and heat transport channels in tokamak plasmas is perhaps

nowhere as clear as in comparisons of Alcator C-Mod L-, H- and I-modes. When

transitioning from L- to H-mode, a steep pedestal develops in both density and temperature.

Due to the stiffness of core transport [73], which causes kinetic profile gradients to be

almost fixed, the occurrence of higher pedestal-top values raises the entire core profiles,

resulting in higher overall performance. On the other hand, in I-modes a pedestal forms

in the temperature channel, but not in the density one. This results in particularly high

temperatures across the plasma cross section, while maintaining low particle confinement.

This is often considered favorable for reactor performance because it leads to low impurity

retention. Moreover, gas fueling is simpler and more affordable than auxiliary heating.1

Fig. 7-1 illustrates some important features that set I-modes apart from other high-

performance regimes. In this figure, we show raw data from the gas-puffing Charge eXchange

Recombination Spectroscopy (CXRS) diagnostic of C-Mod across an I-L transition,

occurring at 1.3 seconds following a reduction of external heating. On the left, the measured

boron density is observed to be unvaried across this transition. On the right, we see that,

as the plasma transitions from I-mode to L-mode, the high ion temperature pedestal is lost.

This highlights the existence of a heat transport barrier during I-modes, without a particle

barrier. Unfortunately, these measurements were not available for the LBO injection studies

explored in this thesis. Note that while Fig. 7-1 suggests that there may be no difference in

impurity densities in the L- and I-mode phases, it would be incorrect to assume that this

observation equally applies to all I-modes and to all impurity species.

The density and temperature differences in L-, I- and H-modes lead to different values

of effective plasma collisionality, defined as [244]

𝜈eff =
0.1𝑍eff ⟨𝑛𝑒⟩𝑅geo

⟨𝑇𝑒⟩2
. (7.1)

1In practice, each confinement regime tends to have advantages and disadvantages, requiring detailed
assessment and trade-offs that are not the focus of our discussion here.
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Figure 7-1: Charge exchange recombination measurements from a D gas puffing experiment
(shot #1120921014) on Alcator C-Mod, showing (intrinsic) boron density and temperature
across an I-L transition occurring at 1.3 seconds.

Previous work on AUG and JET [244] investigated the 𝜈eff dependence of experimental H-

mode electron density peaking, taken as 𝑛𝑒(𝜌𝜓 = 0.2)/⟨𝑛𝑒⟩, and found the following scaling

to apply

𝜂Angioni
ne = 1.347− 0.117 ln 𝜈eff − 4.03𝛽, (7.2)

typically assumed to apply to D/T fuel density as well. Here, ⟨𝑛𝑒⟩ is the volume-averaged

density (in 1019 m−3), ⟨𝑇𝑒⟩ is the volume-averaged plasma temperature (in keV), 𝑍eff is

the effective charge, and 𝑅geo is the geometric plasma radius (in m). The plasma beta is

defined as

𝛽 =
4.02× 10−3⟨𝑝⟩

𝐵2
𝑇

(7.3)

with ⟨𝑝⟩ being the volume-averaged plasma pressure (in keV ×1019 m−3 ) and 𝐵𝑇 the

toroidal magnetic field on axis (in T).

The scaling above was later confirmed by Greenwald et al. [77] based on Alcator C-

Mod low-collisionality H-modes data, leading to a prediction of density peaking in ITER

in the range of 1.4-1.6. In Fig. 7-2 we revisit this scaling to compare it to C-Mod data

across confinement regimes. The cases displayed here are from Alcator C-Mod experiments

performed across a number of years, with no limitation in collisionality or any other

parameter. The ordinate shows experimentally-measured values, the abscissa predictions

from the Angioni scaling. The dashed black line shows a 1-to-1 correspondence between
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the two. Clearly, experimental data significantly deviates from the scaling predictions,

suggesting that either hidden variables are required to align data points, or it is unlikely to

find a single regression that applies equally well across confinement regimes. We note that

the Angioni scaling was constructed to make predictions in low-dimensionality H-modes,

where ITER should operate at its highest performance. Hence, the observed discrepancies

seen in Fig. 7-2 may not come as a surprise. We also remark that density peaking in L- and

I-mode discharges is not significantly different, although collisionality is lower in I-mode due

to the higher temperatures.
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Figure 7-2: Scatter plot of electron density peaking 𝑛𝑒(𝜓𝑛 = 0.2)/⟨𝑛𝑒⟩ vs. the peaking
prediction by the Angioni scaling for I-, L- and H-mode shots on Alcator C-Mod. Black
curves correspond to clustering of the three confinement regimes by a Support Vector
Machine using a 3rd order polynomial kernel. The dashed line corresponds to a 1-to-1
correspondence of data with the Angioni scaling, from which the experimental distributions
clearly differ substantially.

Fig. 7-2 highlights that density peaking, and particle transport more broadly, display a

wealth of collective behavior that is hard to capture via simple scaling laws. Understanding

such behavior via detailed physical modeling is paramount in order to reliably predict the

performance of future fusion devices. Doing so for impurities, rather than electrons, is even

more challenging, since atomic physics comes into play, carrying additional uncertainties.
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As discussed in Chapters 2 and 3, the coupling of atomic and transport physics makes

the validation of heavy ion transport models a challenging, but rewarding task, since

impurities can be introduced into the plasma as trace species and diagnosed individually by

spectroscopic means. In the following sections, we describe how Bayesian inferences of radial

impurity transport coefficients have been developed within this thesis to provide detailed

comparisons to theoretical transport models.

7.2 Inferences of Impurity Transport on C-Mod

7.2.1 Review of Previous Efforts

Inferences of impurity transport have been a subject of research on Alcator C-Mod for a

number of years [245, 181, 101, 102, 246]. Pedersen et al. [100] attempted to infer 𝐷 and

𝑣 values in the pedestal of EDA H-mode discharges using SXR radiation filtered by a thin

(10 𝜇m Be) foil. These measurements were interpreted as deriving from intrinsic fluorine

present in the device and suggested the presence of a neoclassical-like edge inward pinch

based on variation of 𝐷 and 𝑣 parameters over the same region. Howard later developed

a laser blow-off (LBO) system [153] to better distinguish the effects of 𝐷 and 𝑣 through a

time-dependent source of non-intrinsic, non-recycling impurities. Making use of the X-ray

Imaging Crystal Spectrometer (XICS) and the Vacuum Ultra-Violet (VUV) diagnostics also

employed in this thesis, the inference of core 𝐷 and 𝑣 profiles was attempted using the

Levenberg-Marquard algorithm to then compare results to gyrokinetic simulations [102].

These studies were limited to L-mode discharges and only made use of the brightest He-

like Ca line measured by the XICS spectrum for CaF2 injections (the Ca resonance line w,

see Chapter 3). Some years later, Chilenski analyzed the sensitivity of 𝐷 and 𝑣 inferences

with the same setup, using Bayesian inference methods with synthetic data [27]. Significant

progress was made on the statistical rigor of the approach, leveraging nested sampling for

parameter estimation and model selection. It was suggested however that application of

similar methods to experimental data was unlikely to succeed, due to the “ill-posed” nature

of the problem, where “seemingly small residuals in the synthetic diagnostic signals can mask

gross disagreement with the true 𝐷 and 𝑣 profiles”. It was then concluded that “a principled

approach to model selection can overcome this issue, though only at great computational

expense. Because of these results, [. . . ] 𝐷 and 𝑣 profiles may not be the best level of the
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primacy hierarchy at which to perform model validation.” [184]. This was effectively the

starting point of this thesis.

In this chapter, we apply the Bayesian inference methods and the Aurora forward

model described in Chapter 5 to infer radial profiles of impurity transport coefficients

and compare them to results from neoclassical, gyrofluid, and gyrokinetic modeling. The

discharges discussed here were run before the author began this work and presented the same

experimental setup as used by Howard and Chilenski. Issues highlighted in previous work

have been faced in a number of ways, with significant improvements in both the forward

and inverse modeling:

∙ Aurora has been developed for efficient forward modeling of particle transport,

increasing the physics fidelity of experimental modeling with respect to previous C-

Mod work (see Section 5.3.1 and Appendix A).

∙ We have extended the use of nested sampling with more appropriate likelihood

(Section 5.3) and prior (Section 5.4) distributions.

∙ Most importantly, we have leveraged available spectroscopic data to a larger extent

than previous research, making use of the entire Ca 𝐾𝛼 spectrum rather than just the

resonance (w) line, as well as multi-line spectroscopy in the VUV range.

As we will describe in the following sections, these developments overcame many of the

previous challenges, opening new paths to transport model validation. Computational

bottlenecks have been completely eliminated, thanks to the development of a high-

performance computing framework running Aurora. In Chapter 8 we discuss how similar

methods were leveraged for DIII-D research.

7.2.2 Experimental Setup

An initial condition for particle transport inferences is provided by an optical fiber viewing

the edge of the plasma, near the location of the LBO injection. A bandpass filter limited

measured brightness to the 420 ± 10 nm range, providing a proxy measurement of Ca-I

emission [102]. This system offers high signal-to-noise ratio (SNR) and sometimes provides

evidence of CaF2 clusters entering the plasma; this often correlates with irregularities in

signals on several spectrometers.
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For our inferences, a central role is played by C-Mod’s XICS diagnostic [175], which

has 3 ms readout time and typical signal integration over 3 ms intervals, for a total time

resolution of 6 ms. As described in Section 4.4, the two crystals of this system are normally

configured to view lines from the H- and He-like charge states of argon. Doppler broadening

and Doppler shift of the emission spectra provide radial profiles of ion temperature (𝑇𝑖)

and toroidal rotation (𝑣𝜑) following tomographic inversion [175, 247]. In the absence of

experimental 𝑇𝑖 measurements in the pedestal, we assume high collisional coupling between

electrons and ions, and take 𝑇𝑖 ≈ 𝑇𝑒 in this region, as experimentally observed in past

work [106]. On the other hand, 𝑣𝜑 profiles are only constrained by XICS data, thus limiting

detailed gyrokinetic analysis to the core.

For impurity transport studies, one of the two XICS crystals was substituted with one

capable of viewing the Ca18+ (He-like) spectrum, typically discretizing the detector coverage

into 32 independent spatial chords. In standard C-Mod discharges, the brightest Ca line in

the core is the 1s2 1𝑆0 - 1s2p 1𝑃1 resonance (w) line at 3177.26 mÅ, and past inferences

of impurity transport coefficients in Refs. [102, 248, 103] relied mostly on its measurement

using existing spectral analysis routines [180].

Finally, the XEUS single-chord VUV spectrometer (Section 4.2), covering the 10-70 Å

wavelength range, can be used to view multiple emission lines for Li-like Ca [164]. In

the last few years of C-Mod operation, a companion Long-wavelength Extreme Ultraviolet

Spectrometer (LoWEUS) spectrometer [165] has allowed emission in the 100-300 Å region

to also be analyzed, but these data were not available for the discharges discussed here.

Their main use during this thesis work has been in allowing comparison to analogous

DIII-D measurements. The spectral range of these spectrometers typically offers valuable

observations of Ca16+ and Ca17+ at 𝑟/𝑎 > 0.7, thus providing a constraint to transport

modeling in the near-pedestal region. Unfortunately, the relatively low time resolution

(2 ms) of XEUS and LoWEUS does not usually allow clear observation of the signal rise

phase following LBO injections.

In this chapter, we describe inferences obtained for 3 discharges: an L-mode

(#1101014006), an EDA H-mode (#1101014019) and an I-mode (#1101014030). These

discharges are from the same set of C-Mod experiments, but differ significantly in the

parameter space that they explore: whereas they all have 𝐵𝑡 ≈ 5.5 𝑇 , the L-mode case

has 𝐼𝑝 ≈ 0.8 𝑀𝐴, the EDA H-mode 𝐼𝑝 ≈ 0.55 𝑀𝐴, and the I-mode 𝐼𝑝 ≈ 1.0 𝑀𝐴.
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Using the neoclassical prediction of Sauter et al. [249], 𝑍eff has been estimated to be

approximately 1.75, 1.5 and 2.1, respectively, with estimated uncertainty of ±0.2 in each

case, based on the measured loop (toroidal) voltage and the plasma current. These values

of 𝑍eff are assumed to be equally applicable across the entire radius, consistent with past

visible bremsstrahlung measurements on C-Mod [250]. This leads to a volume-averaged

(dimensionless) collisionality, defined as 𝜈𝑒𝑖 = 0.1 𝑍𝑒𝑓𝑓 ⟨𝑛𝑒⟩ 𝑅/⟨𝑇𝑒⟩2 [244], of 1.5, 1.9 and

0.9 ±0.2 for the L-, H- and I-mode cases, respectively.
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Figure 7-3: Time histories of radio-frequency power (𝑃𝑅𝐹 ), near-axis electron temperature
(𝑇 0
𝑒 ), radiated power (𝑃rad), and line-averaged electron density (𝑛𝑒) for the chosen Alcator

C-Mod L-mode (green), EDA H-mode (orange) and I-mode (indigo) discharges described in
the main text.

In Fig. 7-3, we show time traces of H-minority Ion Cyclotron Resonance Heating (ICRH)

power (𝑃𝑅𝐹 ) with a near-axis resonance, central electron temperature (𝑇𝑒,0), normalized

core radiated power from bolometry (𝑃𝑟𝑎𝑑), and line-averaged density from a Two-Color

Interferometer [158] (�̄�𝑒) for the L-mode (green), EDA H-mode (orange) and I-mode (indigo)

discharges. Vertical dashed lines in the top panel show the time up to which impurity

transport has been simulated for each LBO injection. The I-mode case is seen to have
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a sudden drop in RF power approximately 65 ms after the LBO injection, but this is

appropriately excluded from the time range of our modeling. As it is often the case in

C-Mod, sawteeth modulate core temperatures in all the shots of interest, as shown in the

second panel.

Two important observations can be made from Fig. 7-3. First, although all plasma

discharges have core MHD activity (sawteeth) modulating 𝑇𝑒 near axis, the density and

power are constant within the time ranges of interest, i.e. the discharges are satisfactorily

described as quasi-steady. Secondly, the LBO injections into these discharges appear to be

non-perturbative, as suggested by the lack of changes in line-averaged density in the fourth

panel when the laser ablates. We take this to justify a trace impurity approximation, since

the injected impurities do not appear to affect background kinetic profiles.
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Figure 7-4: Time-dependent kinetic profile fits for the investigated I-mode discharge.

As described in Section 4.1, we adopt different kinetic profile fitting methods for impurity

transport forward modeling and for theoretical (neoclassical, gyro-fluid, and gyrokinetic)

predictions. For forward modeling, we make use of parametric time-dependent Radial Basis

Functions (RBF), as in the DIII-D research discussed in Chapter 8, taking care to avoid

smoothing of sawteeth and to preserve pedestal structure. Use of fast Electron Cyclotron

Emission (ECE) data allows us to fit very well the 𝑇𝑒 modulation, while for 𝑛𝑒 we rely on

Thomson Scattering data. Fig. 7-4 shows the RBF fits obtained for the I-mode discharge.

Similarly to the other two shots, we observe that 𝑛𝑒 in Fig. 7-4 is not significantly modulated

by sawteeth, to the point that Thomson Scattering cannot quantify changes with its 100 Hz
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sampling rate. On the other hand, variations of near-axis 𝑇𝑒 can significantly affect photon

emissivities from ions near the magnetic axis.
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Figure 7-5: Kinetic profiles and normalized gradient scale lengths for the 3 Alcator C-Mod
discharges where impurity transport has been inferred.

For theoretical transport modeling, we adopt Gaussian Process Regression (GPR),

which minimizes user bias by inferring hyperparameters corresponding to fits of highest

probability [154]. In Fig. 7-5, we show kinetic profile fits (𝑛𝑒, 𝑇𝑒 and 𝑇𝑖) and

corresponding normalized inverse gradient scale lengths (𝑎/𝐿𝑛𝑒 , 𝑎/𝐿𝑇𝑒 and 𝑎/𝐿𝑇𝑖 , with

𝐿𝑋 ≡ −𝑋/(𝑑𝑋/𝑑𝑟)), averaging experimental data over 150 ms near the LBO injection

of interest. In the absence of experimental 𝑇𝑖 measurements in the pedestal, we assume

high collisional coupling between electrons and ions and take 𝑇𝑖 ≈ 𝑇𝑒 in this region, as

experimentally observed in past work [106]. We quantify GPR uncertainties by propagating

diagnostic uncertainties and data scattering in time via the Law of Total Variance and

MCMC sampling [163], using a Gibbs kernel with tanh length scale, as suggested in
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Ref. [154]. This is a relatively expensive procedure, particularly valuable to estimate

uncertainties in gradients, obtained in GPR via simple analytical derivatives [251, 163].

The uncertainty bands shown in each panel of Fig. 7-5 correspond to the 1-99, 10-90, and

25-75 quantiles of the local posterior distributions.

The profiles shown in Fig. 7-5 display typical features of each confinement regime. The

L-mode discharge does not show any form of pedestal, either in density or temperature,

consistent with its labelling of “low confinement”. The EDA H-mode has a pedestal in

both density and temperature (“high confinement”). The I-mode has a strong temperature

pedestal, comparable to the EDA H-mode in Fig. 7-5, but a smooth variation of density near

the pedestal region (“intermediate confinement”). None of these discharges exhibits Edge-

Localized Modes (ELMs), typical of H-mode operation on other devices (and, in specific

cases, also on C-Mod). The I-mode case has a weakly-coherent ∼ 100 − 300 kHz mode

near the LCFS, high levels of particle transport and low impurity retention [23, 252]. A

Quasi-Coherent Mode (QCM) at ∼ 100 kHz appears to play a similar role in the EDA

H-mode [22]. We remark that any comparison among the three shots of Fig. 7-5 must

necessarily account for the fact that they have different values of plasma current and therefore

plasma confinement should not be expected to be the same. As for the validation of SOLPS-

ITER in Section 6.2, these studies on impurity transport represent “spot checks” for transport

model validation.

Ideally, one would use the same time-dependent kinetic profiles for both experimental

and theoretical modeling to provide an accurate validation of the latter. Unfortunately,

performing theoretical modeling for each time slice would be a computationally- and time-

intensive procedure. We instead make use of time-averaged kinetic profiles such as those in

Fig. 7-5, and describe the effects of varying inputs to theoretical models within uncertainties

derived from both measurement accuracy and data point scattering over time. One may

also wonder whether it would not be most appropriate to then compare time-independent

theoretical modeling to similarly time-independent experimental modeling. The reason

for not doing this lies in the observation that inaccuracies of experimental modeling at a

certain spatio-temporal location can affect the entire spatio-temporal domain. For example,

omission of the 𝑇𝑒 modulation by sawteeth near the magnetic axis can lead to inference of

different 𝐷 or 𝑣 at midradius to compensate for the missing fast transport phonemenology

of sawteeth. This is to be contrasted with theoretical modeling, which may be meaningfully
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treated as time-independent outside of the sawtooth mixing radius (in the absence of ELMs).

The L-, H- and I-mode discharges discussed here are very similar to those discussed in

Section 6.2 in the context of a comparison between Ly𝛼 spectroscopy and SOLPS-ITER

modeling. Indeed, it was by searching for C-Mod discharges with identical engineering

parameters to those of Fig. 7-5 that the shots of Fig. 6-3 were identified. Inferences

of impurity transport presented in this chapter can therefore use the SOLPS-ITER flux-

surface averaged (FSA) atomic D neutral densities as a background for Aurora simulations,

permitting inclusion of charge exchange recombination as part of our forward modeling.

This, however, has only become possible in the later phases of this work. Results in

Sections 7.2.3 and 7.2.4 do not include charge exchange, whereas this is an important

consideration in the most complete inferences presented in Section 7.2.5.

In the next section, we discuss experimental inferences for the I-mode discharge presented

above using individual line brightnesses of the resonance (w) and forbidden (z) lines of

the Ca K𝛼 spectrum. This was the first demonstration of C-Mod experimental inferences

combining more than one XICS spectral line, obtained using a high-performance computing

framework and the physical fidelity permitted by Aurora. These results were presented in

Ref. [155].2 At the end of this section, we also describe the effect of including additional

line brightnesses, using synthetic data. This analysis, first presented in Ref. [156], motivates

moving to inferences that forward model the entire K𝛼 spectrum, rather than individual

line brightness values. This more complete approach is explored in Section 7.2.5 and has

recently been submitted for publication [253].

7.2.3 Inferences Using Individual Line Brightnesses

The inference of 𝐷 and 𝑣 profiles is strongly dependent on the quality of experimental

data, as well as the accuracy and flexibility of the applied “models”. In this section, we

first describe spectral fitting methods that were developed as part of this work to fit high-

resolution spectral lines from XICS measurements, presented in Refs. [254, 156]. These

techniques allow the maximization of accuracy and uncertainty quantification of individual

line brightnesses used in inferences of impurity transport. We then illustrate the results

of model selection (Section 7.2.3) and parameter estimation (Section 7.2.3) for the I-mode
2In Ref. [155], the modeling tools that later evolved into Aurora were labelled as “pySTRAHL”, since they

evolved from STRAHL and presented a Python interface. For simplicity, we simply refer to these codes as
Aurora in this section, since this was effectively a first (pre-release) version of Aurora.
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discharge previously described, using Ca w and z line brightnesses.

The Bayesian Spectral Fitting Code

Previous impurity transport research on Alcator C-Mod [26, 102, 246] made use of spectral

fitting of XICS brightnesses using the THACO [180] suite. THACO covers a number of XICS

analysis needs, particularly aiming to effectively implement Doppler tomography [175], used

to obtain radially-localized profiles of ion temperature (𝑇𝑖) and toroidal velocity (𝑣𝜑). When

fitting spectral lines, THACO approximates each line shape as a single Gaussian, assuming

dominant Doppler broadening. The Gaussian parametrization however inevitably runs into

inaccuracies: even if local spectra were perfectly Gaussian, their line integral can never be

exactly Gaussian. A more flexible, efficient, and statistically rigorous spectral fitting method

has therefore been developed for this work. The resulting Bayesian Spectral Fitting Code

(BSFC), first presented in Ref. [254], is a key component to the XICS spectral analysis

presented in this section.

In BSFC, we use a Gauss-Hermite polynomial decomposition to extract moments from

line spectra without needing an exact parameterization for the line shape. This flexible

truncated expansion is combined with Markov Chain Monte Carlo (MCMC) and nested

sampling to perform Bayesian uncertainty analysis on the estimated moments. Fig. 7-6

shows a BSFC fit of the H-like Ca Ly𝛼 lines and nearby satellites, discussed in detail by

Rice et al. in Ref. [148]. These lines have not been used in inferences of Ca transport and

are just shown here for illustrative purposes.
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Figure 7-6: BSFC fit of the
Ca Ly𝛼 lines and overlapping
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Details of BSFC methods are described in Appendix B, where we show that BSFC

performs well on both synthetic and experimental spectra. Comparing it to THACO, we

find significant improvements in both reliability of parameter estimation and uncertainty

quantification. A Python implementation of BSFC is publicly available at https://github.

com/Maplenormandy/bsfc.

Model Selection

As described in Chapter 5, the Bayesian evidence is the central metric in Bayesian inference

to assess what level of model complexity is best supported by the data. The Bayesian

evidence may be interpreted as a relative metric, since the ratio of values of evidence have a

rigorous statistical interpretation for model selection (see Ref. [188] for a detailed discussion).

In Fig. 7-7, we show the base-10 logarithm of Bayes Factors (BF), defined as ratios of

Bayesian evidence values, for a range of model complexities (number of free parameters).

Each BF is relative to the case with highest log-evidence. Cases on the left of the BF peak are

under-fitting, i.e. their models are insufficient to represent experimental data adequately;

cases on the right are over-fitting, i.e. they require more parameters than experimental

uncertainties suggest is reasonable to use. In all cases, we set 𝐷 and 𝑣 radial knots to be

the same for simplicity.
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Figure 7-7: Scaling of the log of the Bayes Factor (BF) with number of free 𝐷 and 𝑣
radial coefficients in the analyzed I-mode discharge. The model with 6 free 𝐷 and 𝑣 radial
coefficients and with 𝑣 scaling with 𝑍 in the pedestal is consistently, although weakly, favored
by experimental data at all dimensionalities.
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Fig. 7-7 also compares the BF obtained when we set 𝑣 to scale linearly with 𝑍 in the

pedestal (taken as 𝑟/𝑎 > 0.9) (blue) and when we set 𝑣 to be independent of 𝑍 (green) in

Aurora. From this plot, it is clear that the 𝑣 ∼ 𝑍 model is best supported by data, although

the strength of statistical evidence favoring the model-selected case with respect to the next

case with the highest BF is relatively weak. However, the difference in predicted posterior

distributions between these cases is also small, thus making the distinction between them

not particularly significant. On the other hand, the difference between posteriors of cases

differing by more than 3 units of log10(𝐵𝐹 ) can be dramatic. None of the cases with high BF

were found to be multimodal, i.e. having separate statistical modes of comparable evidence,

although the posterior distributions often exhibit non-Gaussian features.

Uncertainties in the experimental data strongly affect the dimensionality achieving the

highest log-evidence (or, equivalently, BF). The importance of carefully quantifying such

uncertainties for challenging model selection problems such as ours cannot be overstated.

Parameter Estimation

Fig. 7-8 shows the inferred 𝐷, 𝑣 and 𝑣/𝐷 profiles from inferences obtained with the three

levels of complexity that resulted in the highest BF (cf. Fig. 7-7), with 5 (blue), 6 (green)

and 7 (red) radial coefficients for 𝐷 and 𝑣. All of these cases use 𝑣(𝑟/𝑎 > 0.9) ∼ 𝑍, since

this choice is found to give higher BF. In Fig. 7-8 we display profiles up to the LCFS,

showing that a large inward pinch (plotted for fully-stripped Ca) is inferred in the pedestal.

The maximum magnitude of such pinch (≈ −150 𝑚/𝑠) is not shown in order to visualize

both core and edge profiles on the same figure; its value is not very well constrained by

our data and is found to depend on details of the applied model. The apparent existence

of a pedestal impurity pinch does not preclude a short impurity confinement time. In this

discharge, 𝜏𝑖𝑚𝑝 = 30± 2 ms, while the energy confinement time 𝜏𝑒 = 23± 1 ms.

The vertical magenta dashed line shows the approximate location of the sawteeth

inversion radius. We remark that by taking the w and z line signals to be relatively

calibrated, we make their fitting significantly more challenging: virtually no discrepancy

between simulated and experimental signals would be seen if we allowed lines to be

independently normalized.3 The uncertainties shown in Fig. 7-8 are not assumed to be
3This effect is not due to inaccurate atomic rates, but to true physical complexity of the experimental

data.
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Figure 7-8: Inferred profiles of 𝐷 and 𝑣, together with the 𝑅𝑣/𝐷 ratio, for I-mode inferences
with 5, 6, and 7 radial 𝐷 and 𝑣/𝐷 coefficients (with 𝑣 calculated from their product). The
6-coefficient inference has higher log-evidence and is therefore model selected ; 5- and 7-
coefficient cases are only shown for reference. The vertical dashed magenta lines show the
approximate location of the sawtooth inversion radius. Figure from Ref. [155].

Gaussian and represent the 1-99, 10-90, and 25-75 quantiles of the posterior distribution. The

Bayesian weight factors described in Section 5.4.3 (see also Appendix C), with 𝜈 = 25, are

found to effectively weigh XICS signals (for both the w and z lines) more heavily than VUV

lines, with effective weights always less than 1. This suggests that the assumed diagnostic

uncertainties are likely too small to have full consistency with the Aurora model. The use

of Bayesian weight factors results in an increase of error bars for the profiles in Fig. 7-8

by approximately 30% at 𝜌𝜑 = 0.6, compared to the results obtained with fixed diagnostic

weights of 1. Setting 𝑣 ∼ 𝑍 in the pedestal is found to lower the absolute magnitude of edge

values of 𝐷 and 𝑣 required to match data, without significantly affecting inferred profiles in

the core.

Fig. 7-9 compares the inferred transport coefficients corresponding to the highest BF with

the results of selected theoretical transport models. In blue, we show predictions from the

NEO [32, 34] neoclassical transport code and in red from the Trapped Gyro-Landau Fluid

(TGLF) quasilinear turbulence model [255, 45], both introduced in Chapter 2. In the bottom
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Figure 7-9: Core-focused view of inferred profiles of 𝐷 (on a logarithmic scale) and 𝑣,
together with the 𝑅𝑣/𝐷 ratio, for the model-selected I-mode inference (also shown in Fig. 7-
8). Neoclassical, gyro-fluid and gyrokinetic modeling are overlaid. The black line in the
lowest plot shows an interpolated profile of combined NEO and TGLF predictions for the
total 𝑅 𝑣/𝐷.

panel, we also show the prediction for the total 𝑅𝑣/𝐷 value (black), taken as an additive

measure of neoclassical and turbulent transport (i.e. 𝑅 𝑣/𝐷𝑡𝑜𝑡 = 𝑅(𝑣𝑛𝑒𝑜 + 𝑣𝑡𝑢𝑟𝑏)/(𝐷𝑛𝑒𝑜 +

𝐷𝑡𝑢𝑟𝑏)). Scales have been adapted in each panel to complement the visualization of Fig. 7-8

and allow better comparison to transport models.

Since neoclassical predictions are formally limited by near-axis potato orbits and by ion

orbit losses near the LCFS [34, 29], we limit our NEO simulations to the range 0.1 . 𝜌𝜑 .

0.95. Fig. 7-9 shows that inferred diffusion values near the magnetic axis are larger, but of

the same order of magnitude, as the NEO predictions (obtained for Ca18+). The inferred

values are, of course, to some extent dependent on the applied sawtooth model in Aurora

simulations, but we have found that 𝐷 and 𝑣 profiles of neoclassical character are always

inferred inside the sawtooth inversion radius. Neoclassical transport modeling is discussed

further in Section 7.3.

At mid-radius, where the effect of sawteeth is reduced, TGLF SAT-1 appears to

underestimate both 𝐷 and 𝑣 amplitudes, while approximately matching 𝑣/𝐷 within
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experimental uncertainties. Fig. 7-9 also shows a single-point prediction for 𝐷 and 𝑣,

including their ratio 𝑣/𝐷 from a nonlinear, ion-scale CGYRO [37] simulation at 𝑟/𝑎 = 0.6,

run at a value of normalized ion temperature gradient scale length, 𝑎/𝐿𝑇𝑖 , that was modified

with respect to the experimental mean estimate until matching the experimental ion heat

flux, 𝑄𝑖, computed via the TRANSP [256] code. Both TGLF and CGYRO modeling are

described in greater detail in Section 7.3.

In Fig. 7-10a we show the self-similar impurity density profiles for the highest ionization

stages corresponding to the inferred transport coefficients in Fig. 7-9, normalized such that

the median of the total density is 1 on axis. By “self-similar” here we refer to the property

of maintaining profile shape while decreasing in magnitude over time, well after the LBO

injection. Density uncertainties were computed from the inferred 𝐷 and 𝑣 uncertainties, i.e.

by propagating 𝐷 and 𝑣 uncertainties using chains and weights from MultiNest. This gives

a clear visualization of how uncertainties in Fig. 7-9 translate to 𝑛𝑧 profiles, retaining all

degrees of correlation between parameters.
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Figure 7-10: (a) Experimentally-inferred self-decaying profile shapes for the highest
ionization stages of Ca after an LBO injection into the I-mode discharge. In (b), we
compare the median fractional abundances of (a), shown with continuous lines, with those
predicted by ionization equilibrium only (no transport), shown with dashed lines. Figure
from Ref. [155].

In Fig. 7-10b we compare the median fractional abundances for the highest charge states,

shown with continuous lines, with those given by only balancing effective ionization and

recombination rates, i.e. without any transport. This figure shows that the presence of

transport significantly modifies the localization of each charge state. In particular, we note
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that it allows these highly-ionized charge states to live in the pedestal region, where atomic

physics alone would predict that only lower charge states should exist. This excess of highly-

ionized states in the pedestal is not present during the rise phase immediately following the

LBO injection, since impurity ions must first penetrate into the core to undergo nearly-

complete ionization and then be transported outwards; at this stage, the upper level of

x-ray transitions can be significantly populated via recombination, as previously described

by Rice et al. [144]. Such recombination effect contributes to the He-like Ca z line emissivity

measured via XICS, but not significantly to the corresponding w line, as described in

Section 3.5.1.

The 𝐷 and 𝑣 profiles in Fig. 7-9, inferred using Ca brightness measurements, were also

applied to predict steady-state profiles of Ar, assuming transport of the two species to be

similar. Such predictions can be compared with the 72-chord XICS measurement of He-like

Ar brightness, which goes from the bottom to the top of the confined plasma. Except for an

evident Ar density excess in the direction opposite to the ion ∇𝐵 drift, previously described

in C-Mod [98, 107], the Aurora predictions of He-like Ar brightnesses were found to be in

general agreement with experimental measurements. However, this does not appear to be a

significant validation constraint in the absence of absolute detector calibration, given that

variations of 𝐷 and 𝑣 coefficients by a factor of 2 don’t affect significantly the normalized

comparison within error bars.

7.2.4 Constraints from Line Ratios

The inferences discussed in Section 7.2.3 (Ref. [155]) make use of both the w and z line

brightnesses of the K𝛼 spectrum. One may easily conjecture, based on atomic physics, that

the combination of these two lines constrains transport coefficients better than either line

alone. In Ref. [156], multi-line constraints have been discussed in greater detail. In this work,

we have explored the opportunity to infer transport coefficients based on time histories of w,

x, y, z, k, and j lines, whose wavelengths span the K𝛼 spectrum, described in Section 3.5.1.

To demonstrate the potential of combining multiple lines and considering their brightness

ratios, we choose to work with synthetic data that was generated using the NEO and

TGLF 𝐷 and 𝑣 profiles shown in Fig. 7-9 for this discharge. Transport coefficients from

NEO are taken to be relevant near the magnetic axis and in the pedestal, while TGLF

results are assumed to be valid in between. 𝐷 and 𝑣 profiles have been merged near the
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sawtooth inversion radius, 𝜌𝑝 ≈ 0.4, and at the top of the pedestal, 𝜌𝑝 ≈ 0.92, extrapolating

linearly near the plasma center. Here, the radial coordinate 𝜌𝑝 stands for the square-root of

normalized poloidal flux.

In Fig. 7-11 we show radial profiles of the w, z, x, y, and k+j line emissivities that result

from charge state densities at ionization equilibrium (i.e. no impurity transport, continuous

lines) with those obtained from a forward model evaluation using the NEO-TGLF predictions

for 𝐷 and 𝑣 (dashed lines). Both sets of predictions refer to 80 ms after the LBO injection,

when impurity densities are decaying exponentially while maintaining constant profile shapes

(the “self-similarity” property discussed towards the end of Section 7.2.3). The forward model

results were normalized such that the He-like Ca density computed by Aurora was the same

as the fractional abundance of that charge state at ionization equilibrium. Fig. 7-11 shows

only the sum of k and j, rather than their individual emissivities, since their amplitudes

are always at a fixed ratio due to their common atomic physics. Fig. 7-11 demonstrates

that impurity transport affects the amplitude and shape of all emissivity profiles. These

differences are particularly strong in the pedestal region, where He-like ions would not be

expected to exist at ionization equilibrium due to the low local electron temperatures; it is

only because of transport effects that these ions can emit in this region.

In Ref. [156] we have shown how the addition of each line from the set in Fig. 7-11 helps

in reconstructing 𝐷 and 𝑣 profiles in synthetic inferences. As expected, uncertainties in

inferred results are found to decrease as more data is added. It must however be noted that

applying these multi-line inferences in experimental settings is not trivial because of possible

line overlaps, particularly between the intercombination (x and y) lines and the satellites (m,

s, and t) that exist in the same spectral region (see Fig. 3-4a). This observation strongly

suggests that, in order to make the most of multi-line constraints from K𝛼 spectra, one

needs to completely abandon spectral fitting, i.e. the attempt at separating lines via an

analytical description (in BSFC’s case, using Gauss-Hermite functions), and move towards

an approach that forward models the entire spectral range, including all its components.

It is worth highlighting some key differences between these two approaches. In both cases,

detailed atomic rates for the lines of interest are needed. However, forward modeling of the

entire spectrum (3.170 Å< 𝜆 < 3.215 Å) also requires rates for all other lines present in

the spectrum, for example the many satellite lines that BSFC effectively subtracts from

the spectral features of interest (e.g. 𝑛 ≥ 3 satellites, see Fig. 3-4a). Moreover, this
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Figure 7-11: Radial profiles of the w, z, x, y, and k+j relative line emissivities for the I-
mode discharge. Continuous lines show predictions from fractional abundances at ionization
equilibrium; dashed lines correspond to transport modeling with Aurora. Figure reproduced
from Ref. [156].

approach requires assumptions on broadening mechanisms, whereas the computation of

spectral moments with BSFC sidesteps this complication. Clearly, it is desirable to abandon

the spectral fitting altogether, if possible, and have a model that naturally reproduces the

entire broadened spectrum based on complete knowledge of the appropriate rates. The next

section demonstrates this approach for inferences of particle transport in tokamaks for the

first time.

One additional use of line ratios to constrain impurity transport arises from VUV

spectroscopy. The XEUS detector was not absolutely calibrated, but the sensitivity across

the detector is expected to be uniform. Previous inferences on C-Mod included multiple

VUV lines, but never made use of their relative amplitudes on the detector. In other words,

the time history of each line was normalized independently of others, since atomic data were

not trusted to a sufficient extent to enable a common normalization. Recently, the release

by ADAS of high-quality R-matrix atomic cross sections has made it possible to compute

Photon Emissivity Coefficients (PECs) for all the Ca charge states that emit in the spectral

range covered by XEUS. While the new cross sections do not seem to be able to match

all measured lines, we were able to determine 6 subsets of lines, shown in Table 7.1, that
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appear to give emissivities of the right amplitude. These are groups of lines, rather than

individual lines, deriving from multiple atomic transitions whose wavelengths fall within

chosen ranges; spectral resolution of the diagnostic does not permit their separation. It

is of course impossible to tell exactly what is the accuracy of these atomic data based on

our observations, but we estimate uncertainties to be less than 30% for each line. Table 7.1

specifies the Ca charge states that provide the strongest contributions within each wavelength

bin. Charge states lower than Be-like Ca have also been included in our modeling, but they

appear to be negligible for the overall signal envelopes.

Label 𝜆 [Å] Main Contributions
XEUS-0 186.0-188.0 2 Li-like lines
XEUS-1 195.0-197.0 2 Be-like lines, 3 Li-like lines
XEUS-2 197.2-199.0 1 Be-like line, 5 Li-like lines
XEUS-3 202.5-205.2 6 Be-like lines, 2 Li-like lines
XEUS-4 211.0-213.0 3 Be-like lines
XEUS-5 220.5-222.5 1 Be-like line

Table 7.1: VUV line identification used for the analysis of LBO injections of Ca on Alcator
C-Mod.

By considering the relative amplitude of VUV lines, i.e. their line ratios, we obtain a

stronger constraint on plasma transport in the near-pedestal region than if each line were

independently normalized as in previous work (e.g. Ref. [102, 155]). This is particularly

true when considering lines that originate from different charge states. In particular, the

line labelled “XEUS-0” in Table 7.1 is dominated by emission from Li-like ions, while XEUS-

4 and XEUS-5 are entirely from Be-like ions (not directly constrained by the K𝛼 spectrum

measured by XICS). The novel use of VUV line ratios enables one to investigate transport

in the outer part of the plasma, where these emit most strongly, and leads to unprecedented

detail in the inferences of impurity transport presented in the next section.

7.2.5 Inferences using the full K𝛼 spectrum

To make forward modeling of the full K𝛼 spectrum possible within an iterative framework,

a significant level of code optimization is required. This involves caching of local Doppler-

broadened spectra for all lines in the XICS spectral range, evaluated over wavelength, time,

and radial location. During each evaluation of the forward model, the Aurora results for

charge state densities are interpolated onto a sufficiently accurate but minimally detailed
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set of grids for each dimension of these arrays. Local spectra are then averaged over the

time integration bins of the diagnostics and they are line integrated along each XICS line of

sight via quadrature weights. In order to reduce the runtime per forward model evaluation

to approximately 300 ms, efficient Einstein summation routines in the numpy library [257]

and superstaging of low charge states (see Section 5.3.1) were adopted. Doppler shifts for

each XICS chord and each recorded time were directly extracted from line-integrated BSFC

estimates of ion rotation velocity on the brightest (w) line. This inherently assumes that all

lines within the spectrum are subject to the same Doppler shift, which is not strictly true

for two reasons:

∙ Doppler shifts are linearly proportional to wavelength. This is negligible in our case,

giving errors of less than 1 fm, since the spectral range of interest is rather narrow.

∙ Different lines may emit differently as a function of radius and thus be subjected to

different toroidal rotation (which is taken to be a flux function and therefore only a

function of radius). For our application, the brightest lines (w, x, y, and z) all emit

from the same approximate regions, so their Doppler shift is expected to be similar.

Satellite lines depend on Li-like ions, which are further out in radius and may therefore

be subjected to different rotation. This does introduce some error, but certainly within

the uncertainties of these lines.

This implementation enables efficient iterations, but makes it impossible to explore

corrections to 𝑇𝑖 from tomographically inverted Ar measurements using the other XICS

detectors. While we expect that fixing 𝑛𝑒, 𝑇𝑒, and 𝑇𝑖 in our inferences does not cause

significant problems, our approach makes it difficult to assess the impact of uncertainties in

these 1D profiles appropriately. Unlike in work described thus far, inferences described in

this section also make use of edge D atomic neutral density predictions from SOLPS-ITER.

We make use of the EIRENE results presented in Chapter 6 for similar discharges, with

identical engineering parameters, for which experimental Ly𝛼 signals at the midplane could

be compared to modeling (Section 6.2). Using these neutral densities, we can include the

effect of charge exchange (CX) in forward modeling, shown in Section 6.4 to be extremely

important for accurate near-edge modeling. In the inferences described next, the SOLPS-

ITER neutral density was given as an input to Aurora and an additional free parameter

was included in nested sampling as a linear rescaling of the entire neutral density (𝑛𝑛).
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This parameter was set to have a log-normal prior with mean of 1 and 𝜎 = 0.25, enabling

exploration of scale factors by approximately a factor of 2. This reflects the uncertainty that

was found via the comparison of experimental D Ly𝛼 measurements at the midplane with

SOLPS-ITER in Section 6.2 (see Fig. 6-3).

In the next sections, we first demonstrate the efficacy of this inference framework using

full K𝛼 spectra on synthetic data, and then proceed to the final experimental results on this

subject.

Inferences from Synthetic K𝛼 Spectra

In this section, we verify the ability of the most complete modeling workflow presented in

this thesis to infer 𝐷 and 𝑣 that were used to create synthetic data. These tests make use of

the entire Ca K𝛼 spectrum and relative amplitudes of VUV lines, as well as charge exchange

with background neutrals, as discussed in the previous section.

In Fig. 7-13, we show the result of running synthetic inferences in the EDA H-mode case

described in previous sections (shot #1101014019). Inferences with 1, 2, 3, 4, 5, and 6 free

spline coefficients for each of 𝐷 and 𝑣/𝐷 are shown. Black dashed lines show the input

(“ground truth”) transport coefficients that were used to create synthetic data and that

should therefore be recovered by successful inferences. These were obtained, for illustrative

purposes, by blending the 𝐷 and 𝑣 obtained from NEO and TGLF for this discharge. As

described in Section 5.4, an additional Gaussian feature representing the inward pinch in the

pedestal region was also always included, with amplitude and width being free parameters

in all cases.

While the inferences with 1 and 2 coefficients are visibly poor, due to their lack

of flexibility to recover the detail of the “ground truth” 𝐷 and 𝑣, higher-dimensionality

inferences are comparably successful. Uncertainties in the inferred profiles are much smaller

than one would expect in an experimental scenario, although realistic uncertainties were

included for both XICS and VUV synthetic signals. This hints at a problem of over-

determination in the forward model, which is found to be mostly related to the very large

number of XICS data points (∼ 50, 000). Inferences using only VUV signals (either synthetic

or real) provide much larger uncertainties and mostly constrain the region of 𝜌𝑝 > 0.6. This

is in agreement with the observation that one needs to set a low statistical weight for

XICS in experimental inferences in order to reduce such over-determination, as a result of
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Figure 7-12: Comparison of inferences obtained on synthetic data created from model 𝐷
and 𝑣 profiles, labeled as “ground truth”, for the EDA H-mode case. The 5-coefficient case
was model selected.

excessive dominance of the likelihood with respect to the prior. While a strong likelihood

is generally desirable, Fig. 7-12 clearly shows that in our case we are erring on the side of

“over-confidence”. Further discussion of these considerations will be provided in the next

section.

In Fig. 7-13 we show the match between a synthetic XICS spectrum from the 5-coefficient

inference of Fig. 7-12, which was model-selected by the Bayesian evidence within the set at

different dimensionalities. Dark points with error bars (5% minimum relative uncertainties,

1% minimum absolute uncertainties) show the synthetic data. Red continuous lines show

the result of running the forward model with the inferred 𝐷 and 𝑣. Given that the 𝐷

and 𝑣 coefficients used in the forward model closely approximate the “ground truth” 𝐷

and 𝑣 of Fig. 7-12, the red lines match the synthetic data points very well. As discussed

in Section 5.5, this is merely a consistency check on the inference framework, rather than

evidence that analogous inferences on experimental data would necessarily be successful. In

the next section, we demonstrate applications using experimental data.
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Figure 7-13: Verification of close match of synthetic XICS signals (black points with 5%
error bars) and a reconstruction (red lines) via the full-spectrum inference framework using
the H-mode discharge parameters.

Diagnostic Weighting

When combining experimental signals from the full K𝛼 spectrum, plus the 6 groups of

VUV lines, the number of data points from XICS becomes much larger than the number

from XEUS. If one were not to account for this, inferences would place most of the

effort into matching XICS brightnesses, with relatively little weight given to fitting XEUS

signals. Tests with synthetic data (Fig. 7-12) suggest that this also causes unrealistically

small uncertainties. Ideally, setting a sufficiently low log-evidence tolerance condition in

MultiNest would make the algorithm reach an arbitrary level of precision in the posterior

exploration. However, in practice one must account for potential discrepancies between the

two diagnostics which in our case can cause XICS to overwhelmingly determine the final

posterior, at the expense of accurately matching VUV signals. From a physical perspective,

this would be unsatisfactory because XICS cannot reasonably constrain transport at 𝜌𝑝 >

0.8: the spectral lines of interest have low emissivity in these regions and the geometry
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of XICS lines of sight does not permit significant signal integration there. On the other

hand, the VUV lines of Table 7.1 clearly contain information about transport in the near-

pedestal range and it is therefore strongly desirable for XEUS signals to be accurately

matched in inferences. Previous work used only a few individual line brightnesses from

XICS, such that the number of data points from XICS and VUV was similar. When using

the full K𝛼 spectrum, however, the numbers of data points from XICS and VUV signals

(≈ 46, 850 and ≈ 180, respectively) are so different, their ratio being ≈ 180/46, 850 ≈ 0.004,

that the combination of diagnostics via an uninformative prior appears insufficient. The

Weighted Least Square Regression (WLSR) method used in recent regression analysis for

the international H-mode database [258] to combine data from multiple tokamaks uses the

weights

𝑤−1
𝑘 = 2 +

√
𝑛𝑘/4, (7.4)

where 𝑛𝑘 is the number of data points in dataset 𝑘. Applying this simple formula to our

datasets gives (2 +
√

46, 850/4)−1 ≈ 0.018 for XICS and (2 +
√

180/4)−1 ≈ 0.187 for XEUS.

Another argument to motivate the use of weights smaller than 1 for each diagnostics is based

on the observation that each dataset has an Effective Sample Size (ESS) that is smaller than

the actual number of data points, due to spatio-temporal correlations in the measurements.

In practice, the determination of appropriate weights is rather arbitrary, so these options

were only used as an indication of reasonable weights, on top of which priors for diagnostics

weights could be set as in previous analysis. Starting from a value of 0.004, we have run

inferences with variable XICS weight within the range [1, 10−4], keeping the VUV weight

fixed to 1 for simplicity. We have found a relative weight of 10−2 to satisfactorily match

both XICS and VUV, while maintaining inferred 𝐷 and 𝑣 core features that are clearly

attributable to XICS data, and 𝐷 and 𝑣 edge features that are clearly attributable to VUV

data.

In order to more rigorously enforce the similarity of the final posterior distribution with

the posteriors obtained in inferences including only one diagnostic at a time (over radial

regions of each diagnostic’s applicability), one could attempt to minimize the Kullback-

Leibler divergence between them [163]. In practice, such scheme could be implemented

by pre-computing the posteriors obtained with each diagnostic by itself and then adding

a penalty term in the combined inference that enforces the applicability of each inference
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over a chosen radial region. While such approach has not yet been directly pursued, the

simple weighting factor of 10−2 adopted here retains a principled, albeit not entirely rigorous,

approach to combining diagnostics in our scenario of interest.

Inferences from Experimental K𝛼 Spectra

Fig. 7-14 shows the result of an experimental inference for the I-mode discharge

#1101014030, showing the radial distribution of knots from MultiNest samples with highest

statistical weight. The distribution of these knots makes it apparent that the knots sampling

scheme of Section 5.4.1 is very effective. In all shots presented in this section, a model with

4 radial knots (identical between 𝐷 and 𝑣/𝐷, to permit use of the sampling technique

presented in Section 5.4.1) was selected via Bayesian evidence comparisons. We highlight

that all knots were sampled in a fully uninformed manner from a unit hyper-triangle; their

localization at approximately equally-spaced locations is purely dictated by the data in the

case displayed in Fig. 7-14.

Fig. 7-15 shows the same inference result, but now comparing to neoclassical (NEO),

quasilinear gyrofluid (TGLF SAT-1) and nonlinear, ion-scale, heat-flux matched, gyrokinetic

(CGYRO) results (described in detail in Section 7.3). The values for 𝐷, 𝑣, and 𝑅𝑣/𝐷 from

these theoretical models are the same as those shown in Fig. 7-9, although in this figure the

experimental inference was derived from a less elaborate forward model (see Section 7.2.3)

and the 𝐷 was displayed on a log scale. In Fig. 7-15 all results are shown on a linear

scale to offer a clearer visualization of the close agreement in structure of 𝐷, 𝑣 and 𝑣/𝐷 at

midradius. As in previous figures in this chapter, uncertainty bands represent 1-99, 10-90,

and 25-75 quantiles of the local posterior distributions. Both 𝐷 and 𝑣 appear to be larger

in the experimental inference than in theoretical models at 0.5 . 𝜌𝑝 . 0.95, but 𝑅𝑣/𝐷

appears closely matched. As in Fig. 7-9, the magnitudes of both 𝐷 and 𝑣 near and inside

of the sawtooth inversion radius are each close to neoclassical levels, but 𝑅𝑣/𝐷 strongly

differs from the neoclassical result. As discussed in Section 7.2.3, this is likely a result of the

time-averaged nature of kinetic profiles given as inputs to NEO; a more accurate comparison

near axis would require one to run NEO at multiple time slices during the sawtooth cycle.

Fig. 7-16 shows inferred transport coefficients for the L-mode discharge #1101014006.

Very good agreement is found for diffusion within uncertainties, particularly at the location

where TGLF, CGYRO and GYRO results were all computed. However, we note that VUV

182



0

5

10

D
[m

2
/s

]

−50

0

v
[m

/s
]

0.0 0.2 0.4 0.6 0.8 1.0
ρp

−5

0

5

R
v
/D
≈
R
/L

n
z

Inference, I-mode, expt.

Figure 7-14: Inference of Ca particle transport coefficients in the C-Mod I-mode discharge
#1101014030, showing the distribution of free knots that were sampled with highest
posterior probability via MultiNest. Each spline knot sample is shown by a grey circle;
the overlap between many samples gives darker points.

signals appear to suggest that𝐷 should be lower by approximately a factor of 2 at midradius,

in contrast to XICS. The result shown here is therefore sensitive to our choice of using

a weight for XICS data of 10−2, unlike in inferences for the other two discharges. The

convection profile in Fig. 7-16 is also well matched, except for a region near 𝜌𝑝 = 0.4 where

𝑣 > 0 within uncertainties, in disagreement with NEO and TGLF results. As for diffusion,

varying the XICS weight can affect convection at midradius, bringing it closer to 𝑣 = 0

while keeping a fixed 𝑅𝑣/𝐷. The lowest panel, showing 𝑅𝑣/𝐷, is focused on the range

[−10, 10], allowing one to recognize the relatively good match between experimental and

theoretical modeling at midradius. A flat 𝑅𝑣/𝐷 ≈ −2 at 0.5 < 𝜌𝑝 < 0.9 is seen to be

possible, within the posterior distribution. Near the magnetic axis, NEO predicts a large
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Figure 7-15: Comparison of experimental Ca transport coefficients inferred using the full
K𝛼 spectrum in the C-Mod I-mode discharge of Fig. 7-14 with 𝐷, 𝑣, and 𝑅𝑣/𝐷 results from
the neoclassical NEO and quasi-linear gyrofluid TGLF SAT-1 models. A single nonlinear,
ion-scale, heat-flux matched, gyrokinetic result from the CGYRO code is also shown at
midradius.

and negative 𝑅𝑣/𝐷, suggesting very peaked profiles. As discussed above, the mismatch of

NEO with experimental results inside the sawtooth inversion radius may be unsurprising

due to the time-independent nature of kinetic profiles used for theoretical modeling. We

remark that, as suggested already by 𝑃rad time traces in Fig. 7-3, core impurity transport

in L- and I-mode appears to be similar, even though the discharges discussed here are at

different plasma currents (𝐼𝑝 = 0.8 and 1.0 MA, respectively).

Finally, Fig. 7-17 shows a comparison of inferred experimental transport coefficients and

theoretical modeling for the EDA H-mode discharge #1101014019. Diffusion is found to be

in excellent agreement, while significant disagreement is observed in 𝑣 and 𝑅𝑣/𝐷, except

in the outer part of the plasma. The CGYRO prediction for 𝐷 is very close to the TGLF
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Figure 7-16: Analogously to Fig. 7-15, comparison of inferred Ca experimental transport
coefficients in the C-Mod L-mode discharge #1101014006 with neoclassical (NEO),
quasilinear gyrofluid (TGLF SAT-1), and nonlinear gyrokinetic (CGYRO) results.

SAT-1 one, whereas the CGYRO estimate of 𝑣 is slightly lower, giving a smaller value of

𝑅𝑣/𝐷 which is in agreement with the inference. The inferred values of 𝑅𝑣/𝐷 > 0 up to

𝜌𝑝 ≈ 0.6 correspond to a hollow total impurity density profile, rather than peaked one as

suggested by the NEO and TGLF models. As in the other two (higher current) discharges,

a good qualitative match in the pedestal inward pinch is observed in this low-𝐼𝑝 EDA H-

mode. Both 𝐷 and 𝑣 magnitudes inside of 𝜌𝑝 ≈ 0.95 are significantly lower than in the L-

and I-mode cases.

Fig. 7-18 shows the EDA H-mode density profiles for the five highest charge states of Ca

long after the injection, when profile shapes reach steady state and only profile amplitudes

vary in time (similarly to Fig. 7-10). The total Ca density (black continuous line) is seen

to be weakly hollow (almost flat, within uncertainties), in contrast to the rescaled electron
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Figure 7-17: Analogously to Figs. 7-15 and 7-16, comparison of inferred Ca experimental
transport coefficients in the C-Mod EDA H-mode discharge #1101014019 with neoclassical
(NEO), quasilinear gyrofluid (TGLF SAT-1) and nonlinear gyrokinetic (CGYRO) results.

density (black dashed line).

Fig. 7-19a shows the comparison of XICS experimental signals (chord 0, slightly below

the midplane, near the time of peak brightness) and the forward model reconstruction

for the I-mode case, using median values from the posterior distribution. We highlight

that, unlike Fig. 7-13, black data points in Fig. 7-19a are purely experimental, rather

than synthetic/artificial. Most features of the spectrum are well reproduced, except for

a systematic underestimation of the region near the intercombination lines (x and y) and

a mismatch near the q and r lines. The latter is likely explained by inaccuracies in our

background subtraction procedure, which attempts to remove the brightness of 𝑛 ≥ 4 He-

like Ar satellites from the same spectral region. While this background is observed to be

time independent before the LBO injection, our subtraction may in practice be imperfect.
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Figure 7-18: Steady-state radial
density profiles of the five
highest Ca charge states from
the experimental EDA H-mode
inference of transport coefficients
of Fig. 7-17. Dashed black lines
show the rescaled electron density
profile for comparison with the
total Ca density profile.

Overall, the reproduction of XICS spectra to this degree of accuracy suggests that excellent

transport constraints are offered by the diagnostic. XICS spectra from the L-mode and EDA

H-mode discharge are matched equally well, although signal to noise ratios are slightly lower

as a result of 𝑇𝑒 being lower in these discharges.

Fig. 7-19b shows an analogous match between the Aurora forward model and

experimental VUV data for the L-mode discharge. Here, we show the time history, rather

than the spectrum itself, since we don’t model the entire spectral range, but only the emission

within specific wavelength bins (see details about each line group in Table 7.1), whose

variation of amplitude in time is used to constrain transport. We remark that here all lines

were normalized to a common maximum. Irregularities in the XEUS time histories (e.g.

the bump near 0.02 s in Fig. 7-19b) reflect imperfections of LBO injections, where clusters

of particles can take longer to reach the plasma. Our measurement of Ca I using an edge

filterscope prevents significant errors in the source from propagating to the inferred transport

coefficients. As with XICS, the simultaneous good match of all XEUS lines in Fig. 7-19b

raises confidence in the inference of transport coefficients in Figs. 7-15, 7-16, and 7-17. VUV

signal matches of analogous quality have been obtained for the 3 shots.

In the next section, we describe in more detail how predictions from theoretical models

were obtained, what is their sensitivity, and how likely it is that experiment and theory

agree within uncertainties in each case.
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(a) Comparison of Aurora forward modeling (continuous red lines) and an
experimental Ca K𝛼 spectrum (black points with error bars) from the C-Mod I-
mode case. The data displayed here is from the spatial channel #0, slightly below
the midplane, near the time of peak brightness.
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(b) Comparison of Aurora forward modeling (orange lines) and VUV signal time
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of line groups). All signals have been normalized with respect to a common value to
obtain additional constraints on transport of multiple Ca charge states.

Figure 7-19
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7.3 Comparison of Experimental and Theoretical Modeling

Having described the quantification of experimental transport coefficients for the three

discharges of interest, we now proceed to describe in greater depth the theoretical modeling

to which these results are compared. The neoclassical and turbulence modeling in this

section is in no way informed by the experimental results presented above, thus offering the

means for an independent validation effort.

As discussed in Section 2.7, in the trace limit the transport coefficients of a given

species offer a simple, yet effective parametrization of transport fluxes as linear in the

thermodynamic gradients. In order to get 𝐷, 𝑣𝑇 , and 𝑣𝑝 estimates from TGLF or CGYRO,

we introduce 3 trace species. These may either be all included in the same simulation, as

we do for CGYRO, or in separate runs; the latter is a better option for codes like TGLF

whose computational cost scales with the square of the number of species. Relative to the

main-ion density, we slightly vary4 the input density gradient of the second and third species

and, similarly, the input temperature gradient of the third species only. We then collect a

set of linear equations for each species’ flux into matrix form:

𝑅

𝑛𝑧

⎛⎜⎜⎜⎝
Γ1

Γ2

Γ3

⎞⎟⎟⎟⎠ =

⎛⎜⎜⎜⎝
𝑅/𝐿𝑛,1 𝑅/𝐿𝑇,1 1

𝑅/𝐿𝑛,2 𝑅/𝐿𝑇,2 1

𝑅/𝐿𝑛,3 𝑅/𝐿𝑇,3 1

⎞⎟⎟⎟⎠
⎛⎜⎜⎜⎝
𝐷

𝑣𝑇

𝑣𝑝

⎞⎟⎟⎟⎠ (7.5)

By inverting the 3× 3 matrix above, one can then solve for the local transport coefficients,

𝐷, 𝑣𝑇 , and 𝑣𝑝. For comparisons to experimental inferences, one may omit the scan of

temperature gradients since thermal convection cannot be separated experimentally. This

is indeed how the NEO, TGLF and CGYRO 𝐷 and 𝑣 values in Fig. 7-9, 7-15, 7-16, and 7-

17 were computed. It is nonetheless interesting to distinguish 𝑣𝑇 from 𝑣𝑝 in theoretical

modeling to compare to predictions of thermodiffusion in different turbulent regimes [259],

as we will see in following sections.

Neoclassical NEO modeling

Our comparison of experimentally-inferred 𝐷 and 𝑣 with NEO results is inevitably

approximate, given that NEO was run with time-averaged kinetic profiles, as opposed to the
4The actual percentage variation is inconsequential for trace-level concentrations.
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time-dependent Aurora calculations including multiple impurity charge states and sawtooth

modeling. The NEO profiles shown in previous sections have been obtained for Ca18+ (the

dominant charge state throughout most of the plasma radius in all discharges). This is not

particularly important in the core, where the difference between Ca18+ and adjacent charge

states is not significant. On the other hand, a wider effort should be devoted in the future

to obtain an accurate comparison in the pedestal, where many charge states co-exit.

NEO scans of electron density and temperature gradients for 𝜌𝑝 > 0.92 have revealed

that the amplitude of the neoclassical edge pinch can vary significantly within experimental

uncertainties. The results displayed in Figs. 7-15, 7-16, and 7-17 make use of nominal

values of all NEO inputs for the computation of transport coefficients for Ca18+. More

detailed comparisons in the pedestal should use NEO for each charge state and possibly

weigh their relevance to the overall transport by the fractional abundance of each charge

state at each radial location. Taking fractional abundances at ionization equilibrium would

however give erroneous predictions, since impurities are well out of ionization equilibrium

in the pedestal. Using fractional abundances from an experimental inference would

make theoretical modeling dependent on experimental modeling, but this may not be an

unacceptable compromise.

In its most basic forms, neoclassical theory predicts a linear scaling of 𝑣 on 𝑍 and no

dependence of 𝐷 on 𝑍. Such effect has been observed in experimental studies looking at

steady-state pedestal gradients (related to 𝑣/𝐷) for multiple impurities [33]. To the author’s

knowledge, such scaling has never been directly measured or inferred from experimental data

for different charge states of a single ion species. Fig. 7-7 showed an attempt at determining

whether such a 𝑣 ∼ 𝑍 scaling could be confirmed via Bayesian model selection, but our

results using C-Mod data were shown to be statistically inconclusive.

Beyond the simple scaling above, a complete numerical model such as the one in NEO

shows a more complex set of nonlinear dependencies. Fig. 7-20 shows scans of 𝐷 and 𝑣 with

charge 𝑍 in the pedestal (𝜌𝑝 = 0.97) for the C-Mod EDA H-mode discharge discussed above.

A near-linear dependence of 𝑣 on 𝑍 is consistently found in C-Mod pedestal simulations.

Given the high accuracy of PECs for selected Ca VUV lines used in combination with

the full K𝛼 spectrum (Section 7.2.5), we tested whether this extended data set could

possibly constrain the Z dependence of transport in the pedestal. Within the C-Mod

inferences discussed thus far, we introduced a free parameter 𝜂, defined by the relation
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Figure 7-20: Scan of 𝑍 in NEO
simulations for the C-Mod EDA
H-mode discharge of Fig. 7-17
at nominal values of all input
parameters at 𝜌𝑝 = 0.97.

𝑉 (𝑍) = 𝑉ped(𝑍/𝑍max)𝜂, where 𝑉ped is the amplitude of the Gaussian feature used to

parametrize the pedestal inward pinch. Our results indicate, perhaps not surprisingly, that

the data do not effectively constrain 𝜂. This is likely the result of measurements only

constraining the pedestal transport of Be-like and Li-like Ca (and, to a smaller extent,

lower charge states), which are close in Z values. Moreover, freedom in the diagnostics’

time bases made the task more challenging, resulting in 𝜂 being different in each shot and

sensitive to modeling choices, making its interpretation impossible. Future work may revisit

these methods if experimental data from a sufficiently wide range of charge states becomes

available.

Quasilinear TGLF modeling

In this section, we explore the sensitivity of the radial profiles of impurity transport

coefficients predicted by TGLF, shown in Figs. 7-9, 7-15, 7-16 and 7-17. Fig. 7-21 shows the

estimated fractional uncertainties (1 standard deviation) of the normalized gradient scale

lengths of 𝑛𝑒, 𝑇𝑒, and 𝑇𝑖 for the 3 discharges of interest, computed from the right hand

panels of Fig. 7-5. We limit the radial range to 0.4 ≤ 𝜌𝑝 ≤ 0.8 to offer better visualization

of the region where temperature gradient uncertainties allow meaningful input parameter

scans within turbulence models. We remark that the EDA H-mode discharge has much

larger fractional uncertainties in 𝑎/𝐿𝑛𝑒 than the other two cases because the density profile

is almost flat (𝑎/𝐿𝑛𝑒 ≈ 0), hence making a 100% change still a small number.

For all TGLF simulations of C-Mod plasmas, we include all electromagnetic components
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Figure 7-21: Experimental
fractional uncertainties of
normalized kinetic gradient
scale lengths (for 𝑛𝑒, 𝑇𝑒, and 𝑇𝑖)
and the ratio of 𝑇𝑖 and 𝑇𝑒 for the
3 discharges of interest.

and make use of the SAT-1 “multiscale” saturation rule [49, 46] since this is found to better

reproduce kinetic profiles while matching experimental heat fluxes from TRANSP [256]

within the TGYRO framework [52]. Fast ions (from ICRH) were excluded from simulations,

since currently their effects are not appropriately captured by the models used in this work.

Analysis of the TGLF linear spectrum shows that ion-scale modes with 𝑘𝑦𝜌𝑠 up to

0.9 have real frequencies indicating propagation in the ion diamagnetic drift direction.

Here, 𝑘𝑦 = 𝑛𝑞/𝑟; 𝑛, 𝑞, and 𝑟 are the toroidal mode number, safety factor, and outboard

midplane minor radius, respectively. 𝜌𝑠 is the ion sound speed gyroradius. Linear spectra

display a strong sensitivity to 𝑎/𝐿𝑇𝑖 and weaker sensitivity to other typical drift wave

drives, suggesting that ITG modes are strongly dominant in all the plasmas considered

here, in agreement with past C-Mod simulations [260, 261, 26]. The observation of positive

thermodiffusion, 𝑣𝑇 > 0, also confirms the identification of ITG being dominant [259]. While

TGLF and CGYRO turbulence spectra are different, particularly at scales where ITG and

TEM co-exist, they agree in the identification of the most intense turbulent mode being at
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I-mode parameters. Uncertainties are estimated locally at each radial location for each
parameter.

𝑘𝑦𝜌𝑠 ≈ 0.4 in all cases. In Fig. 7-22 we show independent TGLF scans of 𝑎/𝐿𝑇𝑖 , 𝑎𝜈𝑒𝑖/𝑐𝑠,

𝑎/𝐿𝑛, and 𝑇𝑖/𝑇𝑒 within 2 standard deviations, as estimated from experimental data, for the

previously described I-mode discharge (cf. Fig. 7-5). Here, 𝑐𝑠 is the local sound speed and

𝜈𝑒𝑖 is the electron-ion collision frequency, for which we considered an uncertainty of 20%

following Ref. [262]. We use 2𝜎 rather than the more conventional 1𝜎 in order to encompass

≈ 95% of possible outcomes, taking all uncertainties to be Gaussian.

These scans suggest that 𝐷 and the total 𝑣 have an overall uncertainty of at least 30% of

their magnitude. A similar conclusion is obtained in TGLF scans for the L- and EDA H-mode

cases. We note, however, that a complete assessment of uncertainties and comparison to

experimental inference would require varying input parameters simultaneously; correlations

across TGLF inputs could be important, but cannot be explored via 1D scans such as

those of Fig. 7-22. For this purpose, future work should explore specialized optimization

tools such as VITALS [263]. Interestingly, 𝑣/𝐷 is almost fixed within the radial range that

we explore; in other words, changes of 𝐷 and 𝑣 correlate linearly such that the expected

impurity peaking indicated by 𝑣/𝐷 remains constant. The effect of parallel velocity shear on

these results has been found to be negligible. Transport coefficients were found to generally

have weaker dependence on 𝑎/𝐿𝑇𝑒 than on 𝑎/𝐿𝑇𝑖 . However, greater sensitivity to 𝑎/𝐿𝑇𝑒 at

outer radii suggests that electron-scale modes grow stronger (and ion-scale modes weaker)
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as one approaches the top of the pedestal; this is found to correlate with smaller diffusion

and convection magnitudes in this region.

Gyrokinetic modeling

We next describe results from nonlinear ion-scale gyrokinetic simulations with CGYRO [37].

Simulations for each shot are focused on the flux tube at 𝑟/𝑎 = 0.6, where experimental

profiles are well determined and the effect of sawteeth is expected to be small. We use a

domain size with 𝐿𝑥/𝜌𝑠 ≈ 100 and 𝐿𝑦/𝜌𝑠 ≈ 100, radial grid spacing of ∆𝑥/𝜌𝑠 = 0.061 and

∆𝑦/𝜌𝑠 = 0.065, with 344 radial modes and 22 toroidal modes, giving max(𝑘𝑥𝜌𝑠) ≈ 10.5 and

max(𝑘𝑦𝜌𝑠) ≈ 1.4. In velocity space, we use a grid with 16 pitch angles, 8 energies, and 24

poloidal points. We adopt experimental profile inputs, Miller geometry, electromagnetic (𝜑

and 𝐴||) effects, as well as gyrokinetic electrons. We apply the sonic rotation scheme available

in CGYRO [38], whose effects with respect to the linear ordering in Mach number are known

to account for significant differences of transport for heavy impurities [108]. Averages and

uncertainties on simulation outputs are estimated using a moving average over windows of

length equal to 3 times the estimated correlation time.

Sensitivity scans for each of the parameters mentioned above, as well as for numerical

dissipation values, have been run by increasing each parameter by 50% in turn and checking

for significant variations in output. Linear scans of collisionality do not display strong

dependencies in any outputs, but do highlight that collisionality affects particle transport

more strongly than heat transport. This may not be surprising, in view of the well-known

role of collisionality on electron transport and density peaking [75, 76, 77]. Application

of the Sugama operator [264, 39, 37], as opposed to pitch-angle scattering via the Lorentz

operator, has also been found to strongly affect particle transport predictions.

Nonlinear scans of 𝑎/𝐿𝑇𝑖 have been used to find the value at which CGYRO can

match the experimental turbulent ion heat flux, 𝑄𝑖, as determined by power balance via

TRANSP [265]. For the I-mode discharge of Fig. 7-15, for example, a 𝑄𝑖 match is found at

𝑎/𝐿𝑇𝑖 ≈ 1.65, approximately 25% below the experimental 𝑎/𝐿𝑇𝑖 estimate, for which CGYRO

predicts a value of 𝑄𝑖 that is 6 times higher. As in previous GYRO simulations of I-mode

discharges [260], we find the I-mode case to be particularly stiff and close to marginality.

This makes an exact 𝑄𝑖 matching procedure more difficult, since 𝑄𝑖 varies significantly

over time. Consistently with past work [266, 267], we observe a clear underestimation of
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Figure 7-23: Time evolution of total ion and electron fluxes in nearly 𝑄𝑖-matched CGYRO
simulations, differing in 𝑎/𝐿𝑇𝑖 by only 0.5%. The case with larger 𝑎/𝐿𝑇𝑖 (right) displays
significantly more intermittency. We use a moving average of heat fluxes over the last 25%
of each simulation (dashed lines) to compare to experimental values. Reproduced from
Ref. [155].

𝑄𝑒 at all scanned values of 𝑎/𝐿𝑇𝑖 . Changes in 𝑎/𝐿𝑇𝑒 (by 10%) or in 𝐸 × 𝐵 shear (by

50%) see no significant variation of 𝑄𝑒/𝑄𝑖 (less than 10%), which remains generally less

than 1/2 of the value predicted by TRANSP. This is consistent with expectations from

linear CGYRO scans, which show little sensitivity to typical TEM or ETG drives for the 3

cases of interest, suggesting that multiscale simulations [46] may still be unable to resolve

the observed discrepancies in 𝑄𝑒. Nonetheless, given the predominant role of ion-scale

fluctuations in determining turbulent impurity transport, these results do not preclude a

useful comparison of impurity transport predictions with experiment.

In Fig. 7-23 we show the time history of heat and particle fluxes for two I-mode

simulations that differ by only 0.5% in their 𝑎/𝐿𝑇𝑖 values. As a result of changing

the temperature gradient by such small amount, turbulent intermittency is seen to vary

significantly. This may be expected given the marginality and low heat fluxes in this regime.

Horizontal lines in the heat flux plots (top) display the moving average over the last 25% of

the simulation, giving 𝑄𝑠𝑖𝑚𝑖 /𝑄𝑔𝐵 ≈ 0.83±0.27 and 1.14±0.47 for the simulations with lower

𝑎/𝐿𝑇𝑖 (left) and higher 𝑎/𝐿𝑇𝑖 (right), respectively, where 𝑄𝑔𝐵 = 𝑛𝑒𝑇𝑒𝑐𝑠(𝜌𝑠/𝑎)2 is the local

gyro-Bohm unit of heat flux. Both of these values are reasonably close to the experimental
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estimate of 𝑄𝑒𝑥𝑝𝑡𝑖 /𝑄𝑔𝐵 ≈ 1.09± 0.3, slightly under- or over-predicting it within uncertainty.

Fig. 7-24 shows spectra of heat and particle fluxes, for both deuterium ions and electrons,

as well as𝐷 and 𝑣 components for Ca trace impurities at the simulated radial location (𝑟/𝑎 =

0.6). From the left, results are shown for the L-mode, EDA H-mode, and I-mode cases.

Spectra of diffusion coefficients show a remarkable similarity to the heat flux coefficients (of

both deuterium ions and electrons), whereas particle fluxes show more complex features.

Interestingly, in the L-mode and I-mode cases the particle fluxes change sign (direction) at

𝑘𝜃𝜌𝑠 ≈ 0.45 and 0.35, respectively. On the other hand, the EDA H-mode has Γ > 0 (outward)

for both deuterium ions and electrons. Since particle fluxes must remain ambipolar, i.e.∑︀
𝑠 𝑞𝑠Γ𝑠 = 0 with 𝑠 being a species index, the sum of 𝑞𝑠Γ𝑠 for all simulated impurities

(a “lumped” Ne impurity, plus Ca trace ions) must be inward overall. Indeed, the sign of

total Ca convection is found to be negative in the bottom panel. In agreement with the

TGLF scans of Fig. 7-22, thermodiffusion (𝑣𝑇 ) always gives 𝑣 > 0 (outwards) contributions,

as expected for ITG-dominated regimes [259]. The remaining pure pinch, 𝑣𝑝, is always

larger and negative, resulting in predictions of peaked profiles in all 3 shots at this location

(𝑟/𝑎 = 0.6).

Fig. 7-25 shows time histories during the CGYRO simulations for heat and particle

fluxes, and 𝐷 and 𝑣/𝐷 components. As in Fig. 7-24, left plots refer to the L-mode, those in

the center to the EDA H-mode, and those on the right to the I-mode. Significantly stronger

and more intermittent turbulence is seen in the L-mode case. As shown in the comparison

to the experimental inference in Fig. 7-15, CGYRO appears to under-predict the transport

levels in the I-mode case. The fact that TGLF gives larger 𝐷 and 𝑣 cannot be the result of

it being a “better model” than CGYRO, since it is a quasilinear and gyrofluid approximation

to the gyrokinetic model implemented in the latter.

The choice of displaying 𝑣/𝐷 rather than 𝑣 in Fig. 7-25 was made to allow a comparison

of the nonlinear CGYRO predictions with quasi-linear CGYRO runs, from which an estimate

of 𝑣/𝐷 can be obtained under the assumption that both 𝐷 and 𝑣 saturate in a quasi-linear

manner. If so, the turbulence saturation amplitude, ̃︀Φ2, setting the scale of both 𝐷 and

𝑣, should cancel out (see, for example, Eq. 2.23). Continuous lines in Fig. 7-25 are the

quantities obtained by the sum of all toroidal modes; dashed lines show results obtained

from only the strongest mode, found via linear simulations to be at 𝑘𝑦𝜌𝑠 ≈ 0.4 in each case.

While the dashed line obviously does not match the total 𝐷 in magnitude (continuous line),
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Figure 7-24: CGYRO spectra for L-mode (left), EDA H-mode (center), and I-mode (right)
shots.
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𝑣/𝐷 is closely matched for each convection component separately; all discrepancies between

single-mode and overall traces are due to transient growth of other toroidal modes. The

quasilinear CGYRO results, obtained at 𝑘𝑦𝜌𝑠 = 0.4, are shown by blue and green crosses

for thermodiffusion (𝑣𝑇 /𝐷) and pure convection (𝑣𝑝/𝐷), respectively, at the end time of the

nonlinear simulation. In each case, a good match of 𝑣/𝐷 components between quasilinear

and fully-nonlinear theory is found, suggesting that quasilinear impurity peaking predictions

such as those of TGLF may be appropriate.
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Figure 7-25: Time histories of heat and particle fluxes (for D ions and electrons) and
transport coefficients (𝐷 and 𝑣/𝐷 components) from ion-scale heat-flux matched nonlinear
CGYRO simulations for the L-mode (left), EDA H-mode (center), and I-mode (right) shots.
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Finally, In Fig. 7-26 we show a comparison of 𝑅𝑣/𝐷 components from experimental

inferences (crosses) and nonlinear CGYRO simulations. We separate CGYRO estimates

into pure convection (squares), thermodiffusion (circles) and total 𝑅𝑣/𝐷 (stars) for the

Alcator C-Mod L-mode (green), EDA H-mode (orange), and I-mode (lilac) discharges.

Results are plotted as a function of effective collisionality, 𝜈𝑒𝑓𝑓 (Eq. 7.1). Vertical bars

display the interquantile range for experimentally-inferred values. The I-mode, at the lowest

collisionality, is predicted by CGYRO to have similar 𝑅𝑣tot/𝐷 to the L-mode. On the other

hand, the EDA H-mode has more than twice the I-mode value of 𝜈𝑒𝑓𝑓 and is found to

have much smaller peaking, according to both CGYRO and the experimental inference.

The collisionality trend observed here matches the general observation that electron density

peaking is lower in high-collisionality H-modes than in L- and I-modes [244, 77], as shown

in Fig. 7-2. We note that the EDA H-mode case appears to have an excellent match

between theory and experiment, but as shown in Fig. 7-17 the nonlinear CGYRO simulation

is actually at a radial location where there exist significant variation in 𝑅𝑣tot/𝐷, thus

suggesting that this agreement may be fortuitous. In the I-mode case, the experimental

inference suggests a larger 𝑅𝑣tot/𝐷 than CGYRO does. Finally, a very good match is

observed for the L-mode case, with the CGYRO 𝑅𝑣tot/𝐷 being well within the experimental

interquantile range.
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7.4 Discussion and Summary

Previous sections presented the progress made during this thesis on the inference of impurity

transport coefficients and their theoretical understanding on Alcator C-Mod. Developments

on both forward and inverse modeling have allowed us to make the most of HPC resources

and modern computational statistics. We have shifted from constraining 𝐷 and 𝑣 based

on the w resonance line of He-like Ca to using multi-line constraints and eventually

demonstrating an advanced framework utilizing the entire Ca K𝛼 spectrum. The use of

VUV spectroscopy has also been widely expanded by making use of high-quality atomic

data from ADAS to take into consideration line ratios from emission due to different charge

states in the outer part of the plasma.

Detailed inferences of radial profiles of transport coefficients have been presented for L-,

EDA H- and I-mode discharges, finding relatively good agreement in both diffusion and

convection. However, unexplained discrepancies have been found inside of 𝜌𝑝 = 0.6 in the

EDA H-mode discharge, where theoretical predictions suggest that a peaked density profile

(i.e. 𝑣/𝐷 < 0) is expected in this region. We note that our simple model for the effects

of sawteeth is unlikely to affect inferences significantly, since the sawtooth inversion radius

is near 𝜌𝑝 = 0.2 in this discharge and temperature crashes are small and well resolved

by ECE measurements. TGLF and CGYRO predictions cannot be easily reconciled with

experimental inferences within uncertainties, both considering those in experimental and

theoretical work. We note, however, that physical turbulence drives were not scanned

with CGYRO, thus our sensitivity assessment is mostly based on TGLF scans like the

one shown in Fig. 7-22. Given the relatively good agreement of CGYRO with TGLF

in the cases that we have tested, we expect TGLF to give a fair representation of the

physics of interest. Based on these observations, at present it appears unlikely that further

experimental constraints would resolve the discrepancies found in this EDA H-mode case

in the future. These observations suggest that state-of-the-art gyrokinetic models may be

missing critical physics related to particle convection. Given the known stabilizing effects of

fast ions on ITG turbulence [268, 269], it is possible that future work including fast ions in

theoretical modeling may successfully account for these issues.

We highlight that the L- and I-mode cases have been found to have relatively similar

transport coefficients, while the EDA H-mode has smaller 𝐷 and 𝑣, according to both theory
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and experiment. The similarity between L- and I-mode, which have close values of 𝐼𝑝 = 0.8

and 1.0 MA, respectively, is in agreement with general observations of particle transport

being similar between these two regimes, even though I-modes have a pedestal heat transport

barrier [23]. On the other hand, the EDA H-mode case has lower 𝐼𝑝 = 0.55 MA, which may

suggest lower confinement, and therefore larger transport coefficients with respect to the L-

and I-mode cases. The small 𝐷 and 𝑣 in Fig. 7-17 may seem to contradict this intuition.

In fact, global impurity confinement times, 𝜏𝑝, appear to be dominated by the size of the

density pedestal pinch in EDA H-mode. Previous work on Alcator C-Mod has shown a strong

positive correlation between impurity confinement time, 𝜏𝑝, and 𝐼𝑝 in EDA H-mode [252],

relating it to variations in pedestal density gradients [224]. The EDA H-mode in Fig. 7-17

has slow transport in the core, but a comparable pedestal pinch to the L- (Fig. 7-16) and

I-mode (Fig. 7-15) cases, resulting in larger 𝜏𝑝 overall. At higher 𝐼𝑝, core cross-field transport

may become slower, but the clear correlation of 𝜏𝑝 with pedestal density gradients suggests

that confinement is mostly affected by the linear growth of the density pedestal with 𝐼𝑝.

Research presented in this chapter has made significant progress towards constraining

particle transport in the C-Mod pedestal, although our diagnostic means appear inadequate

for a complete examination of the subject. As discussed in Chapter 9, the validation of

pedestal transport models requires a dedicated effort to develop diagnostics whose spatio-

temporal resolution may appropriately resolve the relevant scales. It is also paramount

to have clear spectroscopic fingerprints for the dynamics of individual charge states and a

reliable calibration of each detector. As part of this work, we attempted to make use of the C-

Mod Soft X-Ray (SXR) arrays to better constrain the fast signal rise after the LBO injection.

Unfortunately, we found that this SXR system, installed at the very beginning of C-Mod

operations, appears to lack accurate relative calibration among spatial chords, at least for

the experiments discussed in this chapter. It is also possible that a mis-characterization

of the Be filter and the Si photodiode substrates in our analysis makes the atomic data

computed for this analysis unable to explain observed signals.

The next chapter will present results from DIII-D impurity transport analysis, again

making use of Bayesian inference methods with Aurora. Tokamak regimes and diagnostic

setups examined for DIII-D inferences are different from C-Mod ones, thus motivating a

generalization of analysis tools for cross-device analysis.
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8

Inference of Impurity Transport on

DIII-D

In this chapter we discuss inferences of impurity transport in DIII-D, particularly focusing on

RMP ELM-suppressed H-mode and diverted negative triangularity experiments. We present

the ImpRad module developed for particle transport analysis based on Aurora. As in the

previous chapter, we compare inferred 𝐷 and 𝑣 with theoretical modeling, again finding

discrepancies in the modeling of hollow impurity profiles.

Introduction

The inference of particle transport presents common challenges across tokamaks. One of

these challenges is, of course, the universal nature of neoclassical and turbulent phenomena,

which is indeed the fundamental subject of this investigation. Another common aspect

is the need for detailed spectroscopic measurements, without which the effect of transport

cannot be clearly discerned. The generalization of experimental analysis methods to operate

on multiple devices constitutes an element of strength and reliability for the validation of

universal transport models.

In this thesis, significant effort has been devoted to the development of software to infer

impurity transport coefficients for experiments on both Alcator C-Mod and DIII-D, as well

as other devices world-wide. This has been greatly facilitated by the collaborative nature of

the One Modeling Framework for Integrated Tasks (OMFIT) [198], with which the Aurora
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toolbox (Section 5.3.1) is integrated. Previous impurity transport research by Grierson [87]

led to the creation of a DIII-D analysis framework for impurity transport based on gas

puffing and the STRAHL code [195]. In close collaboration with T. Odstrčil, this has been

further developed into the ImpRad module in OMFIT.

ImpRad, described in Section 8.1, is widely applicable for the analysis of particle transport

in DIII-D scenarios, particularly in combination with Laser-Blow Off (LBO) impurity

injections. In Section 8.2, we describe how the ImpRad tools are combined with new data

analysis strategies, some of them analogous to methods applied for C-Mod research as

described in Chapter 7. Inferences of impurity transport are then demonstrated for two

DIII-D scenarios.

First, we revisit experiments in ITER-similar plasma shapes that were previously

analyzed by Victor et al. and described in Ref. [270]. These experiments, discussed in

Section 8.3, assessed how impurity transport is modified by the application of perturbative

techniques that mitigate the impact of Edge Localized Modes (ELMs) in H-mode discharges.

Our inferences of radial profiles of diffusion (𝐷) and convection (𝑣) for one of these

experiments are described in Section 8.3.1. Here, we present an analysis that makes use

of the same experimental data as in Ref. [270], but completely independent methods.

The second part of this chapter discusses impurity transport in diverted negative

triangularity discharges on DIII-D. As discussed in Section 8.4, negative triangularity is

a promising concept for reactor operation and is a subject of on-going investigation at DIII-

D. Impurity transport plays a central role in motivating interest in this scenario, since low

impurity retention has been found in conditions of high energy confinement. Section 8.4.2

presents inferences of𝐷 and 𝑣 profiles using ImpRad for three experiments that were executed

during this PhD, as part of a wide collaboration to demonstrate the potential of negative

triangularity for future devices.

In Section 8.4, we provide a brief overview of research on negative triangularity and

motivate our contribution on this topic. Section 8.4.2 describes the inference of impurity

transport coefficients in three DIII-D diverted discharges with negative triangularity. In

Section 8.4.3 we compare experimental particle transport coefficients with NEO and TGLF

modeling, before summarizing in Section 8.5.
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8.1 The OMFIT ImpRad Module

The particle transport analysis described in this chapter leveraged Aurora within the ImpRad

module, developed in collaboration with T. Odstrčil as a new component of the One Modeling

Framework for Integrated Tasks [198] (OMFIT). OMFIT is a collaborative Python-based

framework that assists in the analysis of fusion experiments and theoretical modeling, with a

focus on coupling physical models together. OMFIT offers a set of Graphical User Interfaces

(GUIs), many of which have wide applicability within transport analysis, for example in

the creation and processing of magnetic equilibria from tokamak experiments via the EFIT

code [166]. In this section, we briefly describe the purpose, breadth, and flexibility of ImpRad

as an expansion of previous OMFIT capabilities to study impurity transport.

Figure 8-1: ImpRad tab for the selection of background ion species and neutral densities to
compute CX rates. In this case, the main ion species is set to be D, C densities are initialized
from fits of CER measurements, edge neutrals are taken from a SOLPS-ITER simulation,
and NBI neutrals are from a FIDASIM calculation.

ImpRad has offered a development and test bed for Aurora itself. Aurora is

used for fast simulations of impurity transport, radiation predictions, development of
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synthetic diagnostics and inferences of impurity transport coefficients. ImpRad allows for

benchmarking of Aurora with the historical STRAHL code in individual runs, permitting

an exact comparison when inputs between the two codes are matched. The ImpRad GUI,

one tab of which is shown in Fig. 8-1, allows the creation of detailed Aurora namelists1,

simple loading of magnetic geometries and kinetic profiles from other OMFIT modules,

visualization and post-processing of results. Complex models with time-dependent transport

coefficients, possibly arising from sawteeth or ELMs, can be easily constructed via the GUI.

A set of workflows for the inference of impurity transport coefficients from experimental data

has also been implemented, permitting nonlinear optimization with LMFIT [271], Markov

Chain Monte Carlo with the emcee package [189], and nested sampling with MultiNest [193].

These iterative frameworks make use of a set of synthetic diagnostics developed for a range

of measurements, including from Extreme Ultra-Violet (EUV) spectroscopy, Soft X-Ray

(SXR) arrays, Charge Exchange Recombination (CER), Visible Bremsstrahlung (VB), and

bolometry. Inferences of particle transport can be executed on remote clusters to access high-

performance computing resources, where Aurora simulations can be run in parallel. The

ImpRad module has been generalized to minimize device-specific tasks and allow utilization

of the framework for multiple experimental facilities in the future.

8.2 Experimental Data and Analysis Methods

In this section, we describe the data and methods adopted for our investigations of RMP

ELM-suppressed H-mode and negative triangularity experiments, presented in Sections 8.3

and 8.4, testing the most advanced ImpRad capabilities and comparing to neoclassical and

turbulent transport models.

LBO Source Functions

Fig. 8-2 shows time traces of the emission measured by an unfiltered fast camera viewing the

DIII-D LBO port during the three impurity injections into negative triangularity discharges

discussed in Section 8.4. Signals from all pixels viewing a rectangular region surrounding

the LBO port have been summed in order to obtain a 1D (temporal) signal, subtracting

background from a slightly wider surface area on the image. The high time-resolution of
1https://Aurora-fusion.readthedocs.io/en/latest/params.html
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this instrument allows for a quantification of the time history of impurity sources from the

LBO injections, similarly to the filterscope Ca I traces used for C-Mod (Section 7.2.2). Fig. 8-

2 shows a non-negligible degree of variability of the shape of LBO sources. For example, in

the case of #180530 we see that the LBO actually fired slightly before the programmed time

of injection. Moreover, in both #180520 and #180530 (the two cases with Al injections)

there is evidence of particles reaching the plasma several ms after the laser fired. This is

expected to occur when the ablation is incomplete and heavier clusters of particles proceed

more slowly than individual particles for a given kinetic energy [20].
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Figure 8-2: Effective source
functions for LBO injections of F
(for shot #180526) and Al (for
shots #180520 and #180530)
from the spatial integration of
fast camera unfiltered signals.

In practice, it is likely that the presence of these clusters is underestimated by the time

histories in Fig. 8-2, possibly because clusters may ablate slowly and over a longer time

scale. On the other hand, in #180526, where LiF was injected, there is no evidence for

such clusters (the time trace decays monotonically). Indeed, this is confirmed by the lack

of secondary peaks in signals from low charge states measured via EUV spectroscopy. As

discussed in Section 8.4.2, it is important to assess the sensitivity of inferences of transport

coefficients to details of source time histories. Analysis on both Alcator C-Mod and DIII-D

has found that the underestimation of LBO clusters can have significant impact on inferred

transport coefficients in the pedestal. Hence, availability of a dedicated filterscope, as in

C-Mod experiments, or a fast camera, as in DIII-D ones, is very important. Some LBO film

compositions are found to clearly ablate better and lead to fewer clusters. LiF and CaF2

appear particularly favorable (in both of these cases, unfiltered fast camera measurements

are effectively accounted for by the heavier of the two atomic species in the molecular
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compound). Al is typically easily ablated, but in the experiments described here the laser

energy appears to have been too low to allow a clean ablation, preventing us from accurately

estimating pedestal transport coefficients.

Multi-Impurity CER Analysis

Fig. 8-3 shows the density of F9+ measured by all the CER chords available in shot

#180526, with the approximate radial location of each chord indicated in the legend. The

signal for Al13+ measurements in discharges #180520 and #180530 was observed to be

of lower intensity, but still high quality. In processing the intensity measured by CER

spectrometers, neutral beam attenuation was taken from routines developed by the DIII-

D CER group. Photon Emissivity Coefficients (PECs) for the transition of interest were

taken from ADAS [114]. The resulting densities are helpful to approximately understand

the order of magnitude of particles entering the plasma, but carry too much uncertainty for

a detailed comparison to fluxes from the LBO injection, which are themselves only roughly

known. We note that the error bands shown in Fig. 8-3 only quantify statistical uncertainty

from measured kinetic profiles and CER intensity, with no attempt made at estimating

uncertainties in atomic rates. In the impurity transport analysis discussed in this chapter,

no direct use has been made of the absolute calibration of these density measurements.

For the first time, we apply a novel scheme to constrain impurity transport inferences

from LBO injections making use of simultaneous C measurements from additional CER
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channels. Being intrinsic to DIII-D plasmas, C is almost always measured by the CER

diagnostic in order to estimate ion temperature, 𝑇𝑖, and rotation frequency, 𝜔𝜑. 𝑇𝑖

measurements from C6+ are also used to constrain fitting of spectra of weaker intensity

from non-perturbative LBO injections. The element of innovation brought in by the new

scheme adopted here is in making use of C density measurements such as the ones in Fig. 8-11

to constrain steady-state density profiles of low-𝑍 impurities, rather than just temperature

and rotation values. In practice, C transport is simulated using Aurora by initializing C6+

profiles in the plasma from the fitted CER values. We then apply a constant source of neutral

C in the SOL and allow it to evolve according to the chosen 𝐷, 𝑣 and background plasma

profiles. When comparing C6+ profiles between Aurora and CER measurements, we ignore

the first 50 ms of physical time after the start of the C injection to avoid an initial phase of

profile stabilization. After this short time, comparison to C6+ experimental measurements

offers valuable constraints on the 𝑣/𝐷 steady-state profile. We note that background plasma

profiles are allowed to vary during this time and C6+ may be accumulating or decreasing in

density over time, depending on the specific plasma scenario of interest.

The neoclassical transport of C is expected to be different for ions of different 𝑍.

Turbulent transport is also likely to have some dependence on 𝑍, but this is likely to be

negligible within the achievable accuracy of this experimental study. As shown in Fig. 7-20

for a C-Mod case, the variation of neoclassical diffusion with 𝑍 is also generally small, so

we take 𝐷 to be the same for all the low-𝑍 impurities considered here across the entire

radius. On the other hand, convection is allowed to differ among ions near the magnetic

axis and in the pedestal, but not at midradius. To allow enough freedom in inferences of

experimental impurity transport, we set a single spline knot to be inside the 𝑞 = 1 surface

and have different values for each impurity (C and the impurity injected via LBO). All other

spline values of 𝑣 are set to be the same among ions across the radial profile. As described

in Section 5.4, we make use of a Gaussian feature in the pedestal to represent the sharp

changes expected in this region. The amplitude of this Gaussian is set to be different for

each ions, with the amplitude for carbon forced to be lower than the amplitude for higher-𝑍

ions, inferred with a prior of 𝒩 (0, 50) m/s. Since high-quality steady-state C measurements

from CER are typically available in the pedestal, this constrains a minimum 𝑣/𝐷 for LBO-

injected impurities. This multi-impurity inference scheme has been found to be extremely

effective and is a key component of the results discussed in this chapter. The combination
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of CER measurements of C and other ions injected via LBO is likely to be applied in all

future DIII-D work using the ImpRad module.

When attempting to infer particle transport coefficients in the pedestal, the question

arises of whether the mapping of measurement locations in the edge is sufficiently accurate.

As discussed in Chapter 6, for 𝑛𝑒 and 𝑇𝑒 a constraint on the separatrix location can be set

based on a 2-point model prediction of the local 𝑇𝑒 value. This allows one to shift 𝑛𝑒 values

radially since they are measured by the same diagnostics that measure 𝑇𝑒 (e.g. Thomson

scattering). For DIII-D research shown in this chapter, the 𝑇𝑒,𝑠𝑒𝑝 value was fixed to 80 eV for

simplicity. For impurity densities, finding an appropriate correction to the LCFS position is

harder. It may be argued that the location of the electron density pedestal top offers a good

constraint on where the pedestal top for any impurity is located, but this simplification can

be very misleading when impurities, e.g. C, are not fully ionized and only the fully-stripped

stage is directly measured via CER. For example, in DIII-D L-mode discharges there may

exist significant C5+ fractional abundances also inside of 𝜌𝑝 = 0.8. The alignment of 𝑛𝑒

and impurity density pedestal tops is likely more accurate in H-mode discharges, where a

strong inward pinch and higher 𝑇𝑒 cause C to be fully-ionized in the pedestal. Clearly,

however, such shifts carry significant uncertainties and they can be counter-productive. For

the analysis discussed in this chapter, no shifts of CER data were executed. In practice our

results are expected to be only weakly dependent on this feature, which however should be

carefully considered in future pedestal impurity transport studies.

EUV Spectroscopy

Data from the core-SPRED (hereafter simply called “SPRED”) EUV spectrometer

(Section 4.2) have been used to constrain both Al and F transport in the outer part of the

plasma. As in C-Mod analysis, we make use of ADAS PECs produced from cross sections

computed via R-matrix calculations. However, we have found it hard to match multiple EUV

lines simultaneously, unlike for C-Mod where we could make use of the relative amplitudes

of Ca lines measured by XEUS. One explanation for these difficulties is that the F and Al

atomic data from ADAS often have atomic energy levels that do not match those given

by NIST [136], which makes it hard to accurately add PEC contributions within chosen

wavelength bins. Nonetheless, we have attempted to identify by inspection any wavelength

shifts for the strongest lines in the spectrum. Such assessments are likely to be inaccurate in
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cases where multiple lines overlap within the spectral resolution of the SPRED diagnostic,

since each line could in principle have a different wavelength shift.

In view of these complications, the inferences of impurity transport discussed in this

chapter normalize each EUV line signal independently, as done in previous impurity

transport work on both C-Mod and DIII-D. Future work will continue to examine how

to best make use of relative amplitudes between SPRED signals.

Since the SPRED line of sight crosses a beam path near the magnetic axis, it is expected

that charge exchange (CX) between impurity ions and beam neutrals may produce some

lines within the detectors’ spectral range. In Fig. 8-4 we compare the time history of the

F8+ 𝑛 = 10 → 9 line intensity measured by the CER T01 chord with the SPRED signal

near 230 Å, identified as deriving from the F8+ 𝑛 = 4→ 3 transition. Note that while these

transitions are formally from F8+, their emission is indicative of F9+ densities, since it is the

F9+ charge state that recombines via CX and populates the upper level of these transitions.

To compare the two measurements, the SPRED intensity was rescaled to match the F9+

density measured by CER. The two time histories match very well as a result of the good

spatial localization of the individual lines of sight with the NBI beam at a near-axis crossing

point.

2.6 2.8 3.0 3.2
time [s]

0.000

0.002

0.004

0.006

0.008

0.010

n F
9+

(1
019

m
-3

)

CER T01
SPRED 230 A

Figure 8-4: Comparison of
SPRED measurements at
𝜆 ≈ 230 Å with the CER
signal at the inner-most chord,
T01, of discharge #180526.

EUV lines at 150 Å and 222 Å observed after LiF injections were also originally

interpreted to be due to F8+ transitions, but their time histories were found to be impossible

to match with Aurora simulations: their long-lived emissivity in the plasma cannot be

accounted for by a charge state that is not fully-stripped. It seems likely that this emission
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Label Measured
𝜆 [Å]

NIST
𝜆 [Å]

ADAS PEC
𝜆 [Å] range

Comments

F SPRED-0 464 464.364 464-467 F V
465.375 F V
465.975 F V
466.993 F V

F SPRED-1 656 654.028 654-658 F V
657.228 F V
657.332 F V

F SPRED-2 645 647.67 647-648 F V
647.77 F V
648.0? F VIII?

F SPRED-3 128 127.655 126.5-129 F VII
127.800 F VII
127.815 F VII
? F VI; 127.835 Å (ADAS)
126.532 F VI
126.929 F VI

F SPRED-4 882 883.111 876-878 F VII
F SPRED-5 890 885.14 884-885 F VII

Table 8.1: VUV line identification used for the analysis of LBO injections of F on DIII-D.

is in fact mostly the result of second-order diffraction at the SPRED grating of F8+ lines

near 75 Å and 111 Å whose upper levels are populated via CX. Based on Rydberg scaling

of transitions from other ions available from OPEN-ADAS (using Eq. 3.10), we estimate

that there exist F8+ transitions near 77 Å (𝑛 = 6 → 4), 80 Å (𝑛 = 7 → 5), and 81 Å

(𝑛 = 3→ 2). For 𝑍 = 9, the simple scaling of Ref. [272] for the upper levels that are favored

by CX with ground state neutrals gives 𝑛 ≈
√︀
𝑍3/(3𝑍 − 2) = 5.4 (the more common 𝑍3/4

approximation [115] gives ≈ 5.2). This suggests that the CX lines at 77 Å and 80 Å should

be very bright. While these wavelengths are out of the SPRED range, their second order (at

twice the original wavelength) is likely to give the observed brightness near 150 Å. Similarly,

the emission measured near 222 Å could be receiving contributions from a F8+ 𝑛 = 4 → 3

transition near 108 Å. Given the significant uncertainty involved in modeling these lines,

especially in view of other low-n contributions from F8+ to the measured brightnesses, we

have chosen to exclude these two lines from our inferences of particle transport.

The line groups in Table 8.1 show a selection of atomic lines that was observed on SPRED

following LBO injections of F. We compare the measured line center, the identification of

relevant lines in the NIST ASD [136] database, and the range of wavelengths within which
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Label Measured
𝜆 [Å]

NIST
𝜆 [Å]

ADAS PEC
𝜆 [Å] range

Comments

Al SPRED-0 282 ∼ 50 lines 270-288 Al VIII, IX, XII
Al SPRED-1 331 ∼ 50 lines 320-342.5 Al VII, VIII, IX, X, XI
Al SPRED-2 665 ? 663-665 Al X at 664.91 Å (ADAS)

Al V and VIII lines in NIST
Al SPRED-3 549 550.03 547-548 Al XI
Al SPRED-4 567 ? 564-566 Al X at 565.03 Å (ADAS)

? Al XI at 565.39 Å (ADAS)

Table 8.2: VUV line identification used for the analysis of LBO injections of Al on DIII-D.

the ADAS PECs were integrated for forward modeling. Many more lines are observed in

the SPRED spectral range; the selection above only describes the brightest and most easily

identifiable lines that could be used to constrain the density of multiple charge states in

our inferences of impurity transport. Table 8.2 offers an analogous list of observations used

for Al injections. The emission near 282 Å and 331 Å is found to likely correspond to a

large number of lines, according to NIST. ADAS PECs suggest that several charge states

contribute to observations within the indicated wavelength ranges, with stages as low as

Al6+ giving non-negligible contributions. Al lines at 665 Å and 567 Å are accounted for in

ADAS, but are not listed by NIST. The most reliable measurement of Table 8.2 is likely

the one at 549 Å, since this has a single identification (Al10+) according to both NIST and

ADAS.

SXR Signals

We use line-integrated SXR brightness, rather than local emissivities from tomographic

inversions, to avoid use of multiple SXR arrays, whose relative calibration has been observed

to be inaccurate. The data used for the analysis in this chapter were filtered by a ≈ 125 𝜇m-

thick Be filter. These filters lay flat in front of photodiode arrays, meaning that different

lines of sight go through a slightly different Be thickness. The inaccuracy incurred by this

setup is assumed to be acceptable for the results presented here, but this issue should be

addressed in future work.

As discussed in Section 7.4, the significant uncertainties that are intrinsic to forward

modeling of SXR diagnostics have made analogous SXR modeling on C-Mod an intractable

problem. On DIII-D, we choose to make use of only a single array at a time and use

data only from the initial signal rise after LBO injections. This choice is motivated by
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the observations that other diagnostics with lower spatio-temporal resolution but relying on

more validated atomic physics can constrain the decay phase well, while they may not have

sufficient resolution to constrain the rise phase. By using SXR signals only from the rise

phase, we attempt to reduce over-reliance on the SXR atomic data accuracy.

Background Neutral Density Predictions

As discussed in Section 6.5, the effect of NBI neutrals on impurity transport inferences

is relatively small; nonetheless, it is included here using FIDASIM [201] Monte Carlo

predictions for both fast and thermal neutrals. The RMP ELM-suppressed discharge of

interest, #175674, had only one NBI beam (30L) operating at the time of the Al LBO

injection (2.5 s). The negative triangularity discharges had 1, 2, and 3 active beams in shots

#180520, #180526 and #180530, respectively (see Fig. 8-10).

Having observed a good match of edge D neutral densities from experimental Ly𝛼

spectroscopy and SOLPS-ITER for 3 C-Mod conditions (Fig. 6-3), we take SOLPS-ITER to

be a high-fidelity model to account for pedestal CX within the Aurora forward model.

However, at the time of writing SOLPS-ITER results for the RMP ELM-suppressed

discharge #175674 are not yet available. In their absence, we resort to the K inetic N eutral

1D (KN1D) code [200], a lower-fidelity model that has been shown in previous work to

provide a good description of neutral behavior in the SOL and pedestal of Alcator C-

Mod [159]. KN1D is a fast and open-source tool that has been integrated within Aurora.

An OMFIT module has also been created to facilitate KN1D modeling on both C-Mod and

DIII-D, permitting a simple interface with ImpRad for inferences of impurity transport.

Appendix F summarizes features of the code and its application in our analysis. We

note that while KN1D appears to be a good description of neutral penetration in a 1D

slab, appropriate for C-Mod main-chamber recycling conditions, its model has not been

thoroughly validated for DIII-D divertor-recycling conditions [273]. Moreover, KN1D makes

no attempt at quantifying the absolute amplitude of neutral densities, but only their radial

profiles. In practice, this amplitude is controlled via a code input for the neutral 𝐷2 pressure

at the midplane wall.2 For the analysis of shot #175674, we set this value to be a free

parameter in MultiNest, with a wide prior that ranges between approximately 1 𝜇Torr to
2The 𝐷2 pressure at the wall can be measured on DIII-D via the midplane “ASDEX gauges”.

Unfortunately, these were not calibrated to provide useful measurements in the discharges of interest.
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100 𝜇Torr with a log-normal distribution of mean 10 𝜇Torr.

For the analysis of the negative triangularity discharges, we make use of SOLPS-ITER

results provided by J.D. Lore for discharges #180520 and #180533. The latter shot is not

one of those for which we have good LBO injections, but it is a repeat discharge from the

same set of experiments. SOLPS-ITER results for #180520 were obtained to match pedestal

and SOL measurements from Thomson Scattering at 2.425 s (very close to the time of the

LBO injection of interest), whereas those for #180533 were for the condition at 2.3 s. The

NBI power ramp in #180533 was identical to those in the L-mode 𝛿 < 0 cases analyzed here

(#180526 and #180530, c.f. Fig. 8-10) and all other parameters were very similar between

these shots. Hence, these SOLPS-ITER results are likely relatively accurate for the low-

power L-mode condition (#180526), for which the LBO injection was at 2.75 s, but larger

discrepancies may exist for the high power case (#180530), since the LBO injection in this

case was at 3.8 s (at higher NBI power). As for the KN1D runs of the RMP ELM-suppressed

H-mode shot (#175674), we use in all cases a free parameter in our inferences that allows

rescaling of the entire atomic D neutral density profile from SOLPS-ITER to best match

spectroscopic data, using a log-normal prior with mean of 1 and width of 0.5, permitting

corrections of neutral density by more than a factor of 3.

8.3 Impurity Transport in DIII-D Discharges with RMPs

The high-confinement (H-) mode has long been recognized [274] to lead to greater

performance than L-mode operation, but also to suffer from a number of important issues.

First, H-mode discharges have a strongly unfavorable power scaling of confinement, meaning

that performance does not grow significantly as one adds extra heating. Secondly, H-modes

tend to confine impurities, sometimes leading to radiative collapse unless measures are taken

to counter this effect. Thirdly, the steepening of pressure gradients and bootstrap currents

in the pedestal often produces Edge-Localized Modes (ELMs), which threaten the survival

of future devices due to their release of large amounts of energy to the wall and divertor

surfaces. Resonant Magnetic Perturbations [275] (RMPs) have been used to mitigate or

completely eliminate ELMs by coupling non-axisymmetric magnetic fields from external

coils with resonant flux surfaces. This has been observed to create stochastic field regions

near the edge and reduce pedestal gradients, providing an external actuator that can keep
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the plasma away from stability limits related to ELMs. Of course, RMPs achieve this at the

cost of sacrificing some of the plasma confinement quality that makes H-modes attractive

in the first place. Ideally, such techniques that actively reduce overall confinement would

not be needed if one could operate in high-performance regimes that are intrinsically free of

ELMs, such as the I-mode and EDA H-mode regimes on C-Mod (Chapter 7) or the Quiescent

H-mode (QH-mode) [276, 277] and negative triangularity scenarios (Section 8.4) on DIII-

D. However, it remains unclear whether these more favorable regimes will be accessible in

future devices such as ITER or SPARC. It is therefore of interest to develop and understand

the impact of techniques such as RMP ELM-suppression that could mitigate any unwanted

plasma phenomena from negatively impacting operation.

In Ref. [270], Victor et al. investigated the effect of RMPs on pedestal impurity transport

in DIII-D using LBO injections of W and Al. These experiments clearly showed a reduction

of impurity accumulation in high-performance discharges in ITER-similar plasma shapes (at

positive triangularity). Using the STRAHL code, this effect was interpreted as the result of

a large increase of effective pedestal diffusion due to RMPs. Ref. [270] notes that if transport

were affected by RMPs via the creation of magnetic islands, a diffusive-convective description

of transport may not be helpful in transport model validation. However, experimental

observations on DIII-D have shown that pedestal density fluctuations, �̃�/𝑛, correlate with

background density scale lengths, 𝐿𝑛𝑒 , suggesting that a gradient-driven flux description

still applies in scenarios with RMP ELM suppression [278]. In this section, we extend the

analysis of Victor et al. [270] for a single discharge, #175674, where RMPs successfully

suppressed ELMs and trace amounts of Al were introduced via LBO at 2.5 s. Readers are

referred to Ref. [270] for a detailed description of these experiments and collected data.

Our comparison to these previous results serves multiple purposes. First, we wish to

demonstrate the application of ImpRad on a scenario that has been previously analyzed,

before moving on to the more exotic plasmas discussed in Section 8.4; this should not be

considered a benchmark, since our methods should not necessarily recover previous results

but rather improve upon them. Secondly, we compare for the first time TGLF and NEO

modeling of this discharge across the plasma radius. Analogous analysis will be demonstrated

in Section 8.4.1 for negative triangularity discharges.
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8.3.1 Inferences of Impurity Transport

Chapter 6 described the importance of charge exchange (CX) of background neutrals and

impurities. Fig. 6-16 shows, based on neutral density predictions from SOLPS-ITER (Fig. 6-

17), that this effect can radically modify charge state balance in the pedestal region. In view

of this, results from previous work on pedestal impurity transport that did not specifically

include CX in transport modeling are likely in need of reconsideration. This includes the

work of Ref. [270], which we revisit here.
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Figure 8-5: Inferred Al (green) and C (blue) transport coefficients for DIII-D shot #175674.
The left column shows diffusion (assumed to be the same for the two species) and convection.
The right column shows their normalized ratio, 𝑅𝑣/𝐷, and the normalized cumulative
integral of 𝑣/𝐷, which for a fully-stripped impurity offers an approximate visualization
of source-free steady-state profile shapes.

Fig. 8-6 shows the result of our inference of particle transport coefficients for both C

(blue) and Al (green) in the DIII-D discharge #175674. The top-left panel shows𝐷 (assumed

to be the same for the two species), the lower-left 𝑣, the right-top their ratio 𝑣/𝐷 multiplied

by the major radius 𝑅, and the bottom-right a prediction for the normalized steady-state

profile of total impurity density, obtained via a cumulative radial integral of the 𝑣/𝐷 profile.
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Figure 8-6: Comparison of Al transport coefficients from an experimental inference (green
in Fig. 8-5) and from theoretical modeling for DIII-D shot #175674. Results from the NEO
(neoclassical) and TGLF (quasi-linear gyrofluid turbulent) codes are shown.

The inferred steady-state profile should only be interpreted as a rough indication of profile

shapes for fully-stripped impurities that are free of sources and sinks. Its main purpose is

to compare to the experimentally-measured 𝑛𝑒 profiles, as we will discuss later. The main

difference observed between the C and Al results is that Al appears to accumulate more

strongly near the center. We remark that the relation between C and Al values of 𝑅𝑣/𝐷

near the plasma center is not enforced by our inference setup: it is the combination of C

and Al data themselves that suggest the greater peaking of steady-state Al profiles. This

is shown in the top-right panel to correspond to a 𝑅𝑣/𝐷 value at 𝜌𝑝 ≈ 0.3 that is almost

twice as large for Al as for C. This can be interpreted as the result of a neoclassical scaling

(𝑣 ∝ 𝑍) of near-axis accumulation. Analogous considerations have been made for all the

discharges presented in this chapter. In what comes next, we focus our attention on the Al

results, which we compare explicitly to theoretical transport models.

Fig. 8-6 shows the same Al results as Fig. 8-5, now overlapped with neoclassical NEO
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and turbulence (quasilinear, gyrofluid) TGLF predictions. The lower-right panel compares

the steady-state profile of fully-stripped Al with the normalized electron density profile. The

most salient feature in this comparison is that the Al profile presents larger core gradients

as a result of the central accumulation already remarked in Fig. 8-5. Section 8.3.2 discusses

theoretical predictions for this scenario.

The discharge presented here has excellent CER measurements with respect to most

DIII-D datasets for LBO studies. The data discussed here has high signal-to-noise ratios

and there is wide diagnostic coverage in the core plasma. Fig. 8-7 shows the match between

these data and the result of forward modeling with Aurora using the inferred Maximum

A Posteriori (MAP) estimates for the free parameters. Fig. 8-7a shows the match of time

histories for Al13+ density, with different panels distinguishing data from each CER chord,

whose radial measurement location is indicated above every signal. Fig. 8-7b shows radial

profiles of C6+ density, with different panels corresponding to binning in time. This plasma

scenario exhibited impurity accumulation and therefore the C density in Fig. 8-7b is slowly

increasing over time, though this is not visible over the short time range displayed here.

8.3.2 Comparison of Experimental and Theoretical Modeling

Fig. 8-6 shows NEO and TGLF results on top of the experimentally-inferred profiles. NEO

results are taken to be mostly relevant in the radial ranges 0.1 . 𝜌𝑝 . 0.25 and 0.9 . 𝜌𝑝 .

0.99; TGLF is most applicable in between these regions (0.25 . 𝜌𝑝 . 0.9). The inner-most

radius for which NEO results are shown is dictated by the size of Al potato orbits near the

magnetic axis, calculated to be ≈ 0.05 𝜌𝑝 units; we take twice this radius to be a limit of

applicability for NEO modeling. Similarly, we find that ion orbit losses may be significant

outside of 𝜌𝑝 ≈ 0.99 and we therefore only consider NEO to be valid inside of this radius.

Theoretical modeling results have been computed using kinetic profiles obtained with

the TGYRO code [52]. TGYRO is a framework where a transport model is run iteratively

to find 𝑇𝑖, 𝑇𝑒, and 𝑛𝑒 (and possibly rotation frequency) values that can match experimental

fluxes, modifying the profiles at each step. In this case, TGYRO was run for 0.2 ≤ 𝜌𝑝 ≤ 0.9

with 7 radial knots, and in this region the heat and particle fluxes are mostly the result

of turbulence predicted by TGLF, except for the ion heat flux, 𝑄𝑖, for which neoclassical

results from NEO are quite significant. The experimental fluxes that TGYRO attempts to

match are estimated via TRANSP [256] using a dedicated OMFIT module [279]. Fig. 8-8
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Figure 8-7: Match of experimental and modelled CER signals in the DIII-D RMP ELM-
suppressed discharge #175674 for (a) time-dependent Al injected via LBO, and (b) intrinsic,
time-independent C. In (a), black points with error bar represent measurements and red lines
are the final forward model reconstructions. In (b), experimental data is shown as points
with error bars, whereas lines represent the forward model result for the displayed time
slices.
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shows a summary of TGYRO results and comparisons to experimental profiles, displayed as

a function of the square root of normalized toroidal flux, 𝜌𝜑.
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Figure 8-8: Summary of TGYRO results for DIII-D shot #175674, showing kinetic profile
reconstructions on the left (for 𝑇𝑖, 𝑇𝑒, and 𝑛𝑒) and heat fluxes on the right (𝑄𝑖, 𝑄𝑒 and
𝑄𝑒,𝑐𝑜𝑛𝑣). In each panel, black lines display the experimental target, red lines the converged
TGYRO result.

In each of the three figures, kinetic profile reconstructions are shown on the left, with

black dashed lines showing the fit to experimental data and red lines showing the result from

TGYRO. Right hand side panels display the match between experimental heat fluxes (from

TRANSP [256] power balance, black dashed lines) and TGYRO outputs (red). The lower-

bottom panel for each discharge shows the convective heat flux, defined as 𝑄𝑒,𝑐𝑜𝑛𝑣 = 1.5Γ𝑒𝑇𝑒.

The ability of NEO and TGLF in matching this quantity is indicative of good predictive

capabilities for particle transport, at least for electrons. In practice, since TGYRO is run

only over a finite number of knots (shown by dots), the actual heat flux targets (black

continuous lines) are slightly different from the results of power balance (black dashed lines)

due to the linear integration between knots.

Unlike in C-Mod research discussed in Chapter 7, all TGLF simulations discussed in this
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chapter use the TGLF SAT-0 saturation rule, rather than the SAT-1 rule, since this has

been found to give the best convergence properties in TGYRO, particularly for the negative

triangularity cases discussed in Section 8.4. Fig. 8-8 shows that, even with SAT-0, TGYRO

is unable to match 𝑇𝑖 very well at midradius, while it is more successful in 𝑇𝑒 and 𝑛𝑒. We

note that profiles inside of 𝜌𝜑 = 0.2 are not freely evolved and one should not expect good

matches inside of this location due to the presence of MHD activity leading to increased

effective heat fluxes.

The comparison of𝐷 and 𝑣 from experimental and theoretical modeling (based on profiles

from TGYRO, red in Fig. 8-8) in Fig. 8-6 shows relatively good agreement in convection

and 𝑣/𝐷 profiles, with more discrepancies appearing in the 𝐷 profile. As discussed in

Ref. [270], in this discharge the application of RMPs did not prevent impurity accumulation

over time, as evidenced by 𝐶6+ profiles from CER and in agreement with the peaked steady-

state impurity profiles (bottom-right panel in Fig. 8-6) from our inference, corresponding to

strongly negative 𝑣/𝐷 near axis. In the outer part of the plasma, impurity profiles are only

weakly peaked, approximately in agreement with TGLF. This is in clear contrast to the 𝑣

and 𝑣/𝐷 profiles shown in Fig. 14 of Ref. [270], where hollow Al profiles were observed.

In our analysis, the constraint offered by C profiles clearly prevents such hollowness from

being inferred. In the pedestal, a strong inward pinch (𝑣 < 0) is experimentally inferred,

bringing the experimental results closer to the theoretical predictions. As one goes from

𝜌𝑝 = 0.75 to 𝜌𝑝 ≈ 0.95, TGLF suggests that the impurity profile peaking should increase.

The experimental inference is in qualitative agreement with this, although 𝑣 is inferred to

be slightly positive near 𝜌𝑝 ≈ 0.8. Between 𝜌𝑝 = 0.9 and 𝜌𝑝 = 0.95, NEO predicts a

relatively small inward pinch, with a maximum amplitude of 𝑣 ≈ 7 m/s, which combined

with the neoclassical prediction of 𝐷 . 0.1 m2/s gives a large 𝑣/𝐷 < −50 m−1. The

corresponding sharp Al density pedestal is found to be inside of the LCFS, but this result

could be affected by unwanted inaccuracies in the localization of the separatrix in the fitting

of experimental kinetic profiles. Nonetheless, we note the broad agreement in the overall

pedestal structure between the experimental inference and theoretical modeling. The most

significant disagreement that we find is in the amplitude of 𝐷 at midradius, where CER

data constrain 𝐷 to be significantly smaller than suggested by TGLF.
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8.4 Diverted Negative Triangularity

Section 8.3 described the potential of RMPs as an external actuator to control ELMs in

high-performance discharges. The experiments discussed by Victor et al. [270] showed that

RMPs reduce the impurity accumulation that can be observed in ITER-similar plasma

shapes, at positive triangularity. However, as discussed above, it would be desirable to (a)

not have ELMs in the first place, rather than actively suppress them, and (b) achieve a

clearer decoupling of heat and particle transport, such that high plasma core pressures may

be achieved without running into impurity accumulation.

Among the options being explored within the fusion research community, operation

at negative triangularity is certainly one of the most interesting. Triangularity, 𝛿, is a

measure of the magnetic geometry inboard or outboard bias. It can be calculated as 𝛿u =

(𝑅geo−𝑅u)/𝑎 for the upper part of the plasma and similarly for the lower part. The overall

triangularity is the mean of the two. Here 𝑅geo is the geometric mean of the midplane major

radii of a given flux surface on the Low-Field Side (LFS) and High-Field Side (HFS); 𝑅u (𝑅l)

is the major radius of the point with highest 𝑍 at the top (bottom) of the plasma. Typically

the triangularity is reported for the Last Closed Flux Surface (LCFS), which presents the

strongest shaping (non-circular geometry) of any closed flux surface, but 𝛿 can in principle

be computed anywhere inside the confined plasma region. Together with the elongation, 𝜅,

triangularity enters the standard Miller parametrization of flux surface shapes, expressed as

𝑅(𝜃) = 𝑅0 + 𝑟 cos[𝜃 + arcsin(𝛿) sin(𝜃)]

𝑍(𝜃) = 𝑍0 + 𝜅𝑟 sin(𝜃)
(8.1)

where 𝜃 is the poloidal angle, 𝑟 is the minor radius and (𝑅0,𝑍0) are the coordinates of

each flux surface’s geometric center. In practice, in this work we make use of full Fourier

decomposition of flux surface geometries for theoretical modeling, computing 𝛿 from the

Fourier coefficients themselves.

Fig. 8-9 contrasts “matched” plasma geometries with negative (blue) and positive (red)

triangularity. The negative triangularity case corresponds to DIII-D discharge #180526,

discussed in detail below, while the other is simply a fictitious reflection along a vertical

axis (not a real experimental equilibrium). This diagram illustrates how the inversion of

triangularity affects the path of a trapped electron on the LFS, shown by the green lines.
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In the 𝛿 > 0 case (red), trapped electrons mostly spend time in regions of “bad” magnetic

curvature. Here, gradients of pressure are in the opposite direction to gradients of the

toroidal magnetic field, the latter decreasing radially as 𝐵 ∝ 1/𝑅. On the other hand, in the

𝛿 < 0 case, trapped particles may spend relatively more time in regions of “good” curvature.

Given that bad-curvature instabilities such as Ion Temperature Gradient (ITG), Electron

Temperature Gradient (ETG), and Trapped Electron Modes (TEM) are strongest on the

low-field side, Fig. 8-9 suggests a heuristic picture for differences of transport at positive and

negative triangularity. Gyrokinetic modeling has previously been used to understand lower

fluctuation levels at 𝛿 < 0 as being the result of TEM stabilization [280].

𝐵𝐵𝑚𝑚𝑚𝑚𝑚𝑚 𝐵𝐵𝑚𝑚𝑚𝑚𝑚𝑚 𝐵𝐵𝑚𝑚𝑚𝑚𝑚𝑚 𝐵𝐵𝑚𝑚𝑚𝑚𝑚𝑚

𝛿𝛿 < 0 𝛿𝛿 > 0

Figure 8-9: Heuristic picture of trapped particle motion in negative (blue) and positive (red)
triangularity. Illustration inspired by Ref. [281].

Operation at negative triangularity was originally considered in the 1980s to be

unfavorable, mostly because of the expectation of worse ballooning stability at the edge

and therefore lower confinement. Recently, experiments on the TCV and DIII-D tokamaks

have re-examined the negative triangularity concept and found experiments to contradict

previous conjectures. On TCV, H-mode grade confinement was obtained in purely electron-

heated L-mode discharges that were inner-wall limited (IWL), finding significantly reduced

levels of turbulent losses and fluctuations intensity [282]. These results prompted researchers

on DIII-D to explore this regime on a larger device where use of Neutral Beam Injection
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(NBI) could produce a reactor-relevant 𝑇𝑖/𝑇𝑒 ratio close to 1 [283, 284]. It was found that

high confinement with 𝐻98𝑦2 = 1.2 and normalized plasma beta of 𝛽𝑁 = 2.7 could be

obtained. Here, 𝐻98𝑦2 indicates the international H-mode heat confinement scaling (a value

greater than 1 indicates performance better than standard H-modes) and 𝛽𝑁 = 𝛽(𝑎 𝐵𝑇 )/𝐼𝑝

is an important global metric for plasma stability, with 𝛽 = 𝑝/(𝐵2/2𝜇0). A remarkable

feature of 𝛿 < 0 discharges is that they do not easily transition into H-mode and hence they

do not form a pressure pedestal, which has been observed to correlate with lack of impurity

accumulation.

On both TCV and DIII-D, confinement improvements in IWL experiments have been

interpreted as resulting from greater TEM stability for 𝛿 < 0 compared to 𝛿 > 0 [280, 285].

DIII-D has also recently been able to produce diverted negative triangularity discharges like

the blue one in Fig. 8-9, where the upper triangularity is approximately 𝛿𝑢 = −0.4 and

the lower triangularity is close to 𝛿𝑙 = 0, giving an overall (mean) negative triangularity of

𝛿 ≈ −0.2. Section 8.4.1 describes these experiments in greater detail. Creation of a diverted

𝛿 < 0 discharge with both 𝛿𝑢 < 0 and 𝛿𝑙 < 0 is challenging for DIII-D because the device

is not appropriately armored on the outer wall to withstand high heat fluxes at the strike

points; work is currently on-going to overcome this difficulty.

8.4.1 DIII-D Experiments in Diverted Negative Triangularity

Fig. 8-10 shows time traces of some of the most important quantities describing the three

discharges discussed here (#180520, #180526, #180530). While the plasma current and

Electron Cyclotron Heating (ECH) power were kept constant throughout most of the

discharge at 𝐼𝑝 ≈ 0.9 MA and 𝑃𝐸𝐶𝐻 ≈ 1.5 MW, the Neutral Beam Injection (NBI) power

was ramped up in discrete steps, reaching 𝑃𝑁𝐵𝐼 ≈ 13 MW in two shots. The purpose of these

incremental steps was to test the L-H power threshold and 𝛽 stability in diverted negative

triangularity. No 𝛽 limit was encountered even when reaching 𝛽𝑁 ≈ 3.1, in agreement

with recent theoretical predictions [286]. Core electron densities and temperatures of up

to 5 × 1019 m−3 and 4.5 keV, respectively, were achieved, with 𝐻98,𝑦2 factors above 1,

i.e. exceeding standard H-mode energy confinement. Throughout these experiments, the H-

mode transition was only observed in a single case, when one of the upper coils failed and the

upper triangularity changed from −0.4 to −0.2. This appeared to significantly reduce the

L-H power threshold and allow the development of a density pedestal. Shot #180520 (red
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in Fig. 8-10) is the discharge where this occurred, near 2.2 s, and indeed the core density is

seen to rapidly increase at that time and then stabilize at a higher value. Note that density,

particularly in shot #180530, is also affected by core fueling via NBI, particularly as 𝑃𝑁𝐵𝐼

is ramped up. In discharge #180520, the H-mode transition also resulted in the occurrence

of small ELMs, although the filterscope trace shown in the top-center panel of Fig. 8-10 does

not make this obvious. The filterscope signals generally increase as 𝐷𝛼 emissivity near the

LCFS rises, indicating a higher degree of recycling from the edge. Finally, we note that the

energy confinement time of these discharges was near 70-120 ms (higher for #180520, after

the transition to H-mode).

These experiments show great promise for negative triangularity as the operational

regime for a fusion reactor: not only did plasmas not meet a “hard” MHD limit, even up to

𝛽𝑁 ≈ 3.1, but they demonstrated excellent core properties. The achievement of 𝐻98,𝑦2 > 1

reflects the fact that energy confinement degraded with external heating less strongly than
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Figure 8-10: Evolution and comparison of the 3 DIII-D diverted negative triangularity
discharges discussed in the text.
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in standard H-modes described by the IPB98(y,2) scaling. This is all the more remarkable

given that plasmas did not actually enter H-mode when 𝛿 remained sufficiently negative, thus

avoiding the liability of an H-mode pedestal, which normally leads to higher power being

deposited at the outer divertor target. At negative triangularity, this outer strike point is

naturally located further out in radius with respect to positive triangularity. This constitutes

a promising demonstration of the “edge-first” principle, which prioritizes sustainable divertor

conditions before attempting to optimize core stability and confinement. In this context,

it is obviously also important to assess if diverted negative triangularity discharges have a

tendency to accumulate impurities in the core, since that would be a fundamental setback.

In order to explore this, Laser Blow-Off (LBO) injections were made in these experiments.

In particular, here we examine the following in detail:

∙ An Al injection at 𝑡 = 2.501 s in #180520, when only the 30L beam was operating,

approximately 500 ms after the discharge transitioned into H-mode.

∙ An LiF injection at 2.75 s in #180526, when both the 30L and 33L beams were

operating. Only F ions from this injection were measured by the CER diagnostic and

are therefore examined in detail.

∙ An Al injection at 𝑡 = 3.8 s in #180530, when the 30L, 33L, and 33R beams were all

operational and high stored energies were achieved.

Fig. 8-11 shows kinetic profiles for each of these discharges, averaged over ±50 ms time

windows near the times of LBO injections for each of the shots listed above. Individual

experimental data points are over-plotted in each panel, except when the profiles are inferred

from line-integrated measurements. Comparing to the time traces in Fig. 8-10, we note that

different NBI power is applied in each of these 3 time slices and this causes 𝑇𝑒 (top-left

panel) and 𝑇𝑖 (bottom-left) to vary significantly. Electron density (top-center) is highest in

the discharge that entered H-mode, #180520. The plasma is seen to have a high rotation

frequency (𝜔𝜑) in #180530, when the NBI torque is near its maximum. Peaked toroidal

rotation and ion temperature could both be contributors to the evidently hollow C profiles

(bottom-center) seen in this case. 𝑍eff remains low, near 1.5, in all 3 discharges, suggesting

fast (favorable) impurity transport.

During these experiments, some issues with the LBO system prevented consistent

injections of the same ions in all discharges and at multiple times, making it difficult
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Figure 8-11: Kinetic profiles for the 3 diverted negative triangularity discharges discussed
in this chapter, averaged over a short time window near the LBO injection time: 2.501 s for
#180520, 2.75 s for #180526, and 3.8 s for #180530.

to clearly assess scalings of confinement and transport coefficients during the NBI power

ramps. Nonetheless, it was clearly observed that these discharges had impurity confinement

times that were similar to (or shorter than) the energy confinement time. For positive

triangularity, this is typically the case in L-mode, but not in H-mode. Hence, we find

that negative triangularity results in a decoupling of heat and particle transport, giving

high core temperatures and rapid impurity expulsion, also reminiscent of the I-mode

regime [23, 252, 287].

Fig. 8-12 shows signals from the CER T06 chord (a) #180520 (measuring Al13+) and

(b) #180526 (measuring F9+) in the core. Exponential fits to the decay phase allow

quantification of the impurity confinement time, shown in the top-right corner. While

these values should not be considered a truly global quantity and are only a rough measure

of particle transport, they do offer the clear conclusion that impurity transport is fast

and therefore favorable in these discharges. This is best observed by comparing values of

𝜏𝑝 . 50 ms with the larger energy confinement times in the same discharges, 𝜏𝑒 ≈ 70−100 ms

(c.f. Fig. 8-10). In the next sections we shall delve more deeply into the matter by inferring

radial profiles of transport coefficients for the 3 LBO injections listed above.
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Figure 8-12: Signals from the CER T06 chord in (a) #180520 (Al) and (b) #180526 (F),
showing exponential fits in the decay phase to quantify impurity confinement times, 𝜏𝑝,
which in both cases are smaller than 50 ms. For comparison, the energy confinement times
are ≈ 80 and 120 ms at times corresponding to LBO injections in #180526 and #180520,
respectively.

8.4.2 Impurity Transport Inferences

Fig. 8-13 compares the simultaneous inference of C and F transport coefficients near 𝑡 =

2.75 s in discharge #180526, which we shall refer to as the “low-power L-mode case”. Since

this discharge had a single sawtooth occurring during the time range of evolution of the LBO

injection, at 𝑡 ≈ 2.784 s, we also display the sawtooth mixing radius with thick, magenta,

dashed lines, having estimated this location using fast Electron Cyclotron Emission (ECE)

measurements [162]. Thinner magenta dash-dot lines in each panel represent the sawtooth

inversion radius, approximated to be the mixing radius divided by
√

2 [63]. As in Fig. 8-5,

we show only a single 𝐷 radial profile (top-left panel) since this was set to be the same for

the two impurities. The 𝑅𝑣/𝐷 ratio was allowed to vary between the two ions in the region

inside of the sawtooth mixing radius, and it is indeed found to be different, even changing

sign, between F (green) and C (blue) lines. The inferred pedestal pinches for the two species

are not substantially different.

Fig. 8-14 compares the inferred F transport coefficients for this shot (#180526) with the

results of TGLF and NEO modelling. While a detailed comparison to theoretical models is

left for Section 8.4.3, here we remark that steady-state F profiles (bottom-right panel) have

gradients that are approximately similar to the rescaled time-averaged 𝑛𝑒 profile (shown in

grey), except inside of the sawtooth mixing radius (magenta dashed lines). The C6+ density
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Figure 8-13: Inferred C (blue) and F (green) transport coefficients for DIII-D shot #180526.
The thick, magenta, dashed lines show the sawtooth mixing radius; the thinner dash-dotted
lines represent the sawtooth inversion radius.

profile with which this inference was constrained (see Fig. 8-11, bottom-center panel), also

shows a profile shape that significantly differs from the 𝑛𝑒 one inside of 𝜌𝑝 ≈ 0.3.

We note that the CER F9+ measurements of this discharge display a surprisingly fast

rise near the magnetic axis that cannot be easily matched without invoking some degree

of signal line-integration, missing atomic physics or an MHD mode (like a sawtooth crash).

No evidence has been found for the latter hypothesis on other diagnostics. Lack of radial

localization could arise from a background signal due to charge exchange of F9+ with edge

neutrals rather than NBI neutrals, but attempts at background subtraction using a beam

blip have suggested that this is unlikely to be an appropriate explanation. More likely,

the fast rise of F9+ density near the magnetic axis arises because of inaccuracies in the

beam attenuation calculation, or missing contributions from beam halos. The latter have

been observed to be very important on AUG [173], but are believed to be less important

at the higher-𝑍𝑒𝑓𝑓 conditions of DIII-D. Given that the present negative triangularity
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Figure 8-14: Inferred F transport coefficients for DIII-D shot #180526. The left column
shows diffusion and convection, the right column their normalized ratio, 𝑅𝑣/𝐷, and the
approximate normalized steady-state profile of fully-stripped F. The rescaled time-averaged
𝑛𝑒 profile is also shown for comparison. Results from the NEO (neoclassical) and TGLF
(quasi-linear gyrofluid turbulent) codes are also shown, with thicker lines representing
expected regions of applicability of each model.

discharges had 𝑍𝑒𝑓𝑓 ≈ 1.5, the halo 𝑛 = 2 contributions to density estimations may not be

negligible. Future work should assess whether FIDASIM simulations such as those discussed

in Chapter 6 can account for our observations. At the time of writing, finding a clear

resolution to these issues appears unlikely, but does not prevent a close examination of

inferred transport coefficients, particularly for 𝜌𝑝 > 0.2.

Fig. 8-15 and Fig. 8-16 show inferred transport coefficients for the H-mode (shot

#180520, 𝑡 ≈ 2.5 s) and high-power L-mode (shot #180530, 𝑡 ≈ 3.8 s) cases, respectively.

Both of these inferences are based on LBO injections of Al, rather than F. The presence

of an Al10+ CX (𝑛 = 14 − 12) line at 4088 Å, almost degenerate with the CER Al12+

(𝑛 = 12 − 11) line of interest at 4084 Å, raises questions about whether signal measured

by the CER diagnostic can be reliably taken to relate solely to the Al13+ density. Since no
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effective subtraction methods for the Al10+ contribution were available, data points during

the rise phase of the CER signal were ignored in our inferences. Also, having observed a

strong dependence of near-edge transport coefficients on details of the source functions, we

choose to only focus on profiles inside of 𝜌𝑝 ≈ 0.8, particularly since the fast camera data

(Fig. 8.2) suggest the presence of Al LBO clusters in these experiments.

Fig. 8-15 and Fig. 8-16 display relatively flat or even hollow impurity density profiles,

in agreement with the C profiles of Fig. 8-11. Such profile shape does not appear to be

captured by TGLF and NEO, as further discussed in Section 8.4.3.
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Figure 8-15: Inferred Al transport coefficients for DIII-D shot #180520. NEO and TGLF
results are also shown. Profiles are conservatively shown only inside of 𝜌𝑝 ≈ 0.8 because
outer regions are affected by unclear details of Al LBO sources.

We next display some of the experimental signals used in these inferences to describe the

quality of agreement with Aurora forward modeling using inferred MAP parameters. Fig. 8-

17a shows time histories for all the CER chords measuring F9+ in the low-power L-mode case

(discharge #180526, 𝑡 ≈ 2.75 s). Here, black points with error bars represent experimental

data and the red lines show the result of the synthetic diagnostic. Fig. 8-17b shows the
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Figure 8-16: Inferred Al transport coefficients for DIII-D shot #180530. NEO and TGLF
results are also shown. As in Fig. 8-15, we only show results inside of 𝜌𝑝 ≈ 0.8 since regions
further outside are affected by unclear details of Al LBO sources.

match of radial C profiles in the same discharge, with different panels corresponding to

different time bins during the LBO injection. C densities are seen to be similar in each

panel, as a result of steady-state conditions with no impurity accumulation. Different colors

in Fig. 8-17b identify different CER chords. Matches of analogous quality were obtained for

Al13+ data.

Figs. 8-18 and 8-19 show the match between measurements and synthetic diagnostics

for SPRED and SXR chords for the same experiment. Fig. 8-18 compares the experimental

data for the six chosen lines (blue) with the time history from the synthetic diagnostic based

on Aurora (yellow) and its binning in time over the ranges of signal integration of SPRED.

For comparison, black curves in each panel show the source time history obtained from the

unfiltered fast camera (c.f. Fig. 8-2). The same source time history is also shown in Fig. 8-

19 on top of the line-integrated SXR signals. In this figure, the experimental data (with

background already subtracted) are plotted in green and the Aurora synthetic diagnostic is
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Figure 8-17: Match of experimental and modelled of CER signals in the DIII-D RMP
ELM-suppressed discharge #180526 for (a) time-dependent F9+ injected via LBO, and (b)
intrinsic, steady-state C6+.
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in blue. A good match is observed for all 6 chords used in this inference.

While SPRED data for the Al lines of Table 8.2 have been matched with comparable

quality to the F lines of Fig. 8-18, signal-to-noise ratios for SXR data in shots #180520 and

#180530 are too low to effectively constrain transport. CX lines of high quality have been

measured for F in #180526 (see Fig. 8-4) and for Al in #180530, whereas the SNR is too

low in #180520 to make the signal useful.
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Figure 8-18: Match of experimental and modelled signals of SPRED F lines in the diverted
negative triangularity discharge #180526.

8.4.3 Comparison of Experimental and Theoretical Modeling

Section 8.4.2 presented inferred radial profiles of transport coefficients. In addition to the

experimental results, Figs. 8-14, 8-15, and 8-16 also overplot predictions from NEO and

TGLF SAT-0. As in the investigation of the RMP ELM-suppressed discharge #175674

(Section 8.3), theoretical modeling is based on kinetic profiles that have been obtained via

TGYRO. Results for each discharge are shown in Fig. 8-20, as a function of the square root

of normalized toroidal flux, 𝜌𝜑.

In the low-power L-mode case (#180526) we have found good TGYRO convergence up

to 𝜌𝜑 = 0.9, while in the low-power H-mode and high-power L-mode cases (#180520 and
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Figure 8-19: Match of experimental and modelled F signals for SXR chords in the diverted
negative triangularity discharge #180526.

#180530, respectively) TGLF predicts excessively large gradients outside of 𝜌𝜑 = 0.8 and

we have therefore limited our modeling to within this radius. A feature worth remarking

is that in the low-power H-mode (#180520) there is a significant discrepancy (outside

of experimental uncertainties) in the electron density from power balance and from the

turbulence model (TGLF). This is a clear indication of TGLF modeling of particle transport

being less accurate than in the heat transport channel. Neoclassical contributions from NEO

(blue), mostly relevant to the ion heat flux, 𝑄𝑖, are relatively small compared to turbulent

fluxes. The latter have been computed using TGLF SAT-0, rather than SAT-1, since the

SAT-0 saturation rule gave better convergence for these cases within the TGYRO workflow,

in contrast to the C-Mod analysis presented in Chapter 7. Identifying the reasons for

these differences is beyond the scope of this work. However, we remark that the SAT-1

saturation rule is more modern and complete, attempting to include multiscale effects that

have previously been observed to be important in recovering measurements across multiple

transport channels [50] (see Section 7.3).

Fig. 8-21 shows TGLF spectra (relations between growth rates, 𝛾, and normalized
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Figure 8-20: Summaries of TGYRO runs for the three negative triangularity discharges
examined in this chapter. In each sub-figure, kinetic profiles are shown on the left and heat
fluxes on the right. The convective electron heat flux is defined as 𝑄𝑒,𝑐𝑜𝑛𝑣 = 1.5 Γ𝑒𝑇𝑒 and is
therefore related to particle transport.
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poloidal wavenumbers, 𝑘𝜃𝜌𝑠) for discharge #180520 at the time of the LBO injection

(𝑡 = 2.501 s). Rather than displaying 𝛾 itself, we show its normalization by 𝑘𝜃𝜌𝑠, since

previous work has suggested that 𝛾/(𝑘𝜃𝜌𝑠) allows easier evaluation of the balance between

low-k (ion-) and high-k (electron-) modes, as well as the importance of any multiscale

turbulence effects [50, 46]. Each panel in the horizontal direction displays scans by ±20%

for the turbulent drives (inputs to TGLF) that have been found to affect spectra most

prominently: the normalized gradient scale lengths for electron and ion temperature (𝑎/𝐿𝑇𝑒

and 𝑎/𝐿𝑇𝑖 , respectively), the normalized electron density gradient scale length (𝑎/𝐿𝑛𝑒),

and the ratio of the background ion and electron temperatures (𝑇𝑖/𝑇𝑒). Results in Fig. 8-

21a (Fig. 8-21b) refer to 𝜌𝑝 = 0.6 (𝜌𝑝 = 0.85). Blue points refer to parameters at their

nominal values, red (green) points refer to an increase (decrease) by 20% of the scanned

variable. Points marked by squares (circles) correspond to modes with negative (positive)

real frequency, i.e. propagating in the ion (electron) diamagnetic direction. Horizontal red-

dashed lines near the bottom of each panel show the estimated E×B shearing rate, below

which turbulence growth rates are expected to be quenched.
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Figure 8-21: TGLF spectra at (a) 𝜌𝑝 = 0.6 and (b) 𝜌𝑝 = 0.85 from scans of major turbulence
drives in the diverted negative triangularity discharge #180520. Green points indicate
reductions of each input by 20%, red ones indicate increases by 20%; blue points show
the baseline (all parameters at nominal values). Horizontal red dashed lines indicate the
estimated 𝐸 ×𝐵 shearing rate.
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Spectra in Fig. 8-21a for the low-power H-mode case (#180520, 𝑡 = 2.501 s) identify

important contributions from both Ion (ITG) and Electron Temperature Gradient (ETG)

modes at 𝜌𝑝 = 0.6. TGLF shows only weak dependences on plasma collisionality in all

the negative triangularity cases of interest here, suggesting that Trapped Electron Modes

(TEM) only play a marginal role. The similar amplitude of 𝛾/𝑘𝜃𝜌𝑠 at ion (𝑘𝜃𝜌𝑠 < 1) and

electron scales (𝑘𝜃𝜌𝑠 & 1) suggests that multiscale interactions may be important in this H-

mode condition. Looking further out in radius, at 𝜌𝑝 = 0.85 (Fig. 8-21b), we find complete

dominance of electron-scale modes, with variations in 𝑎/𝐿𝑇𝑖 playing only a minor role, and

𝑎/𝐿𝑇𝑒 and 𝑇𝑖/𝑇𝑒 being most important.
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Figure 8-22: TGLF spectra at (a) 𝜌𝑝 = 0.6 and (b) 𝜌𝑝 = 0.85 from scans of major turbulence
drives (indicated at the top of each panel) in the diverted negative triangularity discharge
#180530. Blue points show results obtained at nominal values of all inputs; green (red)
points indicate reductions (increases) of scanned variables by 20%. Horizontal red dashed
lines indicate the estimated 𝐸 ×𝐵 shearing rate.

On the other hand, the nature of turbulent transport in the L-mode conditions examined

here appears to be very different. At the times of LBO injections in #180526 (𝑡 = 2.75 s)

and #180530 (𝑡 = 3.8 s), ITG is strongly dominant. Fig. 8-21 shows analogous TGLF scans

to those in Fig. 8-21, with the same radial locations (𝜌𝑝 = 0.6 and 0.85) and percentage

changes (±20%) being examined. At both radial locations, ITG is likely to account for all the

observed transport. There appears to be no evidence for significant multi-scale interactions.
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Figure 8-23: Diffusion and convection coefficients from TGLF 2𝜎 scans around experimental
parameters for the DIII-D negative triangularity discharge #180526 at 𝑡 = 2.75 s (low-power
L-mode phase).

In Fig. 8-23 we show TGLF scans of 𝑎/𝐿𝑇𝑒 , 𝑎/𝐿𝑇𝑖 , normalized collisionality 𝜈𝑒𝑖/𝑐𝑠𝑎,

𝑎/𝐿𝑛, and 𝑇𝑖/𝑇𝑒 for the low-power L-mode case (#180526, 𝑡 = 2.75 s), displaying the

sensitivity of 𝐷 and 𝑣 predictions to the main turbulent drives. As in the C-Mod scans

of Fig. 7-22, we find that these 1-dimensional scans suggest an uncertainty in both 𝐷 and

𝑣 at midradius of at least 50%, showing that an exact match to experimental inferences

should not be expected. Analogous conclusions hold for all the discharges examined in this

thesis. In the specific case of Fig. 8-23, limited sensitivity to collisionality is observed for

both 𝐷 and 𝑣, compatibly with the negligible effect observed on linear growth rates (not

shown). Unlike in the C-Mod I-mode case of Fig. 7-22, some sensitivity of particle transport

coefficients on 𝑎/𝐿𝑇𝑒 is also observed in this case, as shown in Fig. 8-23.

Figs. 8-14, 8-15, and 8-16 show some qualitative agreement in both 𝐷 and 𝑣, but non-

negligible disagreement on important features. While we find a relatively good match of

𝐷 near 𝜌𝑝 = 0.25 with NEO, 𝐷 appears to be generally underestimated by TGLF at

midradius. TGLF convection estimates at midradius appear to indicate significantly more

impurity density profile peaking than we actually observe in experiment. We remark that

the value of 𝑅𝑣/𝐷 obtained by our inferences is strongly constrained by the CER data for

C6+.
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In the low-power L-mode case (#180526, 𝑡 = 2.75 s, Fig. 8-14), NEO is in good agreement

with inferred coefficients near the magnetic axis. The total impurity density profile is peaked

between 𝜌𝑝 ≈ 0.75 and 𝜌𝑝 ≈ 0.95 in both theoretical modeling (TGLF) and experiment,

although the radial variation of 𝑅𝑣/𝐷 is significantly different. In the low-power H-mode

case (#180520, 𝑡 = 2.501 s, Fig. 8-15), the experimentally-inferred 𝑅𝑣/𝐷 is found to be

close to 0 across all the examined radial range. 𝐷 and 𝑣 have a qualitative match to NEO

results near 𝜌𝑝 = 0.2, although inside of this radius NEO appears to be sensitive to details of

the rotation profile, resulting in a sudden rise of both 𝐷 and 𝑣 inside of 𝜌𝑝 ≈ 0.15. The value

of 𝐷 given by TGLF at midradius is a factor of 2-3 smaller than the experimentally-inferred

result. We remark a significant disagreement of 𝑅𝑣/𝐷 at midradius, where TGLF finds

𝑅𝑣/𝐷 < −2, whereas the inference (and the CER C6+ data) clearly indicates flat impurity

profiles. The inference of the high-power L-mode case (#180530, 𝑡 = 3.8 s, Fig. 8-16) yields

a close match in 𝐷 with the TGLF results, but differs significantly from the NEO prediction

near the magnetic axis.

A comparison of neoclassical predictions from NEO and experimental inferences for

𝜌𝑝 < 0.2 may be considered to be more meaningful in these DIII-D experiments than it

was in the C-Mod analysis of Chapter 7 since there are very few sawteeth in these 𝛿 < 0

discharges (none in #180530, and only one in each of #180520 and #180526, for the time

ranges of interest). While we do not give much credit to the sudden rise of neoclassical 𝐷

inside of 𝜌𝑝 ≈ 0.15 in the low-power H-mode and high-power L-mode cases (#180520 and

#180530, respectively), the NEO prediction of 𝐷 ≈ 0.9 at 0.2 . 𝜌𝑝 . 0.3 for the high-

power L-mode is robust and the reason for such a large discrepancy between NEO and the

experimental inference in this case is currently not understood.

Comparing experimental and theoretical estimates of transport coefficients is even more

challenging in these 𝛿 < 0 discharges than in the RMP ELM-suppressed H-mode discharge

(#175674) because no CER chords were measuring Al or F in the pedestal in the negative

triangularity cases. The constraint provided by C measurements in the pedestal is very

useful, but insufficient to separate the effects of 𝐷 and 𝑣 in this region. The apparent

dependence of pedestal results in shots #180520 and #180530 on details of the Al source

time histories prompted us to avoid a close comparison to theoretical transport models in

the pedestal for these two discharges. While the Al source is indeed measured in both these

experiments, the characterization of LBO injections by spatially-integrated signals over a
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rectangular region of the camera is obviously quite approximate. Within our sensitivity

tests, small variations of the source function did not appear to affect 𝐷 and 𝑣 profiles inside

of 𝜌𝑝 = 0.8, thus allowing more meaningful model comparisons in the core.

We highlight that the flat or hollow nature of core impurity density profiles is strongly

constrained by C6+ measurements. While these are not free of modeling assumptions (e.g.

taking 𝑛 = 2 halo contributions to be negligible) and uncertainties (e.g. in the atomic

rates and beam attenuation coefficients), the constraint that CER data provide on the C

profile shape is likely one of the most robust in our entire analysis. This suggests that the

results from NEO and TGLF, rather than the experimental inferences, must be examined

most closely to understand the origin of the mismatch. The sensitivity of the TGLF 𝐷

and 𝑣, illustrated in Fig. 8-23, suggests that variations of 𝐷 and 𝑣 predictions by a factor

of 2 at midradius may not be unreasonable, considering that multiple parameters could be

different from our baseline inputs (an effect not captured by our 1-dimensional TGLF scans).

However, in all the cases examined here, TGLF consistently predicts similar 𝑣/𝐷 < 0 in the

region where the code is most effective (in regions where turbulence is most unstable).

8.5 Discussion and Summary

In this chapter, we have presented radial profiles of particle transport coefficients from

experimental inferences based on Al and F LBO injections in DIII-D. We have focused

on two operational scenarios: RMP ELM-suppressed H-modes and negative triangularity

discharges. In the first case, a single discharge has been analyzed, comparing to previously

published results. In the second case, three discharges have been analyzed. All plasmas

described here were diverted. This is an important difference from previous inner-wall-

limited (IWL) negative triangularity experiments at DIII-D [285], where a high 𝑍𝑒𝑓𝑓

was observed. The three diverted 𝛿 < 0 shots discussed here had much lower impurity

confinement, as evidenced by the 𝑍𝑒𝑓𝑓 profiles in Fig. 8-11, the relatively low density of C,

and the rapid decay of CER signals following LBO injections (Figs. 8-12a and 8-12b). On

the other hand, the RMP ELM-suppressed case presented evident impurity accumulation,

which has been found to derive from 𝑣/𝐷 < 0 well inside of the sawtooth inversion radius

and a strong inward pinch in the pedestal region.

The modeling of steady-state C profiles as part of our inferences has offered an excellent
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constraint on 𝑣/𝐷 profiles at midradius. Our novel multi-impurity framework may also be

used to compare inferred 𝐷 and 𝑣 for C impurities with theoretical models, although this

has not been shown here. Such comparisons would allow, for example, for the validation of

𝑍 scalings for neoclassical transport near the magnetic axis (where impurity accumulation

can be particularly damaging) and in the pedestal.

Inferences of particle transport coefficients have been found to be in relatively good

agreement in all cases discussed in this chapter, although some apparent discrepancies have

been observed. As in the C-Mod results of Chapter 7, we have found a tendency of TGLF to

over-predict the peaking of impurity densities. Diffusion also appears to be underestimated

by TGLF in the negative triangularity discharges. All inferences have shown significant

deviation of impurity profile shapes with respect to 𝑛𝑒 density profiles, suggesting that

models that set impurity density profiles as a constant fraction of the 𝑛𝑒 profile can run

into important inaccuracies. In all cases, we have found diffusion to be strongly reduced

from turbulent to neoclassical levels between the sawtooth inversion and mixing radii. The

fact that the inversion radius is typically found to be near the 𝑞 = 1 surface suggests

that integrated modeling of impurity transport should carefully consider the importance of

this rational surface in suppressing transport. A simple method to combine neoclassical

and turbulence predictions from codes like NEO and TGLF could then be to smoothly

interpolate between their transport coefficients near the 𝑞 = 1 surface (or, if known, the

sawtooth inversion radius) rather than at a fixed radial location.

Diverted negative triangularity is a relatively exotic scenario for current tokamaks.

Recent experiments described here have paved the way for new DIII-D campaigns to

improve the plasma shape further and move the divertor leg on the high-field side to the

outer wall, rather than the lower shelf. This is expected to improve performance further

and determine whether negative triangularity should be pursued more aggressively in new

dedicated devices. Given the high performance and low impurity retention achieved at 𝛿 < 0

in L-mode, it appears possible that a high-field device running in L-mode at 𝛿 < 0 could

offer highly-radiative scenarios, with considerable advantages for divertor operation. The

results discussed in this chapter have demonstrated favorable (rapid) impurity transport at

𝛿 < 0 in DIII-D and have generally confirmed the applicability of NEO and TGLF in the

examined cases, although their predictions have been shown to be relatively inaccurate in

some respects. On the path to accurate transport model validation, the analysis of this
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chapter has highlighted the difficulty of determining where neoclassical or turbulent models

are dominant. Of course, this would not be a concern in future research if both transport

scales could be modeled self-consistently within the same code.

Theoretical turbulence modeling of these discharges has so far been relatively limited.

TGLF scans have demonstrated dominance of ITG in L-modes and ETG in the H-mode

case. Electron-scale transport always becomes dominant near the pedestal-top. Linear and

nonlinear CGYRO runs are necessary to determine in greater detail the exact balance of

turbulent modes and how they saturate. This analysis is in progress and will be described in

an upcoming publication. While the physical picture of Fig. 8-9 in terms of modified trapped

electron orbits is appealing, the overall performance of negative triangularity discharges has

also been found to be affected by pedestal ballooning stability preventing a transition to H-

mode [288], as well as lower core [282] and SOL [289] fluctuations. The impurity transport

analysis described in this chapter has clearly shown relatively large 𝐷 in the outer part of

the plasma and weak inward convection across the entire radial profile. In the absence of a

well-developed pedestal, these observations in the core clearly explain the main reasons for

low impurity retention in this scenario.

Future work on impurity transport at DIII-D should attempt to constrain the 𝑍

dependence of pedestal particle transport by including free parameters in the Aurora

transport coefficients, as described in the context of C-Mod research in Section 7.3. A

separation of Al10+ and Al12+ emission with the CER diagnostic could offer a particularly

compelling method to identify 𝑍 scalings. Such effort would likely depend strongly on

accurate predictions of edge neutral densities. In Ref. [228], Dux et al. showed how CER

measurements of multiple Ne charge states on AUG could only be explained when considering

the significant role of CX in setting the impurity charge state balance. An extension of this

analysis, focusing not only on steady-state ionization balance but also on transport through

the pedestal, would greatly benefit from fast CER measurements such as those that have

recently become available at AUG [290].
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9

Summary and Conclusions

This thesis has presented contributions across a spectrum of subjects related to particle

transport in tokamaks. Our focus has been on increasing the fidelity of impurity transport

modeling, expanding spectroscopic constraints, leveraging modern computing resources, and

quantifying the impact of charge exchange recombination on impurity charge state balance.

The main outcomes of this work can be summarized as follows:

∙ Development of the open-source Aurora package has advanced capabilities for

particle transport simulations in confined fusion plasmas, creating a platform for core-

edge integration that interfaces the extensive OMFIT framework and state-of-the-art

external simulation suites.

∙ Analysis of D Ly𝛼 data on Alcator C-Mod has permitted validation of SOLPS-

ITER predictions for atomic neutral densities at the midplane, finding good agreement

across the radial profile.

∙ Based on a wide database of C-Mod D Ly𝛼 signals, we have established a number

of scaling laws for edge neutral densities and separatrix electron densities. We have

demonstrated that cross-field deuterium particle fluxes offer a particularly

robust test of pedestal transport, thus motivating further detailed analysis of our

dataset.

∙ Making use of Monte Carlo FIDASIM simulations, we have shown that the impact

of NBI neutrals on impurity transport is relatively small for DIII-D plasmas,

particularly compared to edge neutrals, consistent with recent work at AUG [228].
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∙ For the first time, charge exchange has been included in inferences

of impurity transport coefficients, significantly improving the self-consistent

assessment of ionization balance near the plasma edge.

∙ A novel forward model for the entire Ca K𝛼 spectrum has been developed

for inferences of impurity transport on C-Mod, employing a new compilation of atomic

rates that has been shown to match XICS high-resolution measurements in remarkable

detail.

∙ Aurora has permitted efficient deployment of fully-Bayesian inferences of C-

Mod and DIII-D impurity transport to High-Performance Computing

(HPC) clusters. This capability enables parallel execution of nested sampling

schemes, providing results in a reasonable time (between 10 minutes and 12 hours,

depending on the problem complexity, typically using ≈ 300 CPUs).

∙ Fully-Bayesian experimental impurity transport inferences based on Ca LBO

injections on C-Mod have been demonstrated for the first time. Inferences for L-,

EDA H- and I-mode discharges have been compared to neoclassical and turbulent

(quasilinear gyrofluid and nonlinear gyrokinetic) modeling, generally finding good

agreement in diffusion across the radius, albeit significant discrepancies have been

observed in convection.

∙ In collaboration with T. Odstrčil, we have developed the ImpRad analysis framework

within OMFIT, leveraging Aurora capabilities for a wide range of applications

on particle transport and radiation in tokamaks. ImpRad is the cornerstone of all

DIII-D research discussed in Chapter 8 and is currently being employed by multiple

collaborators to push the boundaries of core-edge integration research.

∙ Fully-Bayesian inferences of experimental F and Al transport have also

been demonstrated on DIII-D. We have presented results for a RMP ELM-

suppressed discharge discussed in previous work [270] and for recent diverted

negative triangularity experiments. In all cases, we find transport coefficients

to be in reasonable agreement with neoclassical and gyrofluid modeling, although

flat and hollow impurity density profiles do not seem to be appropriately

predicted by NEO and TGLF and turbulent diffusion appears to be often
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under-estimated by TGLF. Results highlight an effective suppression of transport

inside the 𝑞 = 1 surface, an effect not typically considered explicitly in integrated

modeling of tokamak plasmas.

9.1 Considerations For Effective Particle Transport Inferences

Based on the experience gained by analyzing impurity transport on both C-Mod and DIII-D,

a few recommendations are set forth for future experiments:

∙ One cannot overstate the importance of having a clear characterization of the

LBO particle source when attempting to infer radial profiles of impurity transport

coefficients. In this thesis, we made use of an edge filterscope for C-Mod and a fast

unfiltered camera for DIII-D, which made accurate quantification of core transport

coefficients possible, albeit still challenging. In the absence of these diagnostics, the

task of quantifying radial profiles of 𝐷 and 𝑣 would have been intractable. To reduce

the presence of LBO clusters, the LBO concept [20] could be complemented by a new

shutter system, placed at the entrance of the vacuum vessel down the LBO duct.

By closing the shutter approximately 1 ms after the laser ablation, slower particle

clusters could be blocked, resulting in cleaner and more reliable injections with limited

hardware modifications.

∙ When attempting to compare experimental 𝐷 and 𝑣 to neoclassical and turbulence

models, one should ensure that there is no significant MHD activity in the plasma.

MHD modes (e.g. sawteeth) would inevitably “pollute” the analysis, since they are not

modelled in detail by codes such as Aurora. All the C-Mod experiments of Chapter 7

and half of the DIII-D experiments discussed in Chapter 8 (180520 and 180526) had

sawteeth, albeit either quite regular (a condition which helps in modeling) or in small

numbers.

∙ While LBO injections lend themselves to “piggyback” (operation during experiments

with a different focus), detailed inferences of radial profiles of impurity transport

coefficients can only be successful with excellent diagnostic coverage, which typically

requires dedicated experiments. This is unlike in studies where simple impurity

transport metrics, e.g. impurity confinement times, are of interest. Therefore, it
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is important to set appropriate expectations: piggyback LBO injections are useful,

but typically insufficient for detailed transport model validation.

∙ It is often unrealistic to rigorously examine radial profiles of particle transport

coefficients in the core without experimental constraints on pedestal transport. Time

histories of spectroscopic signals after LBO injections depend on the cross-field motion

of particles going into the core and later going out. This means that the pedestal

always affects observed time histories in the core, except at the beginning of the signal

rise phase. One may argue that the SOL can be more effectively separated due to

much faster parallel dynamics. In this thesis, we have attempted to constrain pedestal

transport using new spectroscopic analysis methods, improved sampling techniques,

and expanded forward models (see Chapter 5).

∙ The use of relative amplitudes of spectral lines from different charge states offers

much stronger constraints on particle transport than individually-normalized emission

for each spectral line. Within the context of this thesis, this has become particularly

obvious in sensitivity tests with Ca VUV brightnesses on C-Mod. In the absence of

accurate photon emissivity coefficients, VUV lines can only provide a constrain on the

time history of individual charge states, with only weak constraints on the relation

between charge states. Future work on pedestal and SOL transport should extend

efforts to place constraints on transport based on detailed atomic physics, as in the

case of Ca K𝛼 spectra measured via XICS on C-Mod.

9.2 Future Work

This thesis has built on decades of research on impurity transport, developing more reliable

analysis tools that are now being adopted across the research community. Aurora is by

no means the most advanced suite to model fusion plasmas, but it does offer a unique

mix for modern core-edge integration efforts. Aurora’s design is well suited for modern

computing resources, compared to pre-existing tools, and it brings to light new opportunities

in computational statistics and machine learning. Combined with the ImpRad module

presented in Section 8.1, these tools open the door to countless research opportunities in

tokamak experimental analysis.
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Future work on particle transport should focus on the critical role of pedestals in

regulating global properties. Doing so will require facing significant challenges in both

measurements and modeling, due to the short spatial scales, fast temporal scales, and the

complex influence of SOL (2D) transport. The development of a D Ly𝛼 database using

existing C-Mod data has contributed to identifying key dependencies of neutral densities in

this region. Comparison of this data with analogous Ly𝛼 measurements on DIII-D [240] is

ongoing at the time of writing.

Overall, both in the context of core and pedestal transport model validation, the key

bottleneck is currently in the availability of high-quality experimental data. Both modeling

capabilities and computational resources now appear to be adequate for the task, but

measurements are often sparse and have insufficient resolution.

To provide a concrete benchmark for the validation of emergent theoretical predictions

of pedestal transport, significant effort should be placed on diagnostic development. Indeed,

it has been evident over much of this thesis’ work that elaborate computational statistics

can only go so far to identify transport fingerprints if experimental data is not sufficiently

constraining. Integrated analysis of multiple diagnostics, as demonstrated here for both

C-Mod and DIII-D, can offer valuable insights, but reliable assessments require single

diagnostic systems with high spatial and temporal resolution and relative calibration across

many chords. In this context, we foresee a few particularly promising paths forward:

∙ Fast CER diagnostics such as the one developed on AUG [290] could offer the means for

detailed examination of pedestal particle transport. Extended poloidal coverage would

also be desirable to assess impurity poloidal asymmetries, which are often important

for high-Z ions. X-ray crystal spectroscopy systems like C-Mod’s could also be effective

if a larger number of chords were set to span the entire plasma (including the pedestal)

with higher spatial resolution.

∙ The analysis of edge D Ly𝛼 spectroscopy on C-Mod, discussed in Sections 6.2 and 6.3,

has recently identified the quantification of deuterium cross-field fluxes as a robust

metric to compare theoretical transport models to experimental measurements. The

ability to compare fluxes rather than transport coefficients in this case is compelling,

particularly since these data are available for a large number of discharges. Research

on this subject is ongoing.
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Currently, fusion reactors are envisioned to operate with puffing of low- and medium-Z

impurities in the divertor in order to reduce the extreme heat fluxes near the strike points.

Understanding the physics of ion transport, atomic and molecular processes in divertor

regions is therefore paramount. At the time of writing, operation and experimentation on

the subject are still mostly an empirical effort. With a growing number of sophisticated

models becoming available, it has become essential to develop frameworks to bring together

and interpret their results. The work presented in this thesis offers statistical, numerical,

and analysis methods that facilitate such efforts. Their applications on Alcator C-Mod and

DIII-D have suggested that individual transport models may be sufficiently mature in their

individual domains. The challenge of core-edge integration is where fusion research must

therefore turn its attention, both from empirical and modeling standpoints.
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Appendix A

The Aurora package

“Everything should be made as simple as possible, but no simpler.”

– attributed to A. Einstein

The development philosophy of Aurora, introduced in Section 5.3.1, is closely aligned

with the quote above: it is a modern package that aims at providing simple, yet accurate,

analysis tools for impurity transport, neutrals and radiation modeling. Aurora was initially

developed as a alternative to pre-existing impurity transport codes that did not perform well

in high-performance computing environments. Over time, many of Aurora’s capabilities have

been generalized and extended to be more broadly applicable. These include the simulation

(forward modeling) of particle transport using a diffusive-convective ansatz, the modeling

of neutral particles by interfacing other codes of varying complexity, and the processing

of atomic rates to perform integrated modeling, create synthetic diagnostics, and estimate

radiated power. In this appendix, we describe aspects of the package at the time of writing

(version v2.0.0 ), attempting to provide a clear reference that may remain relevant even as

Aurora keeps expanding in time.

Aurora’s development strategy is inclusive of efforts made in other collaboration contexts.

For example, Aurora is fully integrated with the OMFIT framework [198], leveraging some

of the Python classes that are part of OMFIT and have been spun out for independent

installation. Aurora builds on the success of the STRAHL code [195] and aims to

work together with other modeling suites, such as SOLPS-ITER [203] and the ADAS

framework [114], in the context of core-edge tokamak analysis.

At the time of writing, approximately 80% of Aurora is composed by Python3+ code,
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12.5% by modern Fortran, and 7% by Julia code, with small fractions of other languages used

to support installation and documentation procedures. Aurora is open-source and publicly

maintained on GitHub at https://github.com/fsciortino/Aurora, with documentation

hosted at https://aurora-fusion.readthedocs.io.

The objective of this appendix is to provide a high-level view of some features, rather than

a substitute to the already extensive code documentation available at the above hyperlink.

The Aurora 1.5D forward model of particle transport was already presented in Section 5.3.1.

In Section A.1, we briefly describe Aurora’s capabilities related to processing of atomic data

and spectral predictions. Section A.2 describes the simple edge recycling model used in

Aurora’s simulations. Section A.3 describes the superstaging approximation, available in

Aurora to reduce the computational cost of simulations with large numbers of ion stages.

Finally, Section A.4 presents a simple demonstration of Aurora’s capabilities to interface

with SOLPS-ITER, particularly in the context of atomic D neutral density predictions from

EIRENE. Applying these tools to a SOLPS-ITER simulation for the ITER baseline scenario,

we show that charge exchange is unlikely to affect the total radiated power inside the Last

Closed Flux Surface (LCFS) in ITER. Part of the material in this appendix has been adapted

from Ref. [186].

A.1 Atomic Data and Spectral Predictions

Aurora relies on ADAS data for much of its functionality. While it may be convenient

to combine usage of Python routines within an ADAS framework with Aurora, it is not

necessary to run (or even have access to) an ADAS framework. Aurora can work with atomic

data from the OPEN-ADAS website (www.open-adas.ac.uk), fetching and interpreting files

automatically through the internet. Most of the Generalized Collisional-Radiative (GCR)

formats distributed by ADAS can be processed. While users may indicate specific ADAS

files that they wish to use, a set of defaults are conveniently listed within Aurora for most

ions of interest in fusion. This offers the side benefit of lowering the “entry barrier” for

researchers who are not familiar with ADAS nomenclature and who may be unsure about

which files offer the highest data quality. Cooling coefficients, both resolved for each ion

stage and weighted by fractional abundances of each charge state at ionization equilibrium,

can easily be loaded and processed for use in integrated modeling. For applications in
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spectroscopy, the aurora.read_adf15 function allows parsing and interpolation of Photon

Emissivity Coefficients (PECs) in the ADAS ADF15 format, separating components driven

by ionization, excitation or recombination processes, as well as metastable-resolved parts

whenever these are available in the chosen files. This function has also been used to

process files in the ADF15 format from the atomDB database [131], widely used in x-ray

astrophysics. Aurora also offers initial support to work with the ColRadPy [120] package,

which makes use of ADAS resolved ion data collections in the ADF04 format for GCR model

predictions. Specifically for the analysis of neutral H-isotope particles, some atomic data

from the formulae by Janev & Smith [227] or Janev, Reiter & Samm [291] are also available.

All the tools discussed in this section are applicable to the Aurora forward model

(Section 5.3.1) as well as within other codes and analysis frameworks. Indeed, Aurora has

been used for experimental spectroscopic signal analysis [155, 156], as well as to post-process

data from neutral codes such as KN1D [200], FIDASIM [201, 202] and EIRENE [203]. Aurora

does not include capabilities to work with molecules at the time of writing; the subject will

be explored in future work.

A.2 Aurora Recycling Model

As part of its 1.5D particle transport forward model, Aurora has a simple 0D model of the

SOL and divertor. By 0D, we mean that it does not have realistic descriptions of the physical

geometry, but rather it describes the edge as a set of particle reservoirs. A similar approach

has been previously adopted in other codes. The Aurora edge model is particularly inspired

by the STRAHL one [195], which it attempts to generalize and slightly extend.

When particles in an Aurora simulation reach the edge of the radial grid, they are subject

to the boundary condition set by the diffusion coefficient at the last grid point and an input

decay length set by the user. The flux Γ𝑧 = 𝐷𝑤𝑎𝑙𝑙
𝑛𝑤𝑎𝑙𝑙
𝜆𝑤𝑎𝑙𝑙

is then taken to reach the wall

reservoir at every time step.

It has been observed that, in some DIII-D ELMy plasmas, partially-recycling impurities

such as Al can be retained at the wall for some time and re-enter the main chamber several

ms after the ELM event. To model this effect, Aurora’s recycling model offers a slight

extension of the model used in STRAHL, allowing for temporary retention of impurities at

the wall, before these are recycled. We model such wall retention by a simple exponential
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decay, using

𝑁𝑤,𝑟𝑒𝑡 = 𝑁 𝑡=0
𝑤,𝑟𝑒𝑡 𝑒

(−𝑡/𝜏𝑤,𝑟𝑒𝑡) (A.1)

The following algorithmic steps are implemented:

1. First of all, a fraction of the particles that were previously retained at the wall now

leaves:

𝑁𝑤,𝑟𝑒𝑡 ← 𝑁𝑤,𝑟𝑒𝑡 +
𝑑𝑁𝑤,𝑟𝑒𝑡

𝑑𝑡
𝑑𝑡 = 𝑁𝑤,𝑟𝑒𝑡

(︂
1− 𝑑𝑡

𝜏𝑤,𝑟𝑒𝑡

)︂
. (A.2)

Here, left-pointing arrows are used to indicate the change made between time steps,

e.g. in the above expression 𝑁𝑤,𝑟𝑒𝑡 is substituted by the expression on the right hand

side during each time step.

2. New particles reach the wall:

𝑁𝑤,𝑟𝑒𝑡 ← 𝑁𝑤,𝑟𝑒𝑡 + 𝑟𝑤,𝑟𝑐𝑙 𝑑𝑡 (A.3)

with the wall recycling rate defined as

𝑟𝑤,𝑟𝑐𝑙 = 𝑅𝑤−,𝑟𝑐𝑙 (𝑟⊥ + 𝑟||,𝑙𝑖𝑚) (A.4)

Here, 𝑅𝑤,𝑟𝑐𝑙 is a scalar giving the fraction of particles that hit the wall that is affected

by recycling (over some time scale that depends on retention efficiency), 𝑟⊥ is the rate

of cross-field loss between the last 2 radial grid points (i.e. at the wall) and 𝑟||,𝑙𝑖𝑚 is the

rate of particle loss to the limiter. Note that a separately-calculated rate of parallel loss

to the divertor is computed, but only affects the replenishing of the divertor reservoir,

whose relation to the main plasma is not properly referred to as “recycling”; hence,

this rate does not enter the recycling model directly.

The combination of steps (i) and (ii) gives

𝑁𝑤,𝑟𝑒𝑡 ← 𝑁𝑤,𝑟𝑒𝑡

(︂
1− 𝑑𝑡

𝜏𝑤,𝑟𝑒𝑡

)︂
+ 𝑟𝑤−𝑟𝑐𝑙 𝑑𝑡 (A.5)

3. We then re-define the rate of particles going back to the main plasma as a particle

source:

𝑟𝑤,𝑜𝑢𝑡 = 𝑁𝑤,𝑟𝑒𝑡/𝜏𝑤−𝑟𝑒𝑡. (A.6)
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Note that the difference between 𝑟𝑤,𝑜𝑢𝑡 and 𝑟𝑤,𝑟𝑐𝑙 is that the latter is the rate at which

particles that will be recycled reach the wall; 𝑟𝑤,𝑜𝑢𝑡 on the other hand is the rate

of particles leaving the wall in the current time step, rather than at later times. The

difference between these two rates is introduced here to model particle retention effects

observed in DIII-D ELMy plasmas.

4. Finally, the (neutral) particle flux back to the plasma is

𝑆 = 𝑆0 + 𝑟𝑤,𝑜𝑢𝑡 +𝑁𝑑𝑖𝑣/𝜏𝑑𝑖𝑣 (A.7)

where 𝑆0 is the neutral source given by the user as a function of time (i.e. the externally

injected source), 𝑁𝑑𝑖𝑣 is the number of particles in the divertor reservoir and 𝜏𝑑𝑖𝑣 is

the divertor clean-out timescale. If part of the externally injected source is set to go

to the divertor, e.g. via a divertor puff, then we use

𝑆 = 𝑆0 (1− 𝑓𝑑𝑖𝑣) + 𝑟𝑤,𝑜𝑢𝑡 +𝑁𝑑𝑖𝑣/𝜏𝑑𝑖𝑣 (A.8)

where 𝑓𝑑𝑖𝑣 is the fraction of incoming neutrals reaching the divertor rather than the

main chamber. This same fraction must also be added to 𝑁𝑑𝑖𝑣 when computing the

number of particles in the divertor reservoir at each time step.

Note that in order for the recycling model to be numerically stable the adopted time step

sizes must always be smaller than any of the time scales imposed by the user (for the divertor

clean-out, the wall retention, etc.).

It is not obvious how recycling particles should be radially distributed when re-entering

the main plasma reservoir. The trivial solution of setting their birth location at the wall

effectively makes them subject to the diffusive-like boundary condition at the last grid point,

which is purely numeric and not physical. An alternative is to add recycling particles to the

main simulation reservoir with the same radial distribution used for the external impurity

injection, which can be computed using ionization rates as a function of radius. This is

typically a good option if neutrals are also evolved as part of the Aurora forward model,

although the definition of 𝐷 and 𝑣 coefficients for the neutral stage does not lend itself

to simple interpretation in our context. Yet another option is to simply place recycling

impurities at the radial grid point that is closest to the separatrix. This is also physically
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unreasonable, but may be numerically more useful since the simple 0D SOL transport model

described above is anyway not a sufficiently detailed description of 2D dynamics beyond the

last closed flux surface. All of these choices are allowed in Aurora.

A.3 Superstaging

As described in Section A, particle transport can be modelled via a set of coupled continuity

equations for all the charge states of a given ion, which for a charge state 𝑖 can be written

as
𝜕𝑛𝑖

𝜕𝑡
= −∇ · Γ𝑖 +𝑄𝑖. (A.9)

In codes that attempt to solve this system of equations in 2D or 3D geometry, particularly

for studies on the edge of fusion plasmas, the computational complexity of impurity ions can

be extremely limiting, since each charge state may be seen to represent a different atomic

species. For simpler 1.5D modeling in the core, as in Aurora’s forward model, high-Z ions like

W make it hard to iterate over some free parameters with sufficient speed. The superstage

approximation offers the means to reduce such computational complexity with a simple and

interpretable method. The technique described here is analogous to the one explored in past

JET [197, 208] and ITER [210] modeling. These works rely on the creation of ADAS atomic

rates for superstages in a set of dedicated data files. This process has been significantly

simplified in Aurora, where transformations of standard GCR coefficients are computed “on

the fly”, without need for additional files.

In the superstaging approximation, multiple charge states are “bundled” together to

reduce the number of species to evolve in a simulation. Suppose that we wish to group

charge states 𝑖0 to 𝑖1 onto a superstage 𝜁. We then have

𝑛𝜁 =

𝑖1∑︁
𝑖=𝑖0

𝑛𝑖 (A.10)

where we have used lower case 𝑛 for the density of a general atomic species. Superscripts

indicate the stage or superstage of interest, in slight departure from the more common

notation used in section 5.3.1. In what follows, electron density is simply labeled as 𝑛𝑒. The
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continuity equation for a charge state 𝑖 can be written as

𝜕𝑛𝑖

𝜕𝑡
= −∇ · Γ𝑖 +𝑄𝑖. (A.11)

and our objective is to obtain an equation of identical form, but with indices 𝑖 replaced by 𝜁

and each term appropriately adapted to represent superstages. Eventually, after solving for

the superstage densities, we wish to split these back into individual charge states densities.

Let us assume that the transport coefficients appearing in the Γ𝑖 term in Eq. A.11 are

independent of 𝑍; we shall come back to this approximation later. Summing particle flux

terms of multiple charge states in Eq. A.11 is then trivial, since 𝐷 and 𝑣 are the same for

all charge states and densities linearly sum up as in Eq. A.10. The same is true for the time

derivatives of particle density on the left hand side of Eq. A.11. Let us therefore focus our

attention on the sources/sinks term, 𝑄𝑖, which we write here for a charge state 𝑖 as

𝑄𝑖 = −(𝑛𝑒𝑆
𝑖→𝑖+1 + 𝑛𝑒𝛼

𝑖→𝑖−1) 𝑛𝑖 + 𝑛𝑒𝑆
𝑖−1→𝑖 𝑛𝑖−1 + 𝑛𝑒𝛼

𝑖+1→𝑖 𝑛𝑖+1. (A.12)

Here we have adopted a notation that makes it clear which charge states are involved in

each reaction, e.g. 𝑆𝑖→𝑖+1 is the process of ionization from charge state 𝑖 to 𝑖+1 and 𝛼𝑖→𝑖−1

is recombination from charge state 𝑖 to 𝑖 − 1. Upon summation of the 𝑄𝑖 term for each of

the charge states 𝑖0 to 𝑖1, many terms cancel out. The sum over these charge states can be

written as
𝑄𝜁 = + 𝑛𝑒 𝑆

𝑖0−1→𝑖0𝑛𝑖0−1

− 𝑛𝑒𝛼𝑖0→𝑖0−1𝑛𝑖0

− 𝑛𝑒𝑆𝑖1→𝑖1+1𝑛𝑖1

+ 𝑛𝑒𝛼
𝑖1+1→𝑖1𝑛𝑖1+1.

(A.13)

where we have indicated the meaning of each term.

The purpose of superstaging is to avoid explicit modeling of individual charge states,

which must instead be only related to the correspondent (directly modelled) superstages. In

the superstage approximation, we impose quasi-static ionization equilibrium for the charge

states 𝑖0 to 𝑖1 within a superstage. This means that the fractional abundance of each charge

state within the superstage is purely set by atomic physics, with no transport involved.
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Within a superstage, we therefore take

𝑛𝑖0
⃒⃒
𝑒𝑞

=
(︀
𝛼𝑖0+1→𝑖0/𝑆𝑖0→𝑖0+1

)︀
𝑛𝑖0+1

⃒⃒
𝑒𝑞

𝑛𝑖0+1
⃒⃒
𝑒𝑞

=
(︀
𝛼𝑖0+2→𝑖0+1/𝑆𝑖0+1→𝑖0+2

)︀
𝑛𝑖0+2

⃒⃒
𝑒𝑞

· · ·

𝑛𝑖1−1
⃒⃒
𝑒𝑞

=
(︀
𝛼𝑖1→𝑖1−1/𝑆𝑖1−1→𝑖𝑖

)︀
𝑛𝑖1
⃒⃒
𝑒𝑞
.

(A.14)

In other words, we wish to evolve 𝑛𝜁 in space and time, i.e. 𝑑𝑛𝜁/𝑑𝑡 ̸= 0 in a transport

code, and we take 𝑄𝜁 = 0 when decomposing each superstage density into its charge state

components. This obviously incurs an error, which however is small in many circumstances,

as we will show later.

In order to express Eq. A.13 solely in terms of superstage properties, we recognize that

both charge states 𝑖0 and 𝑖1 are absorbed into superstage 𝜁, so by applying the changes

𝑖0 → 𝜁 and 𝑖1 → 𝜁 one can write

𝑆𝑖0−1→𝑖0𝑛𝑖0−1 → 𝑆𝜁−1→𝜁𝑛𝜁−1

𝛼𝑖0→𝑖0−1𝑛𝑖0 → 𝛼𝜁→𝜁−1𝑛𝜁

𝑆𝑖1→𝑖1+1𝑛𝑖1 → 𝑆𝜁→𝜁+1𝑛𝜁

𝛼𝑖1+1→𝑖1𝑛𝑖1+1 → 𝛼𝜁+1→𝜁𝑛𝜁+1

(A.15)

which allow us to define effective superstage rates as

𝛼𝜁→𝜁−1 ≡ 𝛼𝑖0→𝑖0−1

(︂
𝑛𝑖0

𝑛𝜁

)︂
𝑒𝑞

, (A.16)

𝑆𝜁→𝜁+1 ≡ 𝑆𝑖1→𝑖1+1

(︂
𝑛𝑖1

𝑛𝜁

)︂
𝑒𝑞

. (A.17)

The terms in brackets are the fractional abundances of the “edges” of the superstage 𝜁, which

we explicitly labelled as being computed from ionization equilibrium. Using the superstage

rates of Eqs. A.16 and A.17, one can then express the sources/sinks term for superstages as

𝑄𝜁 = −(𝑛𝑒𝑆
𝜁→𝜁+1 + 𝑛𝑒𝛼

𝜁→𝜁−1) 𝑛𝜁 + 𝑛𝑒𝑆
𝜁−1→𝜁 𝑛𝜁−1 + 𝑛𝑒𝛼

𝜁+1→𝜁 𝑛𝜁+1. (A.18)

which has the same form as Eq. A.12 and can be used for impurity transport simulations,
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including (but not exclusively) within the 1.5D Aurora forward model.

𝐷 and 𝑣 can either be set to be the same for all superstages, as commonly done in

simulations with individual charge states, or users may indicate an arbitrary 𝑍 dependence.

This could, for example, be obtained from a neoclassical or turbulent transport code,

in which case Aurora can compute an average of transport coefficients weighted by the

fractional abundance of charge states within each superstage. This corresponds to taking

𝐷𝜁 =

𝑖1∑︁
𝑖0

𝐷𝑖

(︂
𝑛𝑖

𝑛𝜁

)︂
𝑒𝑞

. (A.19)

An analogous weighing by fractional abundances at ionization equilibrium allows one to

decompose superstages into individual charges after a simulation:

𝑛𝑖 = 𝑛𝜁
(︂
𝑛𝑖

𝑛𝜁

)︂
𝑒𝑞

. (A.20)

We remark that while 𝑛𝜁 may be significantly out of ionization equilibrium, resulting from

a simulation with finite transport, the right hand side term within brackets in Eq. A.20 is

taken purely from ionization equilibrium (no transport).

Once superstage densities have been unstaged, any calculation of radiation terms can

proceed as usual using standard collisional-radiative coefficients, with no need for additional

tabulation of atomic rates. Superstaging is therefore seen to only require charge state

ionization and recombination rates. If charge exchange is considered, the ADAS CCD data

are also needed for inclusion within the 𝛼 rates with appropriate weighting by 𝑛𝑛/𝑛𝑒, where

𝑛𝑛 is the background H-isotope atomic neutral density.

The error incurred by the superstaging approximation is dependent on the intensity

of plasma transport, since this technique effectively imposes ionization equilibrium within

superstage partitions. For typical tokamak transport levels, there often exist multiple

useful and safe partitioning strategies for medium- and high-Z impurities. It is however

not possible to specify the “best” partition in a universal manner, since the optimal choice

of superstages depends on the application of interest. The top panel of Fig. A-1 shows

W fractional abundances of all charge states of W as a function of 𝑇𝑒, using dashed lines.

Easily identifiable charge states have been indicated by numbers near the peak fractional

abundance of each. A partition of charge states based on the valence electronic shells is also
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Figure A-1: Full ionization equilibria of (top) W and (bottom) Ca over electron temperature,
𝑇𝑒, shown by dashed lines. Numbers within the plot identify selected ionization stages.
Continuous lines show one bundling scheme for each atomic species, in the case of W based
on filled electronic shells, while for Ca only low-Z stages are grouped. Figure from Ref. [186].

shown by continuous lines, corresponding to superstages 𝑍 ∈ {0}, {1, 2}, {3, 8}, {9, 18},
{19, 32}, {33, 50}, {51, 72}, {72, 74}. This partitioning is physically motivated by atomic

physics and analogous to the “natural partition” strategy defined in ADAS, whereby charge

states are bundled based on variations of ionization potential (𝐼𝑧) between charge states.

Specifically, the natural partition is computed for each species by finding large deviations

of the quantity 2(𝐼𝑧+1 − 𝐼𝑧)/(𝐼𝑧+1 + 𝐼𝑧) from a running mean over charge states [208].

To this end, Aurora can make use of ionization energies from NIST [136], collected via

ColRadPy [120]. Alternatively, users may also use fractional abundances at ionization

equilibrium to determine which charge states have a small range of existence in a given

simulation and can therefore be safely bundled. Such “clustering” of superstages can be

easily dealt with using the K-means algorithm.
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Figure A-2: Comparison of Aurora simulations for Fe transport in (a) the ITER baseline
scenario (𝑇𝑒 ≈ 25 keV and 𝑛𝑒 ≈ 1.1×1020 m−3 on axis), and (b) an Alcator C-Mod discharge
with 𝑇𝑒 ≈ 3.5 keV and 𝑛𝑒 ≈ 1.5 × 1020 m−3 on axis. Transport coefficients 𝐷 = 10 m2/s,
flat across the radius, and 𝑣 = 0 m/s were assumed for illustrative purposes. Thin lines
show results from a simulation resolving all charge states, thick lines from bundling 𝑍 < 16
states. Figures adapted from Ref. [186].

However, often the optimal partitioning of charge states may be specific to the application

of interest. For example, for edge simulations, charge states with charge greater than W20+

are unlikely to be useful and can always be bundled. Similarly, core simulations may bundle

low- and high-lying charge states that are never reached at the temperatures of interest,

only simulating charge states that produce observable effects. We note that the 0th charge

state is always needed in forward modeling where ion sources are introduced in the neutral

state. The bottom panel of Fig. A-1 shows a case where we bundle charge states {1, 9}
and keep individual charge states with 𝑍 > 9. This choice is favorable for core impurity

transport studies where Ca is injected into tokamak plasmas via Laser Blow Off (LBO) since

emission from charge states 1-9 is typically not measured and only higher charge states must

be carefully resolved. In tests of the Aurora forward model with this partitioning strategy,

we have found that a negligible error in impurity densities and radiation is incurred for any

realistic transport levels. Recall that the computational cost of the Aurora forward model is

linearly proportional to the number of modelled charge states, so superstaging as in Fig. A-1

gives approximately a factor of 2 speed improvement.

Fig. A-2a shows two Aurora simulations for Fe injection in the ITER baseline scenario,

where peak electron temperatures and densities reach 𝑇𝑒 ≈ 25 keV and 𝑛𝑒 ≈ 1.1×1020 m−3.
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Figure A-3: Application of superstaging within an Aurora simulation of W in the ITER
baseline scenario. In (a), thin lines show the result of simulating all charge states, while
thicker lines show the result of superstaging. Here, only 𝑍 = {50, 53, 56, 59, 62, 65, 68} were
superstaged, using 𝐷 = 10 m2/s, 𝑣 = 0 m/s. In (b), we show the difference between the
two cases for cumulative radiated power, integrated from the magnetic axis outwards, in the
pedestal region. Figures adapted from Ref. [186].

We compare the standard use of all charge states (thin lines) with a superstage partition that

bundles Fe charge states with 𝑍 < 16 (thick lines), analogously to the Ca strategy of Fig. A-

1. Almost no difference is observed in the charge state densities of interest; the inset shows

a zoomed in view of the peak of Fe24+ near the pedestal, where a small inaccuracy is seen.

For this comparison, a flat diffusion coefficient with magnitude 𝐷 = 10 m2/s was assumed,

setting convection to zero for simplicity. We note that the value of 𝐷 = 10 m2/s is relatively

high and, since superstaging becomes less accurate at high transport levels, this can be

seen as a successful test in challenging, yet reasonable, conditions for the application of this

method. We remark however that the same partitioning strategy can be much less successful

in other plasma scenarios. Fig. A-2b shows the result of using the same Fe superstaging

strategy for realistic Alcator C-Mod kinetic profiles with on-axis values of 𝑇𝑒 ≈ 3.5 keV and

𝑛𝑒 ≈ 1.5 × 1020 m−3, much lower than in the ITER baseline. As in Fig. A-2a, thin lines

correspond to the simulation resolving all charge states, while thicker lines show the result

of bundling all 𝑍 < 16 states (except the neutral stage, as always). While core profiles are

recovered very well, significant discrepancies are found in the outer part of the plasma. Of

course, even larger errors would be incurred if a smaller number of superstages were directly

modelled, e.g. taking only every other Fe state between 𝑍 = 16 and 𝑍 = 26.
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Many of the envisioned applications of superstaging are with high-Z ions. Fig. A-3a shows

two Aurora simulations of W in the ITER baseline scenario. The displayed charge states were

the only ones that were explicitly modelled, i.e. all others were bundled. Except for small

inaccuracies near axis, the agreement between thin and thick lines is excellent, particularly

considering the large reduction of computational cost of this superstaging partition. Fig. A-

3b shows the cumulative radiated power computed by Aurora as a function of plasma radius

when setting the total W concentration to be 1.5 × 10−5 on axis [15]. The radial range

is focused on the pedestal region in order to better visualize the loss of accuracy due to

superstaging, shown by the difference between the full model, simulating all charge states

(red) and the reduced superstaged model (blue). Clearly, such simulation strategy could

be very advantageous for a number of applications, including integrated modeling where

impurity radiation can play a significant role. In these cases, modeling impurities as having

charge state densities set by a constant fraction of the electron density can result in significant

errors, whereas running Aurora with a small number of superstages, appropriately chosen

for the scenario of interest, can be fast and effective.

A.4 Charge Exchange in the ITER Pedestal

Aurora’s routines for the post-processing of SOLPS-ITER [204, 205] results enable

consideration of core-edge effects, for example related to the influence of edge neutrals in

the pedestal region [253]. Recent work by Dux et al [228] demonstrated the large impact

of charge exchange on ionization balance in the AUG pedestal, making use of detailed

charge exchange recombination spectroscopy measurements of Ne8+ and Ne10+. A simple

1D Monte Carlo neutral code was used to model edge neutral penetration. An extrapolation

to ITER based on these AUG observations suggested that CX could significantly affect the

total radiated power emitted within the LCFS, 𝑃rad, increasing core Ne radiation by up to a

factor of 5. Here, we provide a new assessment of this subject based on EIRENE modeling of

neutral penetration in ITER using the SOLPS-ITER code, which is a higher-fidelity model

with respect to previous descriptions.

The details of these SOLPS-ITER results, including realistic levels of Ne puffing for

divertor heat flux mitigation, have been presented elsewhere as part of ITER divertor

studies [292]. Here, we limit ourselves to a demonstration of post-processing and
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which CX does not significantly
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Figure from Ref. [186].

interpretation of the SOLPS-ITER data using Aurora. By providing the path to the SOLPS-

ITER results directory, including an EFIT gEQDSK file, Aurora can load data on both the

EIRENE and B2 grids with just a couple of lines of Python code. An additional call to the

aurora.solps.get_radial_prof function allows extraction of low- (LFS) and high-field side

(HFS) radial profiles at the midplane, as well as flux surface averages. Fig. A-4 shows these

atomic D neutral density profiles, normalized by the corresponding 𝑛𝑒 radial profiles (LFS,

HFS and FSA). We note that FSA neutral profiles are appropriate inputs to Aurora’s 1.5D

impurity transport model to examine the effect of neutrals on impurity ionization balance via

CX. This is a physical modeling choice everywhere except very close to the LCFS (typically,

for 𝜌𝑝 < 0.99) since the parallel motion of impurities on flux surfaces tends to be much

faster than their ionization. As a result, the impact of neutrals on impurity ions is effectively

averaged out also in the presence of strong poloidal neutral asymmetries, e.g. near divertor

x-points or neutral beam injection [228]. Fig. A-4 shows that 𝑛𝑛/𝑛𝑒 is expected to be lower

than 10−5, i.e. below the red dashed line. At the realistic Ne densities of the ITER baseline

scenario, Aurora predicts the contribution to 𝑃rad directly attributable to CX recombination

to be only approximately 0.2 MW. The indirect contribution from the modification of the Ne

ionization equilibrium due to CX cannot be self-consistently assessed without turning CX

on and off in the SOLPS-ITER simulation itself, but at the low values of 𝑛𝑛/𝑛𝑒 this effect

is undoubtedly very small. These conclusions can be interpreted as resulting from the large
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width of the ITER SOL, which significantly reduces neutral penetration into the confined

region. We note that while Alcator C-Mod’s highest density shots did reach similar opacity

to high-performance ITER projections [80], the C-Mod SOL was significantly thinner. As

a result, C-Mod’s absolute neutral densities in the pedestal were lower than in any other

current tokamak, but still higher than in ITER, whose core fueling is bound to have different

global character.
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Appendix B

The Bayesian Spectral Fitting Code

In this appendix we describe spectral fitting methods that were developed for high-resolution

x-ray spectroscopy and applied in Alcator C-Mod research presented in Chapter 7. Spectral

lines are efficiently decomposed using Gauss-Hermite functions. Bayesian techniques discussed

in the context of particle transport are also applied here. Applications with both synthetic

and real XICS data show improvements with respect to pre-existing methods.

Introduction

Spectroscopy plays a central role in the research presented in this thesis. In this appendix we

describe Bayesian spectral fitting methods that were developed to analyse high-resolution

spectra from Alcator C-Mod, discussed in Chapter 7. These techniques make use of some

of the Bayesian concepts described in Chapter 5 and have offered a test bed for ideas that

were later adopted in inferences of particle transport described in Chapters 7 and 8.

Complex atomic spectra are common in plasma physics research, both in astrophysical

and laboratory scenarios. As discussed in Chapter 3, local spectra where Doppler broadening

is the dominant mechanism determining line shapes may allow one to easily extract valuable

physical parameters (emissivity, velocity and temperature) from simple moments of Gaussian

line fits. However, local radiation measurements are often not available and a purely

Gaussian fit is often not justified. The viewing geometry, causing integration of signals over

extended volumes, and the overlap of multiple atomic line shapes make data interpretation

often remarkably challenging. In the extreme ultraviolet and for highly-ionized impurities

267



it is common for natural broadening to be significant [115], giving rise to a Voigt profile,

the convolution of the Gaussian and a Lorentzian. Other broadening mechanisms may also

contribute to non-Gaussianity, thus motivating the use of more flexible fitting methods.

Here we present the Bayesian Spectral Fitting Code [254] (BSFC) as an efficient means

to fit multiple, partially-overlapping, non-Gaussian atomic line shapes in high-resolution

spectroscopy. BSFC uses a truncated decomposition into Gauss-Hermite functions and

Bayesian sampling techniques to separate lines and estimate spectral moments with the

highest accuracy afforded by experimental data. This is particularly useful in the context of

fitting highly-resolved K𝛼 spectra, as will be described in section B.3 and later in chapter 7.

In the next sections, we first summarize BSFC’s key features and then compare BSFC to pre-

existing spectral fitting methods. The successful application of these techniques to Alcator

C-Mod spectra has led to investigations on impurity transport presented in Refs. [155]

and [156].

B.1 Hermite Polynomial Decomposition

BSFC’s polynomial decomposition exploits the fact that atomic lines, when relatively

spectrally resolved, have line shapes that approximately resemble a Gaussian. Such

resemblance may be more or less close, depending on the balance of broadening mechanisms,

but here we assume that data follow a Gaussian, Lorentzian, Voigt or analogous line shape.

It is then convenient to take the Gaussian component of this as a zeroth order description,

and subsequently apply correction terms to effectively match the observed line shape. This

strategy is realized with an expansion in Hermite polynomials, which form a complete,

orthogonal basis under a Gaussian weight function, with

⟨𝐻𝑒𝑚, 𝐻𝑒𝑛⟩𝐺 ≡
∫︁ ∞

−∞
𝐻𝑒𝑚(𝑥) 𝐻𝑒𝑛(𝑥) 𝑒−

𝑥2

2 𝑑𝑥 =
√

2𝜋 𝑛! 𝛿𝑛𝑚 (B.1)

Here, we have used the 𝐻𝑒𝑖 notation to indicate a (probabilist’s) Hermite polynomial of

order “i”. The meaning of the angle-bracket notation with “G” subscript indicates use of a

zero-centered, unit-variance Gaussian factor, shown in the integral expansion over all space.

The first three Hermite polynomials are 𝐻𝑒0(𝑥) = 1, 𝐻𝑒1(𝑥) = 𝑥, and 𝐻𝑒2(𝑥) = 𝑥2−1; they

become more complex as one goes to higher order. To better understand BSFC’s strategy,
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it is helpful to consider Gauss-Hermite functions, defined as

𝜑𝑛(𝑥) = 𝐻𝑒𝑛(𝑥) 𝑒−𝑥
2/2, (B.2)

represented for convenience and to aid intuition in Fig. B-1.
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Figure B-1: Gauss-Hermite functions of order 𝑛 = 0−5. BSFC expands spectral line shapes
into a truncated series of terms composed of progressively more complex features represented
by these functions. Figure reproduced from Ref. [156].

Since Hermite polynomials form a complete basis, a function 𝑓(𝑥) can be expanded in

terms of Gauss-Hermite functions as

𝑓(𝑥) = ℎ(𝑥)𝑒−𝑥
2/2 =

⎛⎝ ∞∑︁
𝑗=0

𝑎𝑗𝐻𝑒𝑗(𝑥)

⎞⎠ 𝑒−𝑥
2/2 =

∞∑︁
𝑗=0

𝑎𝑗𝜑𝑗(𝑥). (B.3)

In what follows, we refer to 𝑎𝑗 variables as Hermite coefficients. Using this expansion, one

can easily compute the first few unnormalized moments for each spectral line shape by taking

the inner product of Eq.B.1 with 𝑥, 𝑥2, etc., to obtain progressively higher-order moments,

e.g.

𝑚0 = ⟨1, ℎ⟩𝐺 =
√

2𝜋𝑎0

𝑚1 = ⟨𝑥, ℎ⟩𝐺 =
√

2𝜋𝑎1

𝑚2 =
⟨︀
𝑥2, ℎ

⟩︀
𝐺

=
√

2𝜋𝑎0 + 2
√

2𝜋𝑎2

(B.4)
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Here we used again the angle-bracket notation with “G” subscript to indicate a projection

(integration over all space) under a Gaussian weight of zero mean and unit variance. Note

that each moment in Eq. B.4 only refers to Hermite coefficients of lower order, e.g. it is

never the case that a 𝑛th moment requires calculation of a 𝑚𝑡ℎ order Hermite coefficient,

with 𝑚 > 𝑛. This observation is key to explain BSFC’s effectiveness.

To examine atomic spectra, it is convenient to define a variable 𝑥 = (𝜆−𝜆𝑐)/𝑠, a simple

shift of the wavelength axis to center it around 𝜆𝑐 and rescale by a factor 𝑠. One can then

express physical moments of line shapes across a spectrum using

𝑀0 = 𝑚0𝑠

𝑀1 = 𝑚1𝑠
2 +𝑀0𝜆𝑐

𝑀2 = 𝑚2𝑠
3

(B.5)

and similarly for higher-order moments. The value of 𝑀0 is related to the emissivity (or

brightness, for line-integrated measurements), which is itself linearly proportional to the

emitting species’ density, the constant of proportionality being dependent on atomic physics

for the transition of interest. 𝑀1 and 𝑀2 are related to the species’ velocity and temperature

by

𝑣𝑖 =
𝑀1/𝑀0

𝜆0
𝑐 𝑇𝑖 =

𝑀2/𝑀0

𝜆20
𝑚𝑐2 (B.6)

Finite velocity and temperature are obtained even if 𝑎1 = 𝑎2 = 0, but non-zero values of

these Hermite coefficients are seen from Eqs. B.5 and B.6 to provide corrections to perfect-

Gaussian estimates. Importantly, even higher order Hermite coefficients do not enter the

estimation of 𝑣𝑖 and 𝑇𝑖 at all, suggesting that a truncation to 3 Hermite polynomial terms

may be optimal to capture non-Gaussian corrections to velocity and temperature estimates.

This was indeed shown to be the case in Ref. [254] using Bayesian model selection (see

section B.2).

BSFC’s expansion offers the additional benefit that truncated (i.e. ignored) terms do not

affect Hermite coefficients that are kept within the fitting procedure of each line individually.

To explain this, let us write the truncation process as

𝑓(𝑥) =

∞∑︁
𝑗=0

𝑎𝑗𝜑𝑗(𝑥) ≈ 𝑓(𝑥) ≡
𝑁∑︁
𝑗=0

�̂�𝑗𝜑𝑗(𝑥). (B.7)
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Due to the complete and orthogonal nature of the Hermite polynomial series, we have

⟨
𝑓(𝑥)− 𝑓(𝑥), 𝐻𝑒𝑗

⟩
= 0 𝑓𝑜𝑟 𝑗 = 0, . . . , 𝑁 (B.8)

i.e. any terms that are left out by our truncation are orthogonal to the terms that are kept

within the series, meaning that their truncation does not affect fitting parameter estimates.

In practice, BSFC fitting of multiple overlapping lines can introduce weak correlations

between Hermite coefficients, so this ideal truncation property only holds approximately.

Nonetheless, these elements of strength make BSFC’s spectral decomposition robust to

truncation of higher order corrections, offering a way to study deviations from perfect-

Gaussian line shapes with a minimal number of fitting parameters and maximum accuracy

for a given computational effort.

B.2 Sampling Methods

The estimation of Hermite coefficients, as well as scale and shift factors for the spectrum,

is dealt with using the Bayesian techniques described in Chapter 5, analogously to the

impurity transport research presented in later chapters. We model the likelihood of our

fit as a Gaussian, taken as the large-count limit of photon Poisson statistics. We adopt

uninformative priors, taking care to set log-uniform priors for scale parameters that can

vary over multiple orders of magnitude, like zeroth order Hermite coefficients. BSFC enforces

non-negativity of line fits by uniformly sampling from a unit hypercube within parameter

simplices; details of this procedure are described in Appendix A of Ref. [254]. By using nested

sampling [191] with MultiNest [193, 192], BSFC is able to do both parameter estimation

and model selection via the marginal likelihood. In the context of BSFC, “different models”

are represented by different choices of number of Hermite coefficients, or number of spectral

lines within the spectrum. For example, whenever it is not clear whether a certain line is

present within an experimental spectrum, comparison of the model evidence between fits

with and without this line can offer a quantitative metric to make a data-driven choice.

Typical BSFC spectral fits include 1-4 overlapping lines, requiring 3-4 Hermite

coefficients per line as well as 1 line shift and 1 line rescaling value, for a total of 5-20 fitting

(free) parameters per case. For such problem dimensionality, we have found the MultiNest

ellipsoidal NS algorithm [193, 192] to be the most effective. For higher dimensionality, e.g.
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for spectra with > 10 overlapped line shapes, we have also tested dynamic slice NS, as

implemented in the dyPolyChord package [293], which is far more effective than MultiNest

at very high dimensionality. In practice, in all tests of BSFC we have found MultiNest to be

the best algorithm for our fits, since it is often reasonable to fit different parts of a spectrum

separately if there are no evident line overlaps.

B.3 Applications to XICS Spectra

As described in Section 3.5.1, K𝛼 spectra present a complex overlap of spectral features whose

intensity and line shapes reflect the electron density and temperatures (via the amplitude),

the ion temperature (from the Doppler broadening), the rotation velocity (from the Doppler

shift), as well as the abundance of the Li-like, He-like and H-like charge states of the emitting

ion. BSFC was originally developed to effectively fit features arising from line integration of

local spectra such as the one shown in Fig. 3-4a. For example, the long-wavelength side of

K𝛼 spectra presents a near-degeneracy of the forbidden z line and the j satellite line, whose

brightness is constrained via the nearby k satellite line [294]. Fig. B-2 shows an application

of BSFC to this spectral region on real XICS data on C-Mod. Not only is the separation

of z, j and k lines effectively dealt with by BSFC, but uncertainties (shown by the colored

bands) clearly offer an appropriate representation of our confidence in these observations.

In the next sections, we first verify BSFC’s implementation using synthetic data and then

compare it to pre-existing spectral fitting methods used for XICS analysis of real data from

Alcator C-Mod.

50

100

150

200

sig
na

l [
AU

]

3.206 3.208 3.210 3.212 3.214
 [Å]

25
0

re
s. 

[A
U]

jk z
Figure B-2: BSFC fit of the He-
like Ca z line (green), overlapping
with the j satellite line (red),
which is related to the nearby
k line (blue). The overall fit is
shown by the continuous black
line; residuals are displayed in the
lower panel. Rest wavelengths are
shown by vertical black dashed
lines. Figure reproduced from
Ref. [156].
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Synthetic Data Analysis

To validate the results of the fitting code, synthetic tests were performed. To generate

experimentally-relevant spectral line shapes, synthetic emission was line-integrated using

impurity emissivity, velocity, and temperature profiles inferred using standard tomographic

methods. The true moments were calculated exactly using line-integration of the synthetic

data. Two cases are presented here: one from an L-mode tokamak plasma in Fig. B-3a, and

one from an I-mode with a hollow emissivity profile in Fig. B-3b.
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Figure B-3: Comparison between true synthetic line-integrated measurements (blue) and
measurements inferred from BSFC (green) for (a) a L-mode plasma and (b) a I-mode plasma
with hollow emissivity profile. Figure reproduced from Ref. [254].

These fits were performed on the He-like argon 𝑛 = 2 resonance w line with 3 Hermite

coefficients. In both cases, the unresolved dielectronic 𝑛 = 4 satellite lines in our atomic

database were removed from the fit, since the Bayesian evidence obtained for a fit without

it was found to be higher than with it. This assessment rigorously determines whether

the data justify a certain level of complexity in a fitting model. As seen from these plots,

the method infers the true moments very well. Moreover, the uncertainty in the inference

clearly matches the spread of the data. The non-Gaussian shape of the line resulting from

higher-order Hermite coefficients typically accounted for a correction of approximately 10%
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to the temperature, and 20% to the velocity.

Comparison to Pre-existing Methods

Results from BSFC were also compared to results inferred from THACO [180], the standard

code used to analyze XICS data in Alcator C-Mod. THACO estimates line moments by

using a nonlinear 𝜒2 minimization to remove satellite lines, followed by a direct calculation

of line moments by integration. We remark that this method is typically only applied on

non-overlapping spectral lines to avoid complications that are directly addressed by BSFC.

To illustrate the advantages of BSFC in these cases, we compare its results to those of

THACO in two cases with overlapping lines: in the first case, one has a steady-state argon

He-like w resonance line spectrum as seen in Fig. B-4a; in the second, we have a rapidly-

evolving calcium He-like w resonance line spectrum from a laser-blow-off impurity injection

Fig. B-4b.
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Figure B-4: Comparison between line-integrated measurements inferred from BSFC (green)
and from THACO (red) for (a) a subset of XICS channels following Ar injection into an L-
mode plasma, and (b) a Ca injection into an I-mode plasma with hollow brightness profiles.
Figure reproduced from Ref. [254].

In both cases, we see that traditional Gaussian line fitting methods can produce outliers.

The BSFC method provides more consistent results and the error bars also more realistically
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reflect the spread of data. Moreover, we note that BSFC finds a systematic shift of velocity

and temperature measurements compared to the THACO inference. The former inference

was validated against synthetic spectra with unresolved lines and shown to be more accurate.

B.4 Summary

The Bayesian Spectral Fitting Code offers novel methods that are well adapted to the task

of inferring line-integrated spectral moments from spatially non-uniform emission, as in the

case of highly-resolved XICS spectra analyzed in this thesis. BSFC does not depend on prior

knowledge of line ratios or precise determination of plasma geometry, offering an unbiased

method to quantify spectral moments and their uncertainties using Bayesian nested sampling

techniques. In previous sections, we have shown that BSFC performs well on synthetic data

and clearly outperforms the pre-existing analysis methods used for XICS spectral fitting

on Alcator C-Mod. The adopted sampling techniques permit greater interpretability of

results than nonlinear optimizers, allowing correlations between inferred parameters to be

explored. BSFC also enables model selection to best identify an appropriate complexity of

the fit, in terms of number of lines and number of Hermite coefficients that should be used to

describe each line shape. In Chapter 7, BSFC is applied to LBO injections of Ca to isolate

individual lines, before exploring a different approach based on forward modeling the entire

K𝛼 spectrum.
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Appendix C

Bayesian combination of experimental

datasets

Experimental inferences often rely on multiple pieces of instrumentation, each providing a

different measurement of fundamentally the same phenomenon. For example, this occurs

when multiple detectors look at the dynamics of an object at different times/locations,

all of these related to the same motion that one wants to reconstruct. It also occurs in

astrophysical environments, where multiple telescopes may investigate the same object, but

over different spectral ranges. The combination of different datasets is also important in

fusion energy research, where diagnosing the full dynamics of a thermonuclear plasma is

challenging from an experimental perspective. In this field, one often must rely on multiple

measurements each telling a part of the full story, and none being a complete representation

of the physics of interest.

When solving inverse problems, one often combines diagnostic measurements assuming

that they are equally valid and important. This means that no instrument is considered more

important than others, except to the extent suggested by the uncertainty quantification

(UQ) of signals. UQ can be challenging and, although one may resolve to work on a

complex analysis, random errors can be left unaccounted for, and systematic errors are

always looming. The most common approach is simply to ignore this, once appropriate

efforts have been undertaken to correct signals as much as possible.

Let us assume that uncertainties can be modelled as normally distributed around

experimental signals. Given a set of signals and their uncertainties, the standard approach
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involves maximizing the likelihood probability, or equivalently minimizing the chi-squared

(𝜒2). For a single dataset with 𝑛 data points, one can write the likelihood as

𝑃 (𝐷|𝜃) =
1

(2𝜋)𝑛/2|𝑉 |1/2 exp

(︂
−1

2
𝜒2

)︂
(C.1)

where

𝜒2 = (𝐷 − 𝑓(𝜃))𝑇𝑉 −1(𝐷 − 𝑓(𝜃). (C.2)

with the function 𝑓(𝜃) representing the forward model, evaluated on some set of parameters

(note: we omit vector notation for simplicity). Here, D represents the experimental data

points, and 𝑉 is the covariance matrix. While we made the dependence of the forward

model on 𝜃 explicit, we are going to assume for simplicity that the covariance matrix does

not depend on 𝜃 (a good approximation under most circumstances).

Maximizing this likelihood corresponds to minimizing the 𝜒2. If multiple datasets are

taken into consideration (e.g. from different fusion diagnostics), and we label these with an

index 𝑘, then we can write

𝑃 (𝐷|𝜃,𝐻0) =

𝑁∏︁
𝑘=1

1

(2𝜋)𝑛𝑘/2|𝑉𝑘|1/2
exp

(︂
−1

2
𝜒2
𝑘

)︂
, (C.3)

where we indicated a dependence on a model labelled𝐻0 here, to distinguish it from different

options to be described later in the text.

It is often convenient to work with logs of likelihoods and ignore constant factors in an

optimization. In view of this, one often minimizes

𝜒2
𝑡 =

∑︁
𝑘

𝜒2
𝑘. (C.4)

This is effectively stating that uncertainties have been quantified to the best possible extent

and that all diagnostic signals have equal worth. However, it is also common to modify this

expression to read

𝜒2
𝑡 =

∑︁
𝑘

𝛼𝑘𝜒
2
𝑘 (C.5)

where we included factors 𝛼𝑘 that can be arbitrarily set to more or less than 1 in order to

bias an inference towards better fitting one experimental signal or another. This is common

practice in fusion as in many other fields. Of course, this approach can be useful, although
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obviously unsatisfactory. One may also choose a scheme to set weights based on the number

of data points in each dataset, as discussed in Section 7.2.5 in the context of Alcator C-Mod

impurity transport inferences.

In the following sections, we discuss a generalization of the practice of fixing weights

𝛼𝑘 a priori, before the data is examined. We present a Bayesian approach for this task,

expanding on the methods described in Refs. [218, 219, 220].

C.1 Bayesian Priors for Diagnostic Weights

In Bayesian analysis, we always want to assign a probability distribution to parameters

that we do not know. The appropriate values of 𝛼𝑘 are unknown and therefore we must

choose a prior distribution for them. We can do this on statistical grounds, while remaining

“unbiased” towards one dataset or another. The appropriate distribution should of course

be normalized to 1, and we would also like its expectation value to be 1, so that the values

of 𝛼𝑘 will be 1 on average, in a statistical sense. Following the recipe by Jaynes, Shannon

and others, we maximize the entropy functional

𝑆[𝑃 (𝛼)] = −
∫︁ ∞

0
𝑃 (𝛼𝑘) ln𝑃 (𝛼𝑘)𝑑𝛼𝑘 (C.6)

under the constraint of normalization

∫︁ ∞

0
𝑃 (𝛼𝑘)𝑑𝛼𝑘 = 1 (C.7)

and unit expectation

𝐸[𝛼𝑘] =

∫︁ ∞

0
𝛼𝑘𝑃 (𝛼𝑘) = 1. (C.8)

This constrained optimization can be solved analytically using Lagrange multipliers and

gives an exponential solution

𝑃 (𝛼𝑘) = exp(−𝛼𝑘), (C.9)

which is therefore the appropriate prior representing our state of knowledge about 𝛼𝑘.

Note that this exponential distribution has a decay parameter of 1, corresponding to an

expectation value of 1. As pointed out in Ref. [219], if on were interested in adding a

constraint on the variance of 𝛼𝑘, for example because the range of acceptable values of 𝛼𝑘
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is limited to numbers close to 1, the same maximum entropy recipe could be followed while

placing an additional constraint. This can only be analytically solved when allowing values

of 𝛼𝑘 to be negative. In practice, such nonphysical condition could be reasonable if the prior

support for 𝛼𝑘 < 0 is minimal. By extending the domain of 𝛼𝑘 to [−∞,+∞], one can easily

find the familiar Gaussian distribution. While this form of prior may be useful, in practice

we observe that the analytical integrals described in the following section become complex

and the computation may lead to overflows. In the following section, we will simply consider

the exponential prior in Eq. C.9, but this will be generalized in Section C.2.

Modification of the Likelihood function

As stated previously, we want to introduce 𝛼𝑘 factors in front of each 𝜒2
𝑘, in order to account

for diagnostics whose data are more precious. We want to allow the data themselves and

the forward model to define what this really means. We can write the weighing of 𝜒2’s as

ln𝑃 (𝐷𝑘|𝜃, 𝛼𝑘) = 𝛼𝑘 ln𝑃 (𝐷𝑘|𝜃, 𝛼𝑘 = 1)− ln𝑍𝑘(𝜃, 𝛼𝑘). (C.10)

This corresponds to

𝑃 (𝐷𝑘|𝜃, 𝛼𝑘) =
[𝑃 (𝐷𝑘|𝜃, 𝛼𝑘 = 1)]𝛼𝑘

𝑍𝑘(𝜃, 𝛼𝑘)
(C.11)

where 𝑍𝑘 is a normalization factor that we must carefully treat for Bayesian model

comparison and selection. At this stage, the 𝛼𝑘 values are arbitrary. At this point, let

us define a likelihood function that is marginalized over the possible values of 𝛼𝑘, taking

into consideration the rigorously-defined prior distribution from the previous section:

𝑃 (𝐷𝑘|𝜃) =

∫︁ ∞

0

[𝑃 (𝐷𝑘|𝜃, 𝛼𝑘 = 1)]𝛼𝑘

𝑍𝑘(𝜃, 𝛼𝑘)
𝑒−𝛼𝑘𝑑𝛼𝑘. (C.12)

Note that this is still a likelihood function, although it was formally integrated over one of

the variables (𝛼𝑘). One might call it the “𝛼-marginalized likelihood”, to distinguish it from

the full “marginalized likelihood”, which is often used as a synonym for “Bayesian evidence”.
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Two models at comparison

Let us compare 2 models: 𝐻0, which is our standard model without variable diagnostic

weights, and 𝐻1, which includes weights that are marginalized over in the likelihood as seen

in the previous section. The total likelihood function for 𝐻0 can be written as in Eq. C.3,

which we rewrite here for convenience:

𝑃 (𝐷|𝜃,𝐻0) =

𝑁∏︁
𝑘=1

1

(2𝜋)𝑛𝑘/2|𝑉𝑘|1/2
exp

(︂
−1

2
𝜒2
𝑘

)︂
, (C.13)

On the other hand, the likelihood for 𝐻1 is

𝑃 (𝐷|𝜃,𝐻1) =
𝑁∏︁
𝑘=1

1

(2𝜋)𝑛𝑘/2|𝑉𝑘|1/2
𝛼
𝑛𝑘/2
𝑘 exp

(︂
−1

2
𝛼𝑘𝜒

2
𝑘

)︂
. (C.14)

Following the recipe of Eq. C.12, we multiply by the exponential prior of 𝛼𝑘 and integrate

over 𝛼𝑘:

𝑃 (𝐷|𝜃,𝐻1) =
𝑁∏︁
𝑘=1

1

(2𝜋)𝑛𝑘/2|𝑉𝑘|1/2
∫︁ ∞

0
𝛼
𝑛𝑘/2
𝑘 exp

(︂
−𝛼𝑘(

1

2
𝜒2
𝑘 + 1)

)︂
𝑑𝛼. (C.15)

Using the definition of the Gamma function Γ(𝑛) =
∫︀∞
0 𝑥𝑛−1𝑒−𝑥𝑑𝑥, one obtains

𝑃 (𝐷|𝜃,𝐻1) =

𝑁∏︁
𝑘=1

2Γ
(︀
𝑛𝑘
2 + 1

)︀
𝜋𝑛𝑘/2|𝑉𝑘|1/2

(𝜒2
𝑘 + 2)−(

𝑛𝑘
2
+1). (C.16)

Now, compare the form of Eq. C.13 and Eq. C.16. Marginalizing over the exponential of 𝛼𝑘

has changed the exponential dependence of the likelihood on the 𝜒2 for each diagnostic into

a power-law dependence. Moreover, we note that the normalizing factors in the front are,

of course, very different in the two cases.

For simplicity, we compare the logs of these two likelihood functions. For 𝐻0, we have

the familiar form

− 2 ln𝑃 (𝜃|𝐷,𝐻0) =

𝑁∑︁
𝑘=1

𝜒2
𝑘 + 𝑐 (C.17)

while for 𝐻1

− 2 ln𝑃 (𝜃|𝐷,𝐻1) =

𝑁∑︁
𝑘=1

(𝑛𝑘 + 2) ln
(︀
𝜒2
𝑘 + 2

)︀
+ 𝑐′. (C.18)
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Here, 𝑐 and 𝑐′ are constants with respect to 𝜃 and are therefore not involved in the

maximization of the likelihood function for parameter estimation. However, in order to

compare the Bayesian evidence for model 𝐻0 and 𝐻1, we need to take into consideration

some of the terms that are currently hidden in these constants. Note that model comparison

relies only on the ratio of the Bayesian evidences (the so-called “Bayes factors”), so any

multiplicative factors that are not functions of 𝜃 in the log-likelihoods that appear both in

𝐻0 and 𝐻1 can be ignored. In other words, if we write such multiplicative factors as 𝛽, the

Bayes factor 𝐵 can be written as

𝐵 =
𝒵(𝒟|ℋ′)

𝒵(𝒟|ℋ∞)
=

∫︀
𝛽𝑃 ′(𝜃|𝐷,𝐻0)𝑃 (𝜃|𝐻0)𝑑𝜃∫︀
𝛽𝑃 ′(𝜃|𝐷,𝐻1)𝑃 (𝜃|𝐻1)𝑑𝜃

=

∫︀
𝑃 ′(𝜃|𝐷,𝐻0)𝑃 (𝜃|𝐻0)𝑑𝜃∫︀
𝑃 ′(𝜃|𝐷,𝐻1)𝑃 (𝜃|𝐻1)𝑑𝜃

.

Hence, we need to compute likelihood functions for the models 𝐻0 and 𝐻1 such that the

same factors 𝛽 are present in both and can be cancelled, while all other normalization

factors must be taken into consideration for an appropriate evidence comparison. Writing

the log-likelihood for 𝐻0 as

ln𝑃 (𝐷|𝜃,𝐻0) =
𝑁∑︁
𝑘=1

[︂
− ln

(︁
𝜋𝑛𝑘/2|𝑉𝑘|1/2

)︁
− ln

(︁
2𝑛𝑘/2

)︁
− 1

2
𝜒2

]︂
(C.19)

we see that the first 2 terms are just constants in our case (here, 𝑛𝑘 is the number of data

points for diagnostic 𝑘). Let us define then

𝛽𝑘 = − ln
(︁
𝜋𝑛𝑘/2|𝑉𝑘|1/2

)︁
− ln

(︁
2𝑛𝑘/2

)︁
(C.20)

Assuming that all diagnostic measurements are independent, i.e. that the likelihoods of each

are multiplicative, we can cancel this term from the correspondent partially-marginalized

log-likelihood for 𝐻1. After some algebra, one obtains

ln𝑃 (𝐷|𝜃,𝐻1) =

𝑁∑︁
𝑘=1

[︂
ln Γ

(︁𝑛𝑘
2

+ 1
)︁
− (

𝑛𝑘
2

+ 1) ln

(︂
𝜒2
𝑘

2
+ 1

)︂]︂
. (C.21)

Note that this form has been written in a way to facilitate the computation of the Γ

function of a large number by taking its log. Programming languages often have routines to

approximate the value of the log of a 𝐺𝑎𝑚𝑚𝑎 function to avoid overflow. To conclude this

section, we remark that the log-evidence from an inference that maximizes this log-likelihood
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is comparable to one that maximizes the log-likelihood

ln𝑃 (𝜃|𝐷,𝐻0) = −1

2

𝑁∑︁
𝑘=1

𝜒2
𝑘 (C.22)

for model 𝐻0.

Effective weights

The maximization of the log-likelihood function for 𝐻1 in Eq. C.21 leads to optimal values

of 𝜃, which we denote by 𝜃. However, the process of parameter estimation does not provide

single values of 𝛼𝑘 for each diagnostic. Nonetheless, one can obtain effective weights by

differentiating the log-likelihood for 𝐻1 with respect to 𝛼𝑘 and setting the result to 0. This

gives

𝛼𝑒𝑓𝑓𝑘 (𝜃) =
𝑛𝑘
𝜒2
𝑘(𝜃)

. (C.23)

This expression is most interesting and meaningful when estimated at the end of an inference,

with 𝜃 = 𝜃. The final values are expected, in a statistical sense, to be close to 1, but they

may differ significantly depending on the problem at hand.

We note in concluding that there are multiple possible interpretations to what these

𝛼-weights mean in practice. Of course, they can be interpreted as giving more or less

importance to one diagnostic vs. the others, but from Eq. C.14 they can also be seen to be

factors that can increase or reduce experimental uncertainties. Therefore, by allowing for an

inference of 𝛼𝑒𝑓𝑓𝑘 , we are inferring modifications to the given uncertainties in the data. While

these interpretations are equally valid, understanding the mathematical formalism that led

to these results is likely the clearest way of understanding the meaning of this technique.

C.2 Generalization of Constrained Weights Prior

The analysis above deals with the simplest prior that obeys our rigorous mathematical

constraints, the latter taking the form of an exponential function. However, as mentioned

in Section C.1, one may want (or need) to constrain the width (variance) of the prior on 𝛼𝑘

around reasonable values, which are usually taken to be 1. The addition of this constrain to

the maximum entropy argument leads to a Gaussian prior, after extending the integration
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domain to nonphysical values of 𝛼𝑘 < 0. However, obtaining an analytical expression for the

partially-marginalized likelihood, as in the previous section, is challenging. Here we present

a simpler alternative that leads to further generalization.

Recall that the exponential distribution is a special instance of the Gamma distribution,

given by

𝑝(𝑥|𝑎, 𝑏) =
1

Γ(𝑎)𝑏𝑎
𝑥𝑎−1𝑒−𝑥/𝑏. (C.24)

In this notation, 𝑎 and 𝑏 are the shape and scale parameters of the distribution, respectively.

Note that for 𝑎 = 𝑏 = 1, one recovers the exponential prior of Eq. C.9. However, the range

of distributions that can be obtained with this form of prior enables one to impose more

physical constraints, avoiding the inclusion of zero or infinite values of 𝛼𝑘 in the prior, while

maintaining analytical feasibility.

Substituting the Gamma distribution above in Eq. C.12 instead of the exponential

distribution, gives

𝑃 (𝐷|𝜃,𝐻2) =
𝑁∏︁
𝑘=1

1

(2𝜋)𝑛𝑘/2|𝑉𝑘|1/2Γ(𝑎)𝑏𝑎

∫︁ ∞

0
𝛼
𝑛𝑘/2
𝑘 𝑒−

1
2
𝛼𝑘𝜒

2
𝑘 𝑒−𝛼/𝑏 𝑑𝛼 (C.25)

and after some algebra:

ln𝑃 (𝐷|𝜃,𝐻2) =

𝑁∑︁
𝑘=1

[︂
ln Γ

(︁𝑛𝑘
2

+ 𝑎
)︁
−
(︁𝑛𝑘

2
+ 𝑎
)︁

ln

(︂
𝜒2
𝑘

2
+ 1/𝑏

)︂
− ln Γ(𝑎)− 𝑎 ln 𝑏

]︂
.

(C.26)

Here, we denoted this new “model” by 𝐻2. Note that, as expected, this expression reduces

to Eq. C.21 in the 𝑎 = 𝑏 = 1 case, and we dropped the same factors of 𝛽𝑘 to enable effective

model comparison via numerical computation of the Bayesian evidence.

To choose a prior on 𝛼𝑘, it is desirable to maintain an expectation of 1, 𝐸[𝛼𝑘] = 1. This

property was indeed obeyed by the exponential prior used in previous sections. For the

Gamma distribution, we remark the following properties:

∙ The mean is 𝑎× 𝑏;

∙ For 𝑎 > 1, the mode is (𝑎− 1)× 𝑏;

∙ The variance is 𝑎× 𝑏2;

∙ The skewness is 2/
√
𝑎.
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Therefore, in order to keep the mean equal to 1, one can set 𝑎 = 1/𝑏. This reduces the

number of parameters of our Gamma prior to 1. From the exact expressions above, we see

that when 𝑎 = 1/𝑏 we have variance scaling as 1/𝑎 and skewness scaling as 2/
√
𝑎.

0.5 1.0 1.5
k

0.0

0.2

0.4
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p(
k)
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= 25
= 100

Figure C-1: Gamma priors over diagnostic weights for some values of the 𝜈 parameter. All
of these choices have a distribution mean of 1, indicated by the vertical dotted black line.
Quantiles of each distribution are shown in different colors: 25-75 (red), 10-90 (blue), 1-99
(green). 𝜈 ≡ 𝑎 = 1/𝑏 = 25 was used in the inferences described Ref. [155], from which this
figure is reproduced.

Fig. C-1 shows the resulting distribution for a number of choices of 𝜈 ≡ 𝑎 = 1/𝑏, where

the colors show the 1-99 quantile range (green), overlapped with the the 10-90 quantile range

(blue) and the 25-75 quantile range (red). We see that this resembles a skewed Gaussian

centered at 1; the standard deviation of is 0.1 and the skewness is 0.2. This choice of

distribution appears to be an appropriate choice for the prior of 𝛼𝑘. Note that the skewness

of the distribution is not a feature that is necessarily problematic, but is inevitably connected

with the use of Gamma priors.

Setting 𝑎 = 1/𝑏, one can rewrite Eq. C.26 in terms of 𝜈 as

ln𝑃 (𝐷|𝜃,𝐻3) =
𝑁∑︁
𝑘=1

[︂
ln Γ

(︁𝑛𝑘
2

+ 𝜈
)︁
−
(︁𝑛𝑘

2
+ 𝜈
)︁

ln

(︂
𝜒2
𝑘

2
+ 𝜈

)︂
− ln Γ(𝜈) + 𝜈 ln 𝜈

]︂
. (C.27)

which we denote as yet a new model 𝐻3, although this is really just a special case of model

𝐻2.

Finally, differentiating Eq. C.25 with respect to 𝛼 and setting the result to zero, one
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finds that the “effective” weight for each diagnostic can be estimated as

𝛼𝑒𝑓𝑓𝑘 =
(𝑛𝑘 + 2𝑎− 2)𝑏

𝑏𝜒2 + 2
(C.28)

in analogy with Eq. C.23 for the exponential prior case.

C.3 Summary

We obtained new forms of the log-likelihood for a Bayesian inverse problem. This was

derived by considering weight factors for different datasets/instruments, and assigning a

prior to all possible values of these factors, 𝛼𝑘. We were able to analytically integrate over

the full likelihood function for these new “models” and this led to different dependencies of

the likelihood function on the 𝜒2 for each diagnostic. We initially demonstrated this for an

exponential prior of expectation value of 1 (model 𝐻1) and later for a more general Gamma

distribution (model 𝐻2), describing a useful special case of practical interest (𝐻3). We also

showed that model comparison between the model 𝐻0 (which does not include diagnostic

weights) and 𝐻1, 𝐻2 and 𝐻3 (which marginalize over weights) is possible by carefully taking

normalization factors into consideration. This led to the substitution of Eq. C.21, C.26 or

C.27 to Eq. C.22, with no additional dimensions (free parameters) for our learning

process. Estimated optimal parameters have been shown to provide some intuition for the

weights that were effectively inferred for each diagnostic (from Eq. C.23).

This procedure reduces the arbitrary process of specifying weights for each diagnostic

solely based on physical knowledge of the diagnostics and separates the inference

development in two components: the estimation of experimental values and uncertainties to

the best possible degree for the experimentalist, and the statistical estimation of correction

factors to account for the possible mismatch of different diagnostic systems studying the same

phenomenon. These factors are learnt from the data following reasonable prior knowledge,

which may be confined, as in model 𝐻2 to a specific region of the 𝛼𝑘 parameter space.
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Appendix D

Application of Nested Sampling

As described in Chapter 5, nested sampling offers the means to quantify both the Bayesian

evidence and the posterior distribution, offering an excellent alternative to Markov Chain

Monte Carlo (MCMC) methods. MultiNest is an implementation of NS that fits ellipsoids

to the set of live points and samples from within their union. We refer the reader to the

Refs. [193, 192] for details of the numerical methods. In this appendix, we describe only key

features and choices of important parameters that we made for the present work.

One attractive feature of MultiNest is its speed and effectiveness in exploring parameter

spaces with up to approximately 30-50 dimensions. While other algorithms, such as

PolyChord [194], perform better at higher dimensionality, MultiNest is the ideal tool for

our transport inferences extending to a maximum of 30 free parameters. For standard (non-

dynamic) nested sampling, the larger the number of live points (𝑛𝑙𝑖𝑣𝑒) used, the lower the

chance of missing important parameter space. In our inferences, we vary the number of

live points based on the inference dimensionality (𝐷) in order to keep the evidence error

constant [194], using 𝑛𝑙𝑖𝑣𝑒 = 200 + 25×𝐷.

MultiNest defines a target efficiency, or “inverse enlargement factor”, 𝑓 , which expands

the ellipsoids’ hyper-volume (0 < 𝑓 ≤ 1) to avoid over-shrinking at any iteration, at the

cost of slower convergence. In our inferences, we conservatively set 0.1 when using vanilla

NS and 0.01 for INS. Increasing 𝑛𝑙𝑖𝑣𝑒 or decreasing 𝑓 has been observed not to affect our

results, while obviously incurring higher computational cost.

In its INS variant, MultiNest can reach significantly faster convergence, particularly in

its “constant-efficiency” mode. This makes INS a convenient choice for dimensionality scans,
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although MultiNest’s ability to isolate posterior modes is only available in vanilla NS. We

make use of the latter to identify which experimental measurements and priors are better

suited to exclude multi-modality from our impurity transport inferences. Such a data-driven

approach allows us to understand ambiguities of our data that may lead to unphysical local

minima in the 𝐷 and 𝑣 posterior distributions.
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Appendix E

Neutral dynamics in Alcator C-Mod

This appendix goes into greater detail on the analysis of D neutrals on Alcator C-Mod,

complementing the main results presented in Chapter 6. We expand here on the penetration of

neutrals in Alcator C-Mod plasmas, comparing expectations from pure ionization equilibrium

and from more detailed SOLPS-ITER simulations. We then complement the description of

C-Mod D Ly𝛼 signals given in Section 6.2, particularly for the three discharges that have

been compared to SOLPS-ITER. Finally, we present recent work on x-ray measurements of

the high-n Rydberg series of He-like Ar.

E.1 Penetration of Edge Neutrals

In this section, we compare the degree of atomic D neutral penetration that would be

expected purely from ionization equilibrium with the results of the high-fidelity SOLPS-

ITER code using the EIRENE Monte Carlo neutral model.

In Fig. E-1, the ratio of the FSA atomic D neutral density to electron density from

SOLPS-ITER (red) is compared with the fractional abundance of the neutral stage in a pure

plasma at ionization equilibrium (IE, blue). The IE results were computed with AURORA

using H effective ionization and recombination rates at local values of 𝑛𝑒 and 𝑇𝑒. SOLPS-

ITER results only extended from the edge as far as the vertical black dashed lines, inside

of which an exponential extrapolation was used all the way to the magnetic axis, setting

the IE values as a minimum level of 𝑛𝑛/𝑛𝑒. The difference between the red and blue lines

is due to the existence of multiple generations of CX reactions. When a cold D neutral

exchanges an electron with a D ion, the ion becomes neutral itself, but typically has higher
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Figure E-1: Fractional abundance of the neutral stage of D, 𝑛𝑛, over the local electron
density, 𝑛𝑒, in typical Alcator C-Mod (a) L-mode and (b) H-mode discharges.

energy. Each time a CX reaction occurs, neutrals are free to move across magnetic field

lines and the more energy they have, the faster they may penetrate before they get ionized,

undergo charge transfer again, or recombine. The blue lines representing IE are only the

result of a local calculation that does not consider such multi-generational CX reactions

in any way. In other words, the IE ratios correspond to zero-energy neutrals that cannot

charge exchange. Clearly, the comparison of Fig. E-1 shows that neutral penetration into the

edge can be very significant and the minimum 𝑛𝑛/𝑛𝑒 ratios at IE cannot be expected to be

representative of true fractional abundances of the neutral D stage in H-mode (right) except

in the edge. However, in the L-mode case (left) neutrals are seen to penetrate much further

into the plasma, due to the absence of a density pedestal. It should therefore come to no

surprise that DIII-D plasmas, typically having lower density by nearly 1 order of magnitude

with respect to C-Mod, exhibit larger neutral penetration and therefore a larger impact of

neutrals on plasma dynamics, as shown in Section 6.4.

E.2 Experimental Analysis of D Ly𝛼 Signals

In this section, we expand on the data analysis procedures used to process D Ly𝛼 data in

Chapter 6. As discussed in Section 6.2, the Ly𝛼 array of interest has 20 spatial chords at

the outer midplane. An Abel inversion is used to compute emissivities, 𝜀, from brightness

measurements. Photon emissivity coefficients (PECs) for the excitation- and recombination-

driven components of the D Ly𝛼 transition have been taken from ADAS [114] using Aurora.
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Neutral densities are then computed via

𝑛𝑛 =
𝜀

𝐸𝑖𝑗(𝑛𝑒𝒫𝑒𝑥𝑐𝐿𝑦𝛼
+ 𝑛𝑖𝒫𝑟𝑒𝑐𝐿𝑦𝛼

)
. (E.1)

Fig. E-2 shows the experimental data and workflow used to compute neutral densities and

D ion source rates from Ly𝛼 emissivities for the three discharges presented in Fig. 6-3, where

experimentally-inferred neutral densities were compared to SOLPS-ITER results. The left

column in Fig. E-2 shows the L-mode shot #1100308004 (𝑡 = 0.9−1.1 s), the middle column

the EDA H-mode shot #1100305023 (𝑡 = 0.85 − 1.3 s), and the right column the I-mode

shot #1080416025 (𝑡 = 0.8− 1.0 s). The top panels show Ly𝛼 emissivities, averaged within

the chosen (quasi-steady) time windows; the second panels from the top display electron

densities (left axis, blue) and temperatures (right axis, red); the third panels show the log-

10 of inferred atomic D neutral density; finally, the bottom panels give the corresponding D

ion source rate from neutral particles ionizations. Fitted data is displayed as shaded bands

whose color intensity is proportional to the Gaussian probability distribution function of

the measurement. This visualization is equivalent to plotting multiple standard deviations

near the Gaussian mean, but offers the benefit of clearly displaying what is the assigned

probability to any value away from the center of the fit. All 𝑛𝑒 and 𝑇𝑒 data are from

Thomson scattering, with all data points within the chosen time windows shown explicitly

in the second panels from the top. Points shown in the bottom two panels correspond to

processing of the Ly𝛼 emissivity using individual local Thomson scattering measurements,

which give both 𝑛𝑒 and 𝑇𝑒 values at each time and location.

Fig. E-2 shows detailed Thomson scattering coverage over the radial extend where we

make use of Ly𝛼 data, extending over the pedestal and near-SOL. While in the EDA H-mode

case there exist Thomson scattering data up to much further out, we have not made use of

deep-SOL results in this work. Future work will make use of selected discharges where Ly𝛼

and kinetic profile data are available also further out in radius, also relying on reciprocating

Langmuir probe data. While probe data were included in numerous shots that are part of

the Ly𝛼 database presented in Section 6.3, they were not available for the three discharges

shown in Fig. E-2.
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E.3 High-n CX X-Ray Measurements

While neutral particles have a strong effect on plasma dynamics and are therefore important

to tokamak operations, they also offer opportunities to test atomic theory and obtain

indirect measurements on plasma properties. In this section, we briefly describe recent

work, presented in detail in Ref. [272], on measurements of very high-𝑛 CX transitions in

the He-like Ar Rydberg series on C-Mod. These measurements, collected via several x-ray

imaging crystal spectrometers (including the XICS system described in Section 4.4) over

the years, can differentiate the emission from CX between H-like Ar and the excited neutral

states of hydrogen isotopes (hereafter, simply referred as “H” for simplicity). CX tends to

occur into shells with principal quantum numbers (𝑛) that scale linearly with the 𝑛 value of

D neutrals excited states. In Ref. [272], the following simple formula is derived

𝑛𝑓 = 𝑛*𝐻
√︀
𝑍3/(3𝑍 − 2) (E.2)

as an alternative to the widely adopted 𝑍3/4 scaling [115]. Based on this, one may estimate

that CX of ground state (𝑛*𝐻 = 1) H neutrals with Z=18 ions mostly populate the 𝑛 = 10−11

impurity states, the first excited states (𝑛*𝐻 = 2) populate 𝑛 = 18 − 20, and the second

excited state (𝑛*𝐻 = 3) populate 𝑛 = 27− 30. One may expect the population of 𝑛*𝐻 = 3 H

neutrals in a fusion plasma to be negligibly small, but in Ref. [272] we show experimental

observations proving that this is not the case. Such finding can be understood as a result

of the scaling of CX cross sections with the approximate size of the recombining ion, which

scales as 𝑛4𝑐𝑎20/𝑍2 ∼ 𝑍2𝑎20(𝑛
*
𝐻)4, where 𝑎0 is the Bohr radius. Due to this strong scaling (to

the fourth power of 𝑛*𝐻), the Rydberg series of He-like Ar (Ar16+) is in practice extended

all the way to 𝑛 = 27− 30, near the ionization limit.

Fig. E-3 compares spectra between 𝑛 = 11 and the ionization limit for plasmas with

high (solid red line) and low (dot-dashed green line) D neutral density, normalized to have

matching 𝑛 = 11 brightness. While neutral density is not directly measured, it is expected

that strongly differing electron density and temperature cause different degrees of neutral

penetration from the plasma edge. The low neutral density case in Fig. E-3 corresponds to

conditions of ⟨𝑛𝑒⟩ = 0.8 × 1020 m−3 and 𝑇𝑒(𝑟 = 0) = 3.2 keV, whereas the high neutral

density case has ⟨𝑛𝑒⟩ = 1.4 × 1020 m−3 and 𝑇𝑒(𝑟 = 0) = 1.2 keV. Vertical magenta bands

indicate the spectral regions where the brightness is expected to derive from CX populating
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𝑛 = 18 − 20 and 𝑛 = 26 − 31 states. We note that excitation processes are unlikely to

populate such high principal quantum numbers, hence the difference between red and green

lines can only be interpreted as the result of CX only.
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Figure E-3: Spectra between
𝑛 = 11 and the ionization limit
(dotted vertical line) for plasmas
with ⟨𝑛𝑒⟩ = 0.8 × 1020 m−3

and 𝑇𝑒(𝑟 = 0) = 3.2 keV
(solid red line) and for plasmas
with ⟨𝑛𝑒⟩ = 1.4 × 1020 m−3

and 𝑇𝑒(𝑟 = 0) = 1.2 keV
(dot-dash green line). Vertical
bands indicate the regions for
𝑛 = 18 − 20 (from 𝑛* = 2
excited neutrals) and 𝑛 = 26− 31
(from 𝑛* = 3 excited neutrals).
Reproduced from Ref. [272].

In the absence of CX, the oscillator strengths (linearly proportional to transitional

probabilities, or Einstein A coefficients) of H-like Rydberg series transitions are theoretically

expected to scale as 1/𝑛3 [112]. The same scaling has also been found for the Ar16+ Rydberg

series using the Flexible Atomic Code [116] (FAC). Experimental data presented in Ref. [272]

from spectrometer chords with tangency radii near the magnetic axis have found a scaling

closer to 1/𝑛3.25. In the edge region, where the neutral density is higher, the emissivity

of 𝑛 = 9 and 10 levels is significantly greater than suggested by this scaling, due to the

additional CX recombination process. The same is true for transitions near 𝑛 = 30, whereas

transitions with 𝑛 ≈ 20 often do not appear to have this “excess” brightness. Since population

of 𝑛 = 20 states is attributed to 𝑛*𝐻 = 2, this suggests that the radial distribution of

neutral deuterium may vary for different excited states. Calculation of excited state fractions

based on rates from the collisional-radiative model in the DEGAS-2 code [295] suggest that

fractional abundances of excited states of deuterium are approximately 0.004, 0.002 and

0.001 for 𝑛*𝐻 = 2, 3, and 4, respectively, with only a weak radial dependence across most of
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LSN USN
∇𝐵 drift up 𝑛𝑛 higher bottom 𝑛0 higher top

𝑛𝐼 higher bottom 𝑛𝐼 higher bottom
∇𝐵 drift down 𝑛𝑛 higher bottom 𝑛𝑛 higher top

𝑛𝐼 higher top 𝑛𝐼 higher top

Table E.1: Up/down neutral (𝑛𝑛) and impurity density (𝑛𝐼) asymmetries relative to X−
point location and ion B×∇B drift direction.

the plasmas radius. It appears challenging to explain the lack of 𝑛 = 20 brightness in the

x-ray measurements based on such radial profiles of D neutral excited states.

Focusing on a spectrometer chord with tangency radius near the magnetic axis,

brightness ratios for transitions above 𝑛 = 21 and 𝑛 = 7 have been found to increase

with electron temperature, decrease with electron density, and to be independent of ion

temperature. Observations have been limited to L- and I-mode discharges, since H-mode

cases present much lower neutral penetration (and therefore lower CX rates) due to the

presence of a density pedestal (see Fig. E-1).

In Ref. [272], x-ray measurements have also been shown to highlight a strong up/down

asymmetry in the emissivity of transitions induced by CX, suggesting a higher neutral

density near active x-points. By looking at USN and LSN discharges, with normal and

reversed toroidal field direction, it has been possible to exclude the possibility that the

observed up/down brightness asymmetries are solely attributable to asymmetries of Ar

density. These are known to be due to an unrelated parallel transport effect, leading to

an excess of impurity densities in the direction opposite to the ion ∇𝐵 drift [98, 107]. On

the other hand, the up/down asymmetry of emissivities induced by CX has been found to

relate to the proximity to an active X-point. This supports the mental picture described by

Table E.1.

While state-of-the-art atomic models such as in the Flexible Atomic Code (FAC) [116]

do not seem to be capable yet of handling CX into the very high-n states that were

experimentally observed in this work, we have examined whether neutral densities from

SOLPS-ITER could appropriately account for the up/down asymmetries of neutral D

density that are expected from spectroscopic data. Fig. E-4 shows the neutral (atomic) D

density over the poloidal cross section, obtained in an L-mode discharge where particle and

heat diffusivities were varied in SOLPS-ITER to match edge Thomson scattering data, as

295



previously described, following the procedure in Ref. [226]. Due to the large range of neutral

densities in this figure, any poloidal asymmetries do not appear with sufficient clarity in this

2D plot. Fig. E-5 displays 𝑛𝑛 profiles along the poloidal direction for various radial locations

inside of the LCFS. The left-most poloidal angle, 𝜃, in this figure corresponds to the X-point

location, whereas other vertical dashed lines show −90∘, 0∘, +90∘ and 180∘ for ease of

visualization. Neutral densities are found to vary significantly as a function of 𝜃, but do

not display an up/down asymmetry, nor a neutral density excess near the X-point. In fact,

neutral densities seem to be greatest at the midplane (𝜃 ≈ 0∘ and 𝜃 ≈ 180∘). It is yet unclear

whether this result is due to choices made in SOLPS-ITER modeling or a more fundamental

disagreement. Future research aiming at understanding the up/down asymmetry of neutral

density inferred from x-ray measurements should investigate the possible influence of gas

puffing, drifts and impurities on these modeling results.
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Figure E-4: Distribution
of atomic D neutrals
across the poloidal cross
section in the L-mode
shot that was compared
to Ar high-n Rydberg
series measurements.
Reproduced from
Ref. [272].
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Appendix F

Kinetic Neutral 1D Modeling

In this appendix we briefly describe the KN1D code, its potential use within Aurora and the

OMFIT module that has been created to facilitate KN1D modelling across devices. KN1D

was used in Section 8.3 to model atomic D neutral edge densities in a DIII-D discharge.

The inference of impurity transport coefficients in the DIII-D RMP ELM-suppressed

discharge 175674, discussed in Section 8.3, makes use of edge neutral density profiles from

the K inetic N eutral 1D (KN1D) code [200]. Originally developed by LaBombard at Alcator

C-Mod, KN1D offers a faster, albeit lower-fidelity, model than the 2D neutral Monte Carlo

codes like EIRENE, integrated within the SOLPS-ITER code. KN1D computes neutral

density distributions for both D2 and D as a function of radial distance from the wall, in

a 1D slab geometry, accounting for ionization, charge exchange (CX) and elastic scattering

on both ions and neutrals [159]. Inputs to the code include background profiles of electron

density, 𝑛𝑒, electron temperature, 𝑇𝑒, ion temperature, 𝑇𝑖, and a few geometric parameters

describing the location of the last closed flux surface (LCFS) and the tokamak limiter.

Impurities are not included, and therefore the D ion density is taken to be equal to 𝑛𝑒. An

input D2 pressure at the wall boundary is used to set the amplitude of neutral densities in

the simulation. On Alcator C-Mod, this quantity can be taken from the midplane pressure

measurement widely used in the Ly𝛼 database of Section 6.3, even though in practice this

must typically be tuned to match experimental Ly𝛼 brightness.

Fig. F-1 shows a comparison of two KN1D simulations for the DIII-D discharge 175674

for two values of the D2 wall pressure: 0.1 mTorr (blue) and 0.01 mTorr (green). The top

two panels show the input 𝑛𝑒 and 𝑇𝑒 profiles, with 𝑇𝑖 taken to be equal to 𝑇𝑒. The neutral
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(D) temperature, also shown in the second panel, is an output of KN1D. In the third panel,

the D atomic neutral density, 𝑛𝐷 is shown together with the D2 neutral and ion density.

The bottom panel finally shows the atomic ionization rate (source of D ions). Note that the

radial coordinate is in units of meters, taking the zero at the wall. The comparison of the

blue and green cases in this figure make it clear that neutral density profiles are effective

scaled linearly with the D2 wall pressure value given as an input. This justifies the use of

KN1D results in impurity transport inferences that take the absolute magnitude of atomic

D neutral density as a free parameter. Of course, constraining the absolute neutral density

is no easy task and, in the context of our analysis of discharge 175674, this free parameter

is mostly used to assess the degree of uncertainty that derives by our lack of knowledge for

this quantity.

KN1D has been coupled to Aurora for convenient inclusion of CX in impurity transport

forward modeling. An OMFIT KN1D module has also been developed to enable simple

creation of KN1D namelists and visualization of results for multiple devices. It is expected

that these capabilities will facilitate comparison of 1D kinetic modeling with the Lyman

Alpha Measurement Apparatus (LLAMA) diagnostic recently installed on DIII-D [240]. A

wide comparison of KN1D and SOLPS-ITER for both Alcator C-Mod and DIII-D is also in

progress to examine the applicability of KN1D on devices where main-chamber recycling is

not the dominant source of neutrals as on C-Mod.
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