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Abstract

An analysis of fully reconstructed 𝐵0
𝑠 and 𝐵+ mesons decay into 𝐽/𝜓 and strange

hadrons using Compact Muon Solenoid (CMS) Experiment 2017 pp dataset and 2018
PbPb data at the center of mass energy per nucleon

√
𝑠𝑁𝑁 = 5.02 TeV at the Large

Hadron Collider (LHC) is presented. We apply machine learning techniques along
with multivariate analysis to obtain significant B-meson signals and extend the kine-
matic regime of B-meson measurements with higher precision. In our analysis, 𝐵0

𝑠

signal of greater than 5 𝜎 significance is observed for the first time in heavy-ion col-
lisions. The measured 𝐵0

𝑠/𝐵+ ratios as functions of transverse momentum and event
centrality in PbPb collisions along with 𝑝𝑝 references are compared with theoretical
model predictions. These results will help elucidate the beauty quark hadronization
mechanisms in vacuum and quark-gluon plasma at the LHC energy. Significant B-
meson signals have also been observed at low very 𝑝𝑇 and high event multiplicity
in 𝑝𝑝 collisions, which will allow us to study beauty quark hadrochemistry in small
systems as well as energy loss mechanisms in the future.
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Chapter 1

Introduction

1.1 The Standard Model of Particle Physics

There are four known fundamental forces in nature: gravitational force, electromag-

netic force, strong force, and weak force. The gravitation force describes the interac-

tion between two massive objects. The electromagnetic force describes the interaction

between electrically charged objects. The strong force describes the interaction be-

tween nucleons. The weak force describes the radioactive decay of particles. The

Standard Model (SM) of Particle Physics, first proposed and named by physicist

Steven Weinberg in the 1960s [1], is based on theoretical frame of relativistic quan-

tum field theory with a gauge symmetry of 𝑆𝑈(3) × 𝑆𝑈(2) × 𝑈(1) [2]. It unifies

the electromagnetic and weak interactions and includes the strong interaction into a

theory and describes all particles participating in these interactions. The ingredients

of the standard model are leptons, quarks, gauge bosons, and the Higgs boson shown

in Figure 1-1.

There are 19 parameters in the Standard Model: 6 quark masses, 3 lepton masses,

3 coupling strengths, 4 angles in the Cabibbo-Kobayashi-Maskawa Matrix, Higgs

mass, vacuum expectation value, and QCD vacuum angle. These parameters are

determined from the experiments. Physicists perform calculations based on the Stan-

dard Model and predict the cross sections of different processes in high-energy physics

experiments. Since it is proposed in the 1970s, the Standard Model has been tested
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Figure 1-1: The 17 elementary particles, including 6 leptons, 6 quarks, 4 gauge bosons,
and the Higgs boson, and their basic properties, such as mass, electric charge, spin,
in the Standard Model of Particles Physics are shown above.

extensively in countless high-energy physics experiments. Its prediction holds for all

of them with very few exceptions. The Standard Model consists of two sectors: the

Electroweak theory (EW) and Quantum Chromodynamics (QCD). The Lagrangian of

the Standard Model can be written as the sum of EW and QCD: ℒ𝒮ℳ = ℒℰ𝒲 +ℒ𝒬𝒞𝒟

1.2 Quantum Chromodynamics

1.2.1 QCD Lagrangian

QCD, a non-abelian gauge theory with 𝑆𝑈(3) symmetry, is the theory for the strong

interaction between quarks and gluons. The QCD Lagrangian is shown as follows:

ℒ𝒬𝒞𝒟 = Ψ̄𝑖𝑖( /𝐷)𝑖𝑗Ψ
𝑗 −𝑚Ψ̄𝑖Ψ𝑖 −

1

16𝜋2
𝐺𝜇𝜈
𝑎 𝐺

𝑎
𝜇𝜈 (1.1)

Where

/𝐷 = 𝛾𝜇𝜕𝜇 − 𝑖𝑔𝑠
𝜆

2
𝛾𝜇𝐴𝜇 (1.2)

𝐺𝜇𝜈
𝑎 = 𝜕𝜇𝐴𝜈𝑎 − 𝜕𝜈𝐴

𝜇
𝑎 + 𝑔𝑠𝑓𝑎𝑏𝑐𝐴

𝜇
𝑏𝐴

𝜈
𝑐 (1.3)
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Here, 𝜆 are the Gell-Mann Matrices. 𝑓𝑎𝑏𝑐 is the structure of constant of 𝑆𝑈(3).

𝐴𝜇 is the eight gluon field. 𝑔𝑠 is the strong coupling constant. The color indices 𝑖

and 𝑗 run from 1 to 3, which stands for 3 colors: red, blue, and green. The gluon

field indices 𝑎, 𝑏, and 𝑐 run from 1 to 8, standing for the 8 gluon state (Gluon octet

as the combination of 3 colors and 3 anticolors: 3 × 3̄ = 1 ⊕ 8) living in the adjoint

representation of 𝑆𝑈(3) of color.

1.2.2 Asymptotic Freedom

The running of the strong coupling constant 𝛼𝑠 = 𝑔2𝑠
4𝜋

according to the 1-loop calcula-

tions in the renomalization theory [3] is shown as follows

𝛼𝑠(𝑄
2) =

12𝜋

(11𝑁𝑐 − 2𝑁𝑓 ) ln(
𝑄2

Λ2
𝑄𝐶𝐷

)
(1.4)

We can see that as the energy scale increases, the coupling strength of the strong

interaction decreases. This is in contrast to QED where the electromagnetic coupling

strength increases as the energy scale increases. In the ultra-violate limit 𝑄2 → ∞

and 𝛼𝑠 → 0, quarks and gluons behave like free particles. This feature in QCD is

called Asymptotic Freedom [5]. Meanwhile, in the infrared limit, the strong coupling

constant increases. Near the Λ𝑄𝐶𝐷 ≃100 MeV, the strong coupling is greater than

1, and the perturbative expansion of QCD breaks down. Experimentally, physicists

measure the strong coupling constant at different energy scales from different exper-

iments at different colliders. Figure 1-2 [4] shows the running of the strong coupling

constant in experiments and comparison with the theoretical calculations

An excellent agreement between theoretical predictions and experimental results

of the strong coupling constant is observed in Figure 1-2.

1.2.3 Perturbative QCD

So far, there is not any closed-form expression yet for the partition function 𝑍[𝐽(𝑥)]

of the Standard Model Lagrangian under the Quantum Field Theory framework.
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Figure 1-2: The running of the strong coupling constant 𝛼𝑠 in different experiments
at different energy scales 𝑄 and the comparison with QCD calculations are shown
above. Image from: [4]

𝑍[𝐽(𝑥)] =

∫︁
𝒟[𝜑(𝑥)]𝑒𝑖𝑆+

∫︀
𝑑4𝑥𝐽(𝑥)𝜑(𝑥) (1.5)

Therefore, physicists develop perturbation theory in Quantum Field Theory and

apply it to the Standard Model. Physicists perform asymptotic expansions to obtain

power series of the coupling constants and approximately calculate the expectation

values of the observables to predict experimental results.

Perturbation theory is applicable to QCD in high energy and hard scattering pro-

cesses since the coupling constant is much less than 1. Feynman rules and diagrams

are applied to calculate the matrix element and predict the cross section of hard

parton-parton scattering. Perturbative QCD (pQCD) calculations have been exten-

sively tested with various experiments such as electron-positron annihilations, deep

inelastic electron-proton scatterings, and high-energy proton-proton collisions.
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1.2.4 Non-perturbative QCD

For soft scattering processes at low energy, the strong coupling constant is greater

than 1. Perturbation theory of QCD breaks down. Many low-energy QCD processes

such as hadronization and hadron-hadron interactions are non-perturbative. Histori-

cally, physicists developed the lattice gauge theory where the spacetime is discretized

into lattices with finite sizes to evaluate the path integrals in the partition func-

tion 𝑍[𝐽(𝑥)]. Lattice QCD can be applied to calculate the mass of the proton [6].

Aside from lattice gauge theories, effective theories are also developed to study non-

perturbative QCD. For example, Chiral Perturbation Theory, where a low-energy

effective Lagrangian in the degree of freedom of hadrons is constructed by exploiting

the approximate chiral symmetry while preserving other symmetries such as parity

and charge conjugation, has achieved some success to study pion-nucleon scatter-

ing [7]. Non-perturbative QCD has achieved many successes in hadronic physics.

Currently, some novel developments applying non-perturbative QCD to understand

the nuclear structure and nucleon spin structure are being carried in the commu-

nity. For instance, Chiral Perturbation Theory has been applied to study light nuclei

structure such as 6
3𝐿𝑖 and 10

5 𝐵 [8] and Lattice is employed to investigate nucleon spin

structure [9].

1.2.5 QCD Factorization Theorem

The QCD factorization theorem states that in events with hadrons as incoming par-

ticle involving both hard and soft QCD processes, hard and soft processes are mathe-

matically factorized in the cross section computation shown schematically below [10]:

𝜎 = 𝑃𝐷𝐹 ⊗𝐷𝑖𝑎𝑔𝑟𝑎𝑚𝑠⊗ 𝐹𝐹 (1.6)

The hard processes are encoded in the factor of partonic cross sections while

the soft processes are measured in experiments. Physicists employ parton distribu-

tion function (PDF), defined as the probability of finding a particle with a certain

longitudinal momentum fraction 𝑥 at resolution scale of 𝜇2, to describe the initial
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Figure 1-3: The QCD factorization theorem applied to study charm hadron produc-
tion in a 𝑝𝑝 collision event involving soft and hard processes is shown schematically
above.

kinematic of partons inside hadrons [11] and fragmentation function (FF), defined as

the probability of a parton turning into a hadron 𝐷ℎ
𝑖 (𝑧) for a given energy fraction

of the parton 𝑧 at resolution scale of 𝜇2, to describe the hadronization process of

partons [12].

In addition to PDF, we could also define nuclear PDF (nPDF) for [13] to describe

the parton kinematics inside the nucleus. nPDF could be understood as the PDF

of nucleons modified by the nuclear environment. Both parton distribution function

and fragmentation function are extracted in experiments.

Physicists apply the QCD factorization theorem to perform pQCD calculations

and compare them with hadron spectra in electron-positron (𝑒+𝑒−), electron-proton

(𝑒𝑝), and proton-proton (𝑝𝑝) collisions.

1.2.6 Color Confinement

Another feature of QCD as a non-abelian gauge theory is color confinement. The

strong force carrier gluon itself is also color charged. Color charged partons, namely

quarks and gluons, are never detected in isolation. In experiments, only color-neutral

hadrons are detected. Currently, the analytic explanation of color confinement is still

not yet rigorously proven. The theoretical explanation of color confinement in QCD
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remains one of the unsolved problems in physics.

1.2.7 Hadronization

The formation process of hadrons from partons is called haronization. Because in ex-

periments we can only measure final state hadrons, in order to study the interactions

and dynamics of quarks and gluons during the partonic stage from hadron spectra,

we also need to understand hadronization mechanisms. However, hadronization is in

general non-perturbative and cannot yet be described by first principle QCD calcu-

lations. Therefore, physicists make phenomenological models such as the Statistical

Hadronization Model [14], Lund String Model [15], Cluster Hadronization Model [16],

Quark Coalescence Model [17] to study hadronization. Figure 1-4 schematically shows

the hadronization of heavy quarks via fragmentation [18] and recombination mecha-

nism [19].

Figure 1-4: The fragmentation process of charms quarks hadronize into 𝐷± (left) and
the coalescence process of a beauty quark combining with a strange quark nearby to
form a 𝐵0

𝑠 are shown above.

1.2.8 Initial State and Final Effect

In high-energy proton-nucleus (𝑝𝐴) collisions, protons scatter off nucleons inside nu-

clei. Assuming QCD factorization still holds, nPDF could be applied to calculate

the cross section of particle production. The initial state effects of nuclei including

event-by-event geometry fluctuations due to nuclear dynamics [20], nuclear shadow-

ing effect [21], EMC effect [22] will modify the PDFs of nucleons in nuclei compared
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to PDFs of nucleons in vacuum.

In the final state, the struck parton will lose energy from the interactions with

the nuclear fragments, which modifies the final state hadron spectra. Because the

parton-hadron interaction is generally non-perturbative, to retain the formula of QCD

factorization theorem, the parton FF is also modified [23]. These initial stage and

final stage effects in 𝑝𝐴 collision are called cold nuclear matter effects.

1.3 Hot QCD

1.3.1 QCD in Finite Temperature

In a system of dense and energetic quarks and gluons confined in a given size of vol-

ume, they scatter with each other and exchange momenta via the strong interaction.

Many-body dynamics between quarks and gluons becomes relevant. In the limit of a

large number of quarks and gluons, after a sufficiently long period of time, the system

eventually converges to a thermal equilibrium state via strong interaction [26–28] re-

gardless of its initial states. Therefore, a description based on thermodynamics can

be formulated to study many-body QCD systems [29]. We call the thermalized many-

body system of quarks and gluons to be QCD matter. Therefore, a thermodynamic

variable temperature (T) can be introduced to characterize these many-body QCD

systems. The study of many-body QCD in finite temperature is called hot QCD.

1.3.2 Temperature Dependence of QCD Static Potential

.

If we consider two color charged quarks in the limit of infinite mass and are

essentially at rest in the lab frame, we can define a QCD static potential between

these two quarks due to the strong interaction. In vacuum, such potential is called

“Cornell Potential” [30]. The potential as a function of the distance between two

quarks is shown as follows:
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𝑉 (𝑟) = −𝛼𝑒𝑓𝑓
𝑟

+ 𝜎𝑟 (1.7)

Here, 𝛼𝑒𝑓𝑓 is the effective strong coupling between the two quarks and 𝜎 ≃ 0.184

GeV/c is the string coupling constant [31].

Now if we consider a thermalized system in finite temperature 𝑇 , the potential

becomes:

𝑉 (𝑟) = −𝛼𝑒𝑓𝑓
𝑟
𝑒−𝑚𝐷𝑟 +

𝜎

𝑚𝐷

(1− 𝑒−𝑚𝐷𝑟) (1.8)

Here, 𝑚𝐷 ∼ 𝑔𝑠𝑇 is the Debye mass due to the Debye color screening effect [32],

which essentially modifies the gluon propagator by inserting a finite mass term:

−𝑖𝑔𝜇𝜈
𝑞2

→ −𝑖 𝑔𝜇𝜈

𝑞2−𝑚2
𝐷

. We have observed that as 𝑉 (∞) = 𝜎
𝑔𝑠𝑇

, which is finite for 𝑇 >0.

In fact, Equation (2) reduces to the Cornell potential when 𝑇 = 0. The QCD static

potential is shown below in Figure 1-5 [33]

Figure 1-5: The QCD potential 𝑉 (𝑟) from at zero and finite temperatures as a function
of distance 𝑟 is shown above. Here, the critical temperature 𝑇𝑐 = 192 MeV. We can
see that 𝑉 (𝑟) saturates at a finite value at finite temperature.

1.3.3 Color Deconfinement

As mentioned in the sections above, at finite temperature, the QCD static potential

is screened and the color degree of freedom becomes relevant in the system. As
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the temperature of the system increases, quarks and gluons confined in color-neutral

hadrons will have more available phase space and start to deconfine [34]. At some

critical temperature 𝑇𝑐, hadrons will melt and form a new state of color deconfined

QCD matter, which is called Quark-Gluon Plasma (QGP). A typical temperature of

QGP is in the order of a few hundred MeV or about 1012 K, which is about hundreds

of thousands times hotter than the core of the Sun. It is believed that QGP existed in

the early universe several microseconds after the Big Bang [35]. Cosmologically, the

research on QGP will help us envision the quark epoch and study the quark-hadron

phase transition to understand the early history of the universe [36].

1.3.4 QCD Phase Diagram

Our everyday matter such as metal, water, wood, glass, and plastic, which is formed

by electromagnetic interaction, could be described macroscopically by equations of

states that are parameterized by thermodynamic variables. Similarly, QCD matter

formed via the strong interaction between many quarks and gluons can also be de-

scribed by the equations of states parameterized by thermodynamical variables, for

instance, temperature (T) and baryon chemical potential (𝜇𝐵). Like our everyday

matter, which has gas, liquid, and solid phases at different pressure and temperature,

QCD matter also has different phases at different temperatures and baryon chemical

potentials. QCD matter can be characterized by QCD phase diagrams. Figure 1-7

shows the QCD phase diagram at different temperatures and baryon chemical poten-

tials:

Considering a system of free up and down quarks, antiquarks, and gluons in

temperature 𝑇 and baryon chemical potential 𝜇𝐵, according to the MIT Bag Model

[37], its equation of state is given by

𝜖(𝑇, 𝜇𝐵) =
37𝜋2

30
𝑇 4 +

𝜇2
𝐵

3
𝑇 2 +

𝜇4
𝐵

54𝜋2
− ℬ (1.9)

Here 𝑝 is the pressure and ℬ is the bag constant, which can be understood as the

pressure of the vacuum on the quarks and gluons pointing inward to make them form
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Figure 1-6: The theoretical QCD phase diagram of different QCD matter, including
hadron resonance gas, quark-gluon plasma, neutron star, and color superconductor,
as a function of temperature and baryon chemical potential, is shown above. The
solid line indicates the conjecture of first-order phase transition between quark-gluon
plasma and hadron gas while the dashed line is a smooth crossover. Thermodynami-
cally, a critical point must exist in the boundary of smooth crossover and first-order
phase transition.
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hadrons with finite volume.

In a system of interacting quarks and gluons at 𝜇𝐵 = 0, based on lattice QCD

calculations [38], the reduced energy density 𝜖/𝑇 4 as a function of the temperature 𝑇

is shown below

Figure 1-7: The reduced energy density 𝜖/𝑇 4 as a function of temperature 𝑇 for
different numbers of flavor scenarios from the lattice QCD calculations (data points)
and the interpolation curves are shown above.

A steep increase of the 𝜖/𝑇 4 near the critical temperature at around 𝑇𝑐 = 173

MeV is observed, which signals the transition from hadron gas to the QGP [39].

Experimentally, the critical point is estimated to be around 𝑇𝑐 = 175+1
−7 MeV near

𝜇𝐵 = (22± 4.5) MeV [40] .

1.4 High Energy Nuclear Physics

Nuclear Physics is the study of atomic nuclei and their constituents and interactions.

The typical energy scales of nuclear physics range from MeV to GeV. High Energy

Nuclear Physics is a subfield of Nuclear Physics at an energy scale of GeV. Its main

goal is to understand the physics of QCD matter from various approaches such as

collider experiments, astrophysical observations, physics simulations, and theoretical

modelings. In this thesis, I will focus on the research of QGP from the experimental

approach using high-energy heavy-ion colliders.
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1.4.1 Laboratories

In laboratories, high-energy nuclear physicists accelerate and collide heavy ions (A >

56) at the center of mass high energy per nucleon at greater than 1 GeV to create

extremely hot and dense conditions and study QGP. Relativistic heavy-ion collision

is also known as “The Little Bang” compared to “The Big Bang” in cosmology [41].

Historically, many colliders, such as the Alternating Gradient Synchrotron (AGS)

at Brookhaven National Laboratory (BNL), in Upton, Long Island, New York, Su-

per Proton Synchrotron (SPS) at European Center for Nuclear Research (CERN)

in Meyrin, Switzerland, and GSI at Helmholtz Centre for Heavy Ion Research with

both proton-proton and relativistic heavy-ion collision capabilities, have been built

and established high-energy nuclear physics research programs. Today, two active

colliders facilities, the Relativistic Heavy Ion Collider (RHIC) at BNL and the Large

Hadron Collider (LHC) at CERN, are running at a wide range of energies with various

nuclei species and different impact parameters. In the future, another collider, called

Facility for Antiproton and Ion Research (FAIR) running at relatively low energies,

is being constructed at Darmstadt, Germany to map the location of the critical point

in the QCD Phase Diagram.

In addition to collider facilities, the QGP might also be studied from astrophysical

observations. For instance, strange stars, a quark star made of strange quark matter,

may come from stable strangelets according to Bodmer–Witten conjecture [42] or

exist in the core of neutron stars under extreme pressure and temperature. It is be-

lieved that there are several potential strange stars candidates based on the telescope

observations and gamma-ray burst analyses [43–45].

1.4.2 Relativistic Heavy Ion Collider (RHIC)

Located at BNL in Upton, Long Island, New York, the United States of America,

RHIC is one of the major high-energy accelerator facilities and currently the highest

energy collider in America. It is a circular collider with a circumference of 3.843 kilo-

meters and can provide proton energy up to 500 GeV and gold ion energy up to 200
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GeV [46]. It was built in 2000 in order to search for a strongly interacting hot and

dense state of nuclear matter created under ultra-relativistic heavy-ion collisions, cur-

rently known as QGP, with hints from the measurements at AGS and SPS. Moreover,

RHIC provides physicists with a wide range of energies and a variety of ion species

from proton to deuteron and cooper to uranium to create systems of different sizes at

different temperatures and baryon densities. In addition, taking the advantage of its

highly polarized beam with high luminosity, RHIC also has great machine capabilities

for cold QCD physics. Figure 1-8 below shows a sky view of RHIC at BNL:

Figure 1-8: The view of RHIC at BNL from the sky is shown above. The actual
locations of other facilities at BNL, including Linac, Booster, EBIS, NSRL, AGS,
and the experiments at RHIC, such as STAR and PHENIX, are also labeled.

Here is how RHIC accelerates charged particle beams to the energy scale of GeV

per nucleon through multiple electron stripping and acceleration stages. For instance,

if we consider the acceleration of a typical ion source gold (19779 𝐴𝑢) ion [47], we first use

a cesium sputter ion source operated in the pulsed beam mode and point it to the gold

metal to produce the 𝐴𝑢− ion [48]. Then, the 𝐴𝑢− will undergo a series of electron

stripping processes to reach the 𝐴𝑢79+ ion [49]. First, 13 electrons are stripped by the

carbon foil in the Terminal Stripping (S1) after the acceleration of the tandem Van

der Graaf generator to turn 𝐴𝑢− into 𝐴𝑢12+. Then, the 𝐴𝑢12+ ion will go through

the Object Foil (S2) at the second stripping stage and becomes 𝐴𝑢31+. Next, the

𝐴𝑢31+ will go through the third stripping station BTA foil (S3) made of aluminum

and vitreous carbon between the Booster Synchrotron and AGS and becomes 𝐴𝑢77+.
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Finally, two more electrons of the gold ion 𝐴𝑢77+ are removed at the fourth stripping

station ATF foil (S4) made of thin tungsten, located in between the AGS and RHIC.

The fully stripped gold ions 𝐴𝑢79+ will then be injected into the blue and yellow rings

at RHIC. For polarized protons, 𝐻− pass a single stripping stage called located in

the Booster Synchrotron. The stripping station is called the Linac-to-Booster (LTB)

stripper made of carbon foils with special geometry and converts polarized 𝐻− to 𝐻+.

Figure 1-9 schematically shows the accelerating process of gold ions at RHIC [50]

Figure 1-9: The acceleration of gold ions for RHIC is shown above.

At RHIC, we will accelerate the 𝐴𝑢79+ ions in the superconducting Radio Fre-

quency (RF) cavity under perpendicular electric and magnetic fields until they reach

energies up to about 100 GeV/c per nucleon. Subsequently, we collider them via

bunch crossing at the interaction points of the experiments to perform relativistic

heavy-ion collisions and study high-energy nuclear physics. RHIC usually operates in

the first six months of a calendar year. At RHIC, the center of mass energy can also

decrease where the ion beams collide with ions at a lower energy in the laboratory

frame. The STAR experiment at RHIC has already finished the beam energy scan

and is currently taking data in the fixed target program.

1.4.3 Large Hadron Collider (LHC)

Located at the border between Switzerland and France, LHC is one of the major

high-energy accelerator facilities in Europe and currently the highest energy collider
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in the world. It is a circular collider with a circumference of 26.7 kilometers and can

provide proton energy up to 14.0 TeV and lead ion energy up to 5.02 TeV [51]. It was

built in 2008 with the main purpose to discover the Higgs Boson, perform precision

measurements on SM, and search for Physics beyond SM. Due to its high-energy ion

capabilities, high-energy nuclear physicists also use the existing general-purpose de-

tectors designed for high-energy particle experiments at the LHC to conduct research

on relativistic heavy-ion physics. LHC ion physics runs usually start at the end of

the year and lasts for about a month. The photo taken from the sky to picture LHC

is shown in Figure 1-10:

Figure 1-10: The sky view of LHC at CERN is shown above. The actual locations
of the experiments at the LHC: ATLAS, CMS, ALICE, and LHCb, as well as the
French-Swiss border, are also displayed.

CERN usually uses lead ions (20882 𝑃𝑏), which are stable and approximately spher-

ical. In the 2017 ion physics run, it also used xenon ions (13152 𝑋𝑒). Currently, there

are also discussions of potential future usage of lighter ions such as oxygen 32
16𝑂 to

study smaller systems [52]. Similar to RHIC, the lead ions at the LHC also undergo a

series of stripping processes using stripping foils in order to become partially ionized

𝑃𝑏81+ [53]. Also, the lead ions pass a series of energy boosting before reaching the

desired energies at the LHC. Lead ions start from a source of vaporized lead and enter

Linac 3 before being collected and accelerated in the Low Energy Ion Ring (LEIR) at

an energy from 4.2 MeV to 72 MeV. Then, the lead ions will be injected into Proton
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Synchrotron (PS) to boost their energies. Next, they are sent to the Super Proton

Synchrotron (SPS). Finally, the lead ions are injected into the LHC and increase their

energies to TeV scale in two LHC rings with the RF cavity [51]. Finally, the energetic

lead ion beams from two LHC rings will collide with a small crossing angle at the

interaction points of the LHC experiments. The CERN accelerator complex is shown

schematically in 1-11

Figure 1-11: The schematic overview of the CERN accelerator complex with the
accelerators labeled is shown above. Proton and lead ions are accelerated using these
facilities and boost their energies to the TeV scale.

After Run III, LHC will be upgraded to high-luminosity (HL) LHC and allows

physicists to collect huge datasets, which is crucial for precision measurements in the

heavy-ion physics program. Because the beam energy at the LHC is higher than

RHIC, the QGP created at the LHC has a higher temperature and a smaller baryon

chemical potential than the one created at RHIC.

1.4.4 High Energy Physics Coordinates

As mentioned in the previous section, the heavy-ion beams are in general highly

relativistic. Therefore, Lorentz transformation will be relevant in our studies. In

Cartesian coordinates 𝑥𝜇 = (𝑡, 𝑥, 𝑦, 𝑧), under Lorentz transformation, if we boost the

system by a speed 𝛽 in the +𝑧 direction. The Lorentz gamma factor will be given by
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𝛾 = 1√
1−𝛽2

. The four vector 𝑥𝜇 → 𝑥′𝜇 transforms as follows

⎡⎢⎢⎢⎢⎢⎢⎣
𝑡′

𝑥′

𝑦′

𝑧′

⎤⎥⎥⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎢⎢⎣
𝛾 0 0 −𝛾𝛽

0 1 0 0

0 0 1 0

−𝛾𝛽 0 0 𝛾

⎤⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎣
𝑡

𝑥

𝑦

𝑧

⎤⎥⎥⎥⎥⎥⎥⎦ (1.10)

The equation above is called the Lorentz Transformation. It is an orthogonal

transformation preserving the Minkowski metric tensor 𝑑𝑖𝑎𝑔(1,−1,−1,−1) using the

conventions in particle physics.

Nowadays, heavy-ion detectors usually have 2𝜋 angular coverages in the transverse

direction with some finite longitudinal acceptance along the beamline. They are

essentially cylindrically symmetric. Hence, it is convenient and sensible to choose

a cylindrical coordinate system and use Lorentz invariant kinematic variables. In

general, we define the beam direction to be the 𝑧-direction of the coordinate system.

Fort the standard cylindrical coordinates in the position space, the Lorentz four-vector

is (𝑡, 𝑥, 𝑦, 𝑧) → (𝑡, 𝑟, 𝜑, 𝑧).

The relativistic coordinate system for our analysis is shown below in Figure 1-12.

Figure 1-12: The cylindrical coordinate system in the position space (left) and the
space-time diagram (right) for relativistic heavy-ion physics analysis are shown above.
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Thus, in the momentum space, we can use 𝑝𝜇 = (𝐸, 𝑝𝑥, 𝑝𝑦, 𝑝𝑧) → (𝐸, 𝑝𝑇 , 𝜑, 𝑝𝑧)

𝑝𝑇 =
√︁
𝑝2𝑥 + 𝑝2𝑦 (1.11)

𝜑 = arctan(
𝑝𝑦
𝑝𝑥

) (1.12)

We also define rapidity 𝑦, a relativistic version of velocity that can be convenient

added to the boost:

𝑦 =
1

2
ln
𝐸 + 𝑝𝑧
𝐸 − 𝑝𝑧

(1.13)

Experimentally, we also use pseudo-rapidity 𝜂, which is more directly connected

to the detector measurements assuming ultra-relativistic limit kinematics (𝐸 → 𝑝).

The definition of pseudo-rapidity 𝜂 is shown as follows:

𝜂 = − ln tan(
𝜃

2
) (1.14)

Here 𝜃 is the angle labeled in the left of Figure 1-12. Particularly, 𝑦 = 0 and 𝜂 = 0

when 𝑝𝑧 = 0. In addition, boosting by a speed 𝛽 in the longitudinal 𝑧-direction, we

found that the rapidity simply shifts by a const number 𝑦′ = 𝑦 + tanh 𝛽. We should

note that the cylindrical coordinates (𝑝𝑇 ,𝜑, 𝑝𝑧) are perfectly orthogonal while (𝑝𝑇 , 𝜑,

𝑦) or (𝑝𝑇 , 𝜑, 𝜂) are not.

In general collider experiments, two particles are moving toward each other with

four-momenta 𝑝𝜇1 and 𝑝𝜇2 and interact with each other. It is also very convenient to

use the Mandelstam variables 𝑠, 𝑡, 𝑢 in our studies. They are defined as follows

𝑠 ≡ (𝑝1 + 𝑝2)
2 (1.15)

𝑡 ≡ (𝑝1 − 𝑝2)
2 (1.16)
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𝑢 ≡ (𝑝1 − 𝑝3)
2 (1.17)

In the center of mass frame, it follows 𝑝1 = −𝑝2 = 𝑝. Therefore, 𝑝𝜇1 = (𝐸, 𝑝)

and 𝑝𝜇2 = (𝐸,−𝑝). Hence, 𝑠 ≡ (𝑝1 + 𝑝2)
2 = 4𝐸2 = 𝐸2

𝐶𝑀 . Hence, the center of mass

energy of the collision system could be represented by the Mandelstam variable
√
𝑠:

𝐸𝐶𝑀 =
√
𝑠.

1.4.5 Stages of Heavy-Ion Collisions

In high-energy heavy-ion collisions, both Electroweak and QCD processes occur in

each event and contribute to the total cross section. We classify the events with

elastic and inelastic reaction processes. For elastic processes, two nuclei scatter mainly

electromagnetically with each via photon exchange without breaking themselves up

or losing energy. For inelastic scattering, we classify diffractive and non-diffractive

disassociation processes. In diffractive dissociation processes, the two nuclei may

be slightly excited and lose relatively small fractions of their energies, and produce a

relatively small number of particles. On the other hand, in non-diffractive dissociation

processes, the nuclei lose substantial fractions of their energies and produce a large

number of particles [54].

Therefore, in events with significant contribution from non-diffractive dissociation,

the interaction between two nuclei has multiple stages including both perturbative

and non-pertubative QCD processes. We can define the stages of heavy collisions

and study the details of each stage. There are five stages: the initial state of two

highly Lorentz contracted nuclei before the collisions, the very early pre-equilibrium

stage when hard scatterings between partons inside nuclei begin, the rapid expansion

of the fireball when the thermally and chemically equilibrated QGP is created, the

hadronization stage after QGP expands and cools down, and the freeze-out stage

when the inelastic scattering processes cease.

Theoretically, many phenomenological models such as Ultra-Relativistic Quantum

Molecular Dynamics (UrQMD) and A Multi-Phase Transport Model (AMPT) are

60



Figure 1-13: A typical heavy-ion collision event with different stages as time evolves
is shown above.

Figure 1-14: The space-time evolution diagram of heavy-ion collisions is shown above.
It consists of five stages: initial state before the collisions, early stage of hard scatter-
ing processes, the hydrodynamic expansion of QGP, hadronization after QGP expands
and cools down, and the freeze-out stage, first chemical freezeout when the particle
species no longer change, and finally kinetic freezeout when the elastic scattering
processes ceas.
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developed to describe relativistic heavy-ion collisions.

1.4.6 Global Event Observables

Globally, we can define some physical quantities in heavy-ion collisions to generally

characterize each event. Heavy-ion physicists define the impact parameter, central-

ity, number of participants, number of binary nucleon-nucleon collisions, and event

multiplicity. We will discuss all of them below.

Impact Parameter: Prior to heavy-ion collisions, similar to other collider ex-

periments, each event is prepared with the same unpolarized incoming particles with

the same center of mass energy. Therefore, the incoming state |𝑖⟩ is used for each

event. However, different from 𝑒+𝑒− and 𝑝𝑝 collisions, in heavy-ion physics, we in-

troduce another parameter called the impact parameter denoted 𝑏 to the transverse

distance between center of two nuclei to classify the events. Therefore, the incoming

state can be rewritten as |𝑖(𝑏)⟩. Figure 1-15 graphically shows the definition of impact

parameter in heavy-ion collisions [55].

Figure 1-15: The definitions of impact parameter 𝑏 in heavy-ion collisions, the over-
lapping interaction region, and the break-up remnants of the two nuclei, called specta-
tors, moving along the 𝑧-direction are shown above. An almond shape of the nuclear
interaction region, which results in the azimuthally anisotropic emission of final state
particles, is seen in heavy-ion collisions.
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Number of Participants: Right at the end of heavy-ion collisions after two

nuclei pass through each other, we can define the number of participants denoted

as 𝑁𝑝𝑎𝑟𝑡. The number of participants is essentially equivalent to the number of par-

ticipating nucleons. The smaller the impact parameter, the more overlap volume

between two nuclei, leading to a larger number of participating nucleons in the colli-

sion. The nuclear interaction system size is determined by the number of participants.

However, because of the event-by-event nuclei geometry fluctuations caused by the

motion of nucleons inside nuclei [20], it is more proper to say that the average number

of participants ⟨𝑁𝑝𝑎𝑟𝑡⟩ is related to the impact parameter.

Number of Binary Nucleon-Nucleon Collisions: In addition to𝑁𝑝𝑎𝑟𝑡, we can

also define another quantity that characterizes the detailed interactions in the events

at rather hard scales. The number of binary nucleon-nucleon collisions, denoted as

𝑁𝑐𝑜𝑙𝑙, is also related to the impact parameter. In higher energy nuclei collisions,

nucleons inside nuclei become the relevant degrees of freedom to describe the cross

section. We could treat the collisions of two nuclei as the superposition of the colli-

sions between nucleons inside the nuclei. Since binary nucleon-nucleon collision has a

rather small cross section, it dominates the total nucleon-nucleon cross section accord-

ing to the binomial principle. Higher-order effects, such as ternary nucleon-nucleon

collisions, are negligible. the Glauber Model [56] has been developed to study the

relationship between 𝑏, 𝑁𝑝𝑎𝑟𝑡, and 𝑁𝑐𝑜𝑙𝑙 in nuclei collisions and will be discussed in

the following subsection.

Centrality: Experimentally, it is difficult to directly measure the impact param-

eter of each collision. Therefore, we define another physical quantity called centrality

to characterize the impact parameter. The centrality (𝐶) is defined as the fraction of

the total nuclear interaction cross section: 𝐶 =
∫︀ 𝑏
0
𝑑𝜎
𝑑𝑥
𝑑𝑥 . Centrality is expressed in

terms of percentage [57]. It is related to the quantity: 𝜋𝑏2

4𝜋𝑅2
𝐴

where 𝑅𝐴 is the radius

of nuclei defined above in Figure 1-15. When the impact parameter between two

nuclei is 0, the centrality is at 0%. When the impact parameter between two nuclei

is 2𝑅𝐴, the centrality is 100%. There is also a relationship between the centrality

and the average number of participants. Heavy-ion experimental measurements are
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in general presented in terms of centrality or the average number of participants.

Experimentally, we look at the number of tracks and cluster energies of calorimeters

at the forward direction, for instance, the forward hardonic calorimeters, to estimate

the centrality [58–60].

Virtuality: Similar to deep inelastic scattering, we can also define the virtuality

𝑄2, which is the momentum transfer between the two particles in nucleon-nucleon

collisions. To generate nucleon-nucleon collision events in Monte Carlo (MC) simula-

tions, we use 𝑝𝑇 , defined as the transverse momentum of the hard subprocess, which

is a quantity related to 𝑄2. One of these MC simulations is called PYTHIA. It is

developed by the high-energy theory group of Lund University.

Event Multiplicity: We can also define the event multiplicity by counting the

number of final state charged particles to quantify the event activity. Event multiplic-

ity could be denoted as𝑁𝑡𝑟𝑘, the number of tracks in the event, which is approximately

proportional to the number of charged particles denoted as 𝑁𝑐ℎ. Figure 1-16 shows

the correlation between the number of participants, its corresponding cross section,

and the impact parameter in heavy-ion collisions, defining the centrality classes [56].

The initial global parameters such as the collisions energy, impact parameter, col-

lision nuclei species, and polarization can be treated as knobs for high-energy nuclear

physicists to play with in order to study relativistic heavy-ion collisions and create

strongly interacting systems with different sizes, chemical potentials, and tempera-

tures in the QCD phase diagram. Figure 1-17 shows an event display of thousands

of tracks from a central Au + Au collision event at 200 GeV recorded by the Time

Projection Chamber (TPC) of the STAR experiment at RHIC.

1.4.7 Glauber Model

The Glauber Model, named after physicist Roy Glauber [62], was originally devel-

oped to address high energy scattering problems with composite particles in the op-

tical limit where optical theorem is applicable [63, 64]. It is a model describing two

composite objects collider inelastically with each other and decompose the total cross

section to the cross section of collision between two point objects. the Glauber Model
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Figure 1-16: The plot showing a relationship among the number of charged particles,
𝑁𝑐ℎ, related to the number of participants 𝑁𝑝𝑎𝑟𝑡, the differential cross section 𝑑𝜎

𝑑𝑁𝑐ℎ
,

and the centrality, according to the Glauber Model calculations, is shown above.

Figure 1-17: Two gold ions collide head-on in the STAR detector. The event with
reconstructed tracks of final state particles is displayed by STAR TPC shown above.
Image from [61]
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can be applied to study nucleon-nucleus (N-A) and nucleus-nucleus (A-B) collisions

with nucleon-nucleon (N-N) collisions and determine the relationship between the

global observables mentioned in the previous subsection.

If we consider a spherically symmetric nucleus, the nuclear charge density 𝜌(𝑟)

can be described by the Fermi distribution with three parameters below

𝜌(𝑟) = 𝜌0
1 + 𝑤(𝑟/𝑅)2

1 + exp( 𝑟−𝑅
𝑎

)
(1.18)

The equation above is called the Wood-Saxon density formula. According to the

Glauber Model [62], the N-N inelastic cross section is denoted as 𝜎𝑁𝑁𝑖𝑛 and the effective

thickness function of a nucleon is defined as a function of impact parameter in the

transverse direction: 𝑇 (⃗𝑏). It is defined as follows

𝑇 (⃗𝑏) =

∫︁
𝜌(⃗𝑏, 𝑧)𝑑𝑧 (1.19)

It is normalized to unity:
∫︀ 𝑅𝐴

0
𝑇 (⃗𝑏)𝑑2𝑏 = 1. 𝑇 (⃗𝑏) essentially depends on the

density of the nucleus 𝑟(𝑏). Therefore, the probability that a nucleon collides with

a nucleon inside the nucleus is given by 𝜎𝑁𝑁𝑖𝑛 𝑇 (⃗𝑏). Therefore, the probability of 𝑛

nucleon collisions is given by

𝑃𝑛 =

(︂
𝐴

𝑛

)︂
𝜎𝑁𝑁𝑖𝑛 𝑇 (⃗𝑏)𝑛[1− 𝜎𝑖𝑛𝑇 (⃗𝑏)]

𝐴−𝑛 (1.20)

Hence, if we consider a constant fraction of 𝜇 (0 ≤ 𝜇 ≤ 1) of particle produced

after each collision, we can calculate the average event multiplicity ⟨𝑁(𝜇)⟩:

⟨𝑁(𝜇)⟩ = Σ𝑛𝑃𝑛Σ
𝑛−1
0 𝜇𝑚 = Σ𝑛−1𝑃𝑛

1− 𝜇𝑛

1− 𝜇
=

1

1− 𝜇
{1− [1− (1−𝜇)𝜎𝑖𝑛𝑇 (⃗𝑏)]

𝐴} (1.21)

It turns out that we have the following relationship between 𝑁𝑝𝑎𝑟𝑡 and 𝑁𝑐𝑜𝑙𝑙 with

⟨𝑁(𝜇)⟩ [62]

𝑁𝑝𝑎𝑟𝑡 = ⟨𝑁(𝜇 = 0)⟩ (1.22)
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𝑁𝑐𝑜𝑙𝑙 =
1

2
⟨𝑁(𝜇 = 1)⟩ = 𝐴𝑇 (⃗𝑏)𝜎𝑁𝑁𝑖𝑛 (1.23)

In a more generalized case: A-B collisions, Figure 1-18 shows side view and beam-

line view of heavy-ion collision of projectile B on target A

Figure 1-18: The A-B collision with the definition of the impact parameter vector
�⃗� and the distance of nucleon to the center of projectile B �⃗� is shown above. The
distance from the nucleon in B to the center of the target A is �⃗�− �⃗� according to the
vector subtraction rule. Here we assume both nuclei A and B are perfect spheres.

Using similar ideas [56], we could first calculate the effective thickness function

𝑇𝐴𝐵 as follows:

𝑇𝐴𝐵 (⃗𝑏) =

∫︁
𝑇𝐴(�⃗�)𝑇𝐵 (⃗𝑏− �⃗�)𝑑2𝑠 (1.24)

Now replacing 𝑇 (⃗𝑏) in N-A by 𝑇𝐴𝐵 (⃗𝑏) in A-B, we can obtain

⟨𝑁(𝜇)⟩ = 𝐴

1− 𝜇

∫︁ 𝑏

0

𝑇𝐴(�⃗�){1− [1− (1− 𝜇)𝑇𝐵 (⃗𝑏− �⃗�)𝜎𝑁𝑁𝑖𝑛 ]}𝐴𝑑2𝑠

+
𝐵

1− 𝜇

∫︁ 𝑏

0

𝑇𝐵(�⃗�){1− [1− (1− 𝜇)𝑇𝐴(⃗𝑏− �⃗�)𝜎𝑁𝑁𝑖𝑛 ]}𝐵𝑑2𝑠
(1.25)

To obtain 𝑁𝑝𝑎𝑟𝑡, evaluating at 𝜇 = 0, we get
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𝑁𝑝𝑎𝑟𝑡 = 𝐴

∫︁ 𝑏

0

𝑇𝐴(�⃗�){1−[1−𝑇𝐵 (⃗𝑏−�⃗�)𝜎𝑁𝑁𝑖𝑛 ]𝐴}𝑑2𝑠+𝐵
∫︁ 𝑏

0

𝑇𝐵(�⃗�){1−[1−𝑇𝐴(⃗𝑏−�⃗�)𝜎𝑁𝑁𝑖𝑛 ]𝐵}𝑑2𝑠

(1.26)

To obtain 𝑁𝑐𝑜𝑙𝑙, evaluating at 𝜇 = 1, we get

𝑁𝑐𝑜𝑙𝑙 = 𝐴𝐵𝑇𝐴𝐵 (⃗𝑏)𝜎
𝑁𝑁
𝑖𝑛 (1.27)

In a very special case, assume the nuclei are simply perfectly rigid spheres with

the same radii and collide with zero impact parameter 𝑏 = 0. That is 𝑇𝐴𝜎𝑁𝑁𝑖𝑛 =

𝑇𝐵𝜎
𝑁𝑁
𝑖𝑛 = 𝑇𝐴𝐵𝜎

𝑁𝑁
𝑖𝑛 = 1, we get

𝑁𝑝𝑎𝑟𝑡 = 𝐴+𝐵 (1.28)

𝑁𝑐𝑜𝑙𝑙 = 𝐴𝐵 (1.29)

The results above of 𝑁𝑝𝑎𝑟𝑡 and 𝑁𝑐𝑜𝑙𝑙 agree to our expectations.

The comparison of 𝑁𝑝𝑎𝑟𝑡 and 𝑁𝑐𝑜𝑙𝑙 as a function of impact parameter 𝑏 between

the Glauber Model calculations and simulations is shown in Figure 1-19 from the [56]

Therefore, we can apply the Glauber Model to determine𝑁𝑝𝑎𝑟𝑡 and𝑁𝑐𝑜𝑙𝑙 for a given

centrality range of AA collision (𝑇𝐴𝐵 → 𝑇𝐴𝐴), which will be used in our analysis to

obtain the corrected yield. It has been reported that the productions of light hadrons,

such as pions and kaons, are scaled as 𝑁𝑝𝑎𝑟𝑡 [65] while Electroweak bosons, such as

W and Z bosons, are scaled as 𝑁𝑐𝑜𝑙𝑙 [66].

1.5 Characterization of Quark-Gluon Plasma

Equipped with the knowledge and collider technologies of heavy-ion collisions, we

are ready to apply them to conduct scientific research on QGP in laboratories. The

following subsections will describe the characterization of QGP from its predicted

signatures to open questions today, which leads to my thesis research.
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Figure 1-19: The 𝑁𝑝𝑎𝑟𝑡 and 𝑁𝑐𝑜𝑙𝑙 as a function impact parameter calculated from the
Glauber Model with optical approximation (lines) and from MC simulations (circles)
are shown above. We can see they have an almost perfect agreement with each other.

1.5.1 Signatures

QGP has been hypothesized long before its discovery as a color deconfined phase of

quark matter named “quark gluon plasma” [67] and will demonstrate some specific

benchmarks in experiments to provide evidence of its creation [68]. Here, four classic

signatures of QGP will be discussed: 𝐽/𝜓 and ϒ suppressions, jet quenching, elliptic

flow, strangeness enhancement.

1.5.2 𝐽/𝜓 and ϒ suppression

𝐽/𝜓 meson, as a type of heavy quarkonium, is a bound state of a charm quark and

an anti-charm quark (𝑐𝑐). It has a mass greater than the Λ𝑄𝐶𝐷. Therefore, we

could approximately treat the interaction between charm and the anti-charm quark

with a Cornell potential 𝑉 (𝑟) in the non-relativistic quantum mechanical hamiltonian

system [69]:

�̂� = 𝑇 + 𝑉 (1.30)
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�̂� |𝜓⟩ = 𝑖
𝜕

𝜕𝑡
|𝜓⟩ (1.31)

and solve the Schrödinger equation to describe the 𝐽/𝜓 mesons in vacuum. As

we have seen in Section 1.3.2, with the presence of the QGP medium, at a finite

temperature 𝑇 , the potential is modified due to the color screening effect [70]. The

distance between two charm quarks 𝑉 (𝑟) → 𝜎
𝑚𝐷

, which does not diverge, as 𝑟 → ∞.

Therefore, the 𝑐𝑐 system could be unbounded if they have sufficiently high energy.

In the field theory picture, this could be understood as the color string breaking

between charm and anti-charm quark [71], also known as quarkonia melting [72].

Hence, with the influence of QGP at 𝑇 > 0, the production cross section of 𝐽/𝜓

will decrease compared to the vacuum at 𝑇 = 0. Experimentally, we define an

observable to quantify the modification of particle production cross section in 𝐴𝐴

collision compared to the reference 𝑝𝑝 collisions normalized by the number of binary

nucleon-nucleon collisions 𝑁𝑐𝑜𝑙𝑙, which is explained in the previous subsection. This

observable is called nuclear modification factor, denoted as 𝑅𝐴𝐴. Mathematically,

𝑅𝐴𝐴 is defined as follows:

𝑅𝐴𝐴 =
1

𝑁𝑐𝑜𝑙𝑙

𝑑2𝑁𝐴𝐴

𝑑𝑝𝑇 𝑑𝑦

𝑑2𝑁𝑝𝑝

𝑑𝑝𝑇 𝑑𝑦

=
1

𝑇𝐴𝐴

𝑑2𝑁𝐴𝐴

𝑑𝑝𝑇 𝑑𝑦

𝑑2𝜎𝑝𝑝
𝑑𝑝𝑇 𝑑𝑦

(1.32)

Therefore, 𝑅𝐴𝐴 < 1 means suppression. 𝑅𝐴𝐴 = 1 means no modification. 𝑅𝐴𝐴 > 1

means enhancement. Hence, in experiments, we expect to observe the 𝑅𝐴𝐴 < 1 due

to the suppression of 𝐽/𝜓 production with the presence of the QGP medium. Figure

1-20 shows the measurements of fully reconstructed 𝐽/𝜓 at RHIC and LHC [73]

In fact, we could see that 𝑅𝐴𝐴 < 1 for every data point, which indicates a clear

suppression of 𝐽/𝜓 production from experiments at both RHIC and the LHC. How-

ever, we should note that the larger 𝐽/𝜓 𝑅𝐴𝐴 observed at the LHC compared to

RHIC could be explained by the regeneration mechanism [74].

Similarly, we expect to see this in ϒ, which is made of 𝑏�̄�. Indeed, they expect

to have a sequential suppression since three ϒ states: ϒ(1𝑆), ϒ(2𝑆), and ϒ(3𝑆),

could be observed in experiments. Because the total energy of the 𝑏�̄� system or
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Figure 1-20: The nuclear modifications factor 𝑅𝐴𝐴 of fully reconstructed 𝐽/𝜓 as a
function of 𝑝𝑇 (left) and 𝑁𝑝𝑎𝑟𝑡 (right) measured by the STAR experiment (red data
points) at RHIC and the CMS (blue diamond data points) and ALICE (blue circle
data points) experiments at the LHC are shown above. We can see that the 𝐽/𝜓 𝑅𝐴𝐴

is below 1 for both 𝑝𝑇 and 𝑁𝑝𝑎𝑟𝑡. There is no significant 𝑝𝑇 dependence of 𝐽/𝜓 𝑅𝐴𝐴.
The 𝐽/𝜓 𝑅𝐴𝐴 decreases as 𝑁𝑝𝑎𝑟𝑡 increases, consistent with the increasing creation
probability of QGP with larger 𝑁𝑝𝑎𝑟𝑡.

equivalently the rest mass: 𝑚ϒ(3𝑆) > 𝑚ϒ(2𝑆) > 𝑚ϒ(3𝑆), a sequential suppression:

𝑅
ϒ(1𝑆)
𝐴𝐴 > 𝑅

ϒ(2𝑆)
𝐴𝐴 > 𝑅

ϒ(3𝑆)
𝐴𝐴 should be observed if QGP is created. Figure 1-21 shows

the measurements of fully reconstructed ϒ states at RHIC and LHC [75,76]

1.5.3 Jet Quenching

Experimentally, due to color confinement, it is impossible to directly detect and track

the energetic partons. Therefore, physicists define a jet as a spray of collimated

hadrons within a narrow cone initiated from color charged partons. In nuclear and

particle physics, jets are used to study the dynamics of partons before hadronization

[77] and understand the properties of QGP. A schematic view of a di-jet production

from di-quark event in electron-positron collider 𝑒+𝑒− → 𝑞𝑞 is shown below in Figure

1-22

Since we know that QGP is a color deconfined state of matter, an energetic par-

ton carrying color charge traveling through the QGP medium is expected to lose a

substantial amount of its energy to the medium. This is similar to the effect that

an electron beam losing energy in the electron-ion plasma via electromagnetic inter-
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Figure 1-21: The nuclear modifications factor 𝑅𝐴𝐴 of fully reconstructed ϒ as a func-
tion of 𝑁𝑝𝑎𝑟𝑡 measured by the STAR experiment (left) at RHIC and CMS experiment
(right) at the LHC are shown above. We can see that the 𝑅𝐴𝐴 of the three ϒ states
are below 1 when 𝑁𝑝𝑎𝑟𝑡 > 3. The ϒ 𝑅𝐴𝐴 decreases as 𝑁𝑝𝑎𝑟𝑡 increases, consistent with
the increasing creation probability of QGP with larger 𝑁𝑝𝑎𝑟𝑡. In addition, a sequential
suppression of ϒ 𝑅𝐴𝐴 is observed by the CMS experiment: 𝑅ϒ(1𝑆)

𝐴𝐴 > 𝑅
ϒ(2𝑆)
𝐴𝐴 > 𝑅

ϒ(3𝑆)
𝐴𝐴 ,

which agrees with the expectation of QGP color screening effect.

Figure 1-22: The schematic display of a di-jet event from the ALEPH (a particle
detector at the Large Electron-Positron collider) Experiment at the Large Electron-
Positron Collider (LEP) is shown above. We can see two sprays of back-to-back
particles within a narrow cone, representing a di-jet event.
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action [78]. We call this effect as jet quenching. Figure 1-23 shows jet quenching in

QGP in AA collisions compared to 𝑝𝑝 collisions

Figure 1-23: The schematic picture explaining jet quenching is shown above. Hard
scatterings in 𝑝𝑝 collisions produce back-to-back "jets" of particles, but in Au + Au
collisions, the presence of QGP modifies the jets’ properties.

Experimentally, compared to 𝑝𝑝 collisions where the QGP is not expected to be

created, the jet spectra are modified by the QGP medium in AA collisions. The

angular distributions would be broadened due to interaction between the jet and

the medium. The 𝑝𝑇 spectra will be shifted to the left due to energy loss. This

can be quantified by the jet nuclear modification factor 𝑅𝐴𝐴 similar to the 𝑅𝐴𝐴 for

quarkonium suppression mentioned previously. Figure 1-24 shows the measurements

of hadron angular correlation with the STAR experiment at RHIC and jet 𝑅𝐴𝐴 as a

function of 𝑝𝑇 with the ALICE experiments at LHC [79,80]:

The jet 𝑅𝐴𝐴 are all below 1 at RHIC and LHC [80,81], which suggests jet quench-

ing in AA collisions, supporting the existence of QGP.

1.5.4 Elliptic Flow

The reaction region in heavy-ion collisions, where the two nuclei overlap with each

other, is an almond shape, which is azimuthally asymmetric. If the color deconfined

matter QGP is created, particles emitted from the almond shape fireballs are expected

to be azimuthally anisotropic due to differences of the pressure gradients and their

path length through QGP in the 𝑥 and 𝑦 directions. Experimentally, physicists Dr.
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Figure 1-24: The comparison of two-particle azimuthal distributions for central d
+ Au collisions to those seen in 𝑝𝑝 and central Au + Au collisions measured with
the STAR experiment and the jet 𝑅𝐴𝐴 as a function 𝑝𝑇 measured by the ALICE
experiment at LHC (right). From the STAR results, in central Au + Au collisions,
the back-to-back peak has disappeared due to the redistribution of jet energy to
the slow expanding medium constituents. The jet 𝑅𝐴𝐴 from ALICE measurement is
clearly below 1, suggesting that jets lose significant fractions of energy in 𝐴𝐴 collision
compared to 𝑝𝑝.

Arthur Poskanzer (who sadly just passed away on June 30 2021) and Dr. Sergey

Voloshin developed the event plane method to analyze the azimuthal anisotropy of

particle emission in heavy-ion collisions [82]. The reaction plane is spanned by the

impact parameter and the 𝑥-axis. Figure 1-25 schematically shows the definition of

the reaction plane in heavy-ion collisions.

The particle spectra in heavy-ion collisions can be factorized as

𝐸
𝑑3𝑁

𝑑3𝑝
= 𝐸

1

2𝜋𝑝𝑇

𝑑3𝑁

𝑑𝑝𝑇𝑑𝑦𝑑𝜑
= 𝐸

1

2𝜋𝑝𝑇

𝑑2𝑁1

𝑑𝑝𝑇𝑑𝑦

𝑑𝑁2

𝑑𝜑
(1.33)

Since the particle emission is azimuthally anisotropic, we can expand the 𝐹 (𝑝𝑇 , 𝜑, 𝑦) =
𝑑𝑁2

𝑑𝜑
into a Fourier series [82]:

𝐹 (𝑝𝑇 , 𝜑, 𝑦) =
𝑥0(𝑝𝑇 , 𝑦)

2𝜋
+

∞∑︁
𝑛=1

[𝑥𝑛(𝑝𝑇 , 𝑦) cos(𝑛𝜑) + 𝑦𝑛(𝑝𝑇 , 𝑦) sin(𝑛𝜑)] (1.34)
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Figure 1-25: The figure above shows the ellipsoid of the overlapping nuclear reaction
region of two nuclei in heavy-ion collisions. The reaction plane, which is the 𝑥-𝑧
plane shown above, is constructed by the beam direction and the impact parameter
vector. The emission of particles is azimuthally anisotropic in the 𝑥-𝑦 plane due to
the almond shape geometry.

According to trigonometry, we get

𝐹 (𝑝𝑇 , 𝜑, 𝑦) =
𝑥0(𝑝𝑇 , 𝑦)

2𝜋
+

∞∑︁
𝑛=1

2𝑣𝑛(𝑝𝑇 , 𝑦) cos[𝑛(𝜑−Ψ𝑛)] (1.35)

Here, 𝑣𝑛 = 1
2

√︀
𝑥2𝑛 + 𝑦2𝑛 and Ψ𝑛 = 1

𝑛
arctan( 𝑦𝑛

𝑥𝑛
).

To find the Fourier coefficients 𝑣𝑛, we can apply the Fourier tricks to find 𝑥𝑛 and

𝑦𝑛.

Theoretically, because the function 𝑑𝑁2(𝜑)
𝑑𝜑

is continuously analytical, we can use

integral to find the Fourier coefficients [18]

𝑥𝑛 = 2

∫︁ 2𝜋

0

𝑑𝑁2(𝜑)

𝑑𝜑
cos(𝑛𝜑)𝑑𝜑 (1.36)

𝑦𝑛 = 2

∫︁ 2𝜋

0

𝑑𝑁2(𝜑)

𝑑𝜑
sin(𝑛𝜑)𝑑𝜑 (1.37)

Experimentally, because our data only take on discrete values, we can convert the

integral into a sum

𝑥𝑛 =
2

𝑁

𝑁∑︁
𝑖=1

cos(𝑛𝜑𝑖) = 2⟨cos𝑛𝜑⟩ (1.38)

𝑦𝑛 =
2

𝑁

𝑁∑︁
𝑖=1

sin(𝑛𝜑𝑖) = 2⟨sin𝑛𝜑⟩ (1.39)
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Here, we sum up all tracks in the experiment to get the 𝑥𝑛 and 𝑦𝑛. Then, we will

be able to find

𝑣𝑛 =
1

2

√︀
𝑥2𝑛 + 𝑦2𝑛 =

√︀
(⟨cos𝑛𝜑⟩)2 + (⟨sin𝑛𝜑⟩)2. (1.40)

In heavy-ion physics, the first-order Fourier coefficient 𝑣1 is called the directed

flow.

𝑣1 =
√︀

(⟨cos𝜑⟩)2 + (⟨sin𝜑⟩)2. (1.41)

It can be connected to the initial tilting source of the colliding nuclei [83] and can

be used to study Chiral Magnetic Effect [84].

The second-order Fourier coefficient 𝑣2 is called the elliptic flow.

𝑣2 =
√︀
(⟨cos 2𝜑⟩)2 + (⟨sin 2𝜑⟩)2 =

√︁
(⟨cos2 𝜑⟩ − ⟨sin2 𝜑⟩)2 + (2⟨sin𝜑⟩⟨cos𝜑⟩)2.

(1.42)

Assuming in the initial stage before the collisions, the sum of the momentum of

two colliding nuclei 𝑝1 and 𝑝2 is exactly 0 without any fluctuation. That is

𝑝1 + 𝑝2 = 0 (1.43)

According to momentum conservation, for the final state particles, we have

𝑁∑︁
𝑖

𝑝𝑖𝑥 = 0 (1.44)

𝑁∑︁
𝑖

𝑝𝑖𝑦 = 0 (1.45)

Therefore, we have

⟨𝑝𝑇 cos𝜑⟩ = ⟨𝑝𝑥⟩ =
1

𝑁

𝑁∑︁
𝑖

𝑝𝑖𝑥 = 0 (1.46)
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⟨𝑝𝑇 sin𝜑⟩ = ⟨𝑝𝑦⟩ =
1

𝑁

𝑁∑︁
𝑖

𝑝𝑖𝑦 = 0 (1.47)

But since the 𝑝𝑇 and 𝜑 are completely orthogonal, the random variable 𝑝𝑇 is

uncorrected to 𝜑. Therefore, we have

⟨𝑝𝑇 cos𝜑⟩ = ⟨𝑝𝑇 ⟩⟨cos𝜑⟩ = 0 (1.48)

⟨𝑝𝑇 sin𝜑⟩ = ⟨𝑝𝑇 ⟩⟨sin𝜑⟩ = 0 (1.49)

Finally, we know that 𝑝𝑇 > 0, thus

⟨𝑝𝑇 ⟩ > 0 (1.50)

Hence,

⟨cos𝜑⟩ = 0 (1.51)

⟨sin𝜑⟩ = 0 (1.52)

Therefore, we have

𝑣2 =
√︁
(⟨cos2 𝜑⟩ − ⟨sin2 𝜑⟩)2 + (2⟨sin𝜑⟩⟨cos𝜑⟩)2 = ⟨cos2 𝜑⟩ − ⟨sin2 𝜑⟩. (1.53)

In terms of momentum 𝑝𝑥 and 𝑝𝑦, we can rewrite 𝑣2 as

𝑣2 = ⟨cos2 𝜑⟩ − ⟨sin2 𝜑⟩ = ⟨ 𝑝
2
𝑥

𝑝2𝑇
⟩ − ⟨

𝑝2𝑦
𝑝2𝑇

⟩ = ⟨
𝑝2𝑥 − 𝑝2𝑦
𝑝2𝑇

⟩ = ⟨
𝑝2𝑥 − 𝑝2𝑦
𝑝2𝑥 + 𝑝2𝑦

⟩. (1.54)

Classically, we know that the momentum is proportional to the pressure gradient.

Schematically, we could write
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𝑝𝑥 ≃
𝑚𝜏

𝜌

𝜕𝑃

𝜕𝑥
≃ 𝑚𝜏

𝜌

𝑃

𝐿𝑥
(1.55)

Where 𝑚 is the mass of the particle, 𝜏 is the lifetime of the QGP, 𝜌 is the density

of the QGP, and 𝐿𝑥 is the minor axis of the ellipse in the 𝑥 direction according to the

geometry of Figure 1-25.

Likewise, we have the same relation for 𝑝𝑦

𝑝𝑦 ≃
𝑚𝜏

𝜌

𝜕𝑃

𝜕𝑦
≃ 𝑚𝜏

𝜌

𝑃

𝐿𝑦
(1.56)

Here, 𝐿𝑦 is the major axis of the ellipse in the 𝑦 direction according to the geometry

of Figure 1-25. Apparently, 𝐿𝑦 > 𝐿𝑥.

Hence, we can write 𝑣2 as

𝑣2 = ⟨
𝑝2𝑥 − 𝑝2𝑦
𝑝2𝑥 + 𝑝2𝑦

⟩ =
1
𝐿2
𝑥
− 1

𝐿2
𝑦

1
𝐿2
𝑥
+ 1

𝐿2
𝑦

=
𝐿2
𝑦 − 𝐿2

𝑥

𝐿2
𝑥 + 𝐿2

𝑦

> 0 (1.57)

In heavy-ion collisions, we define the eccentricity 𝜖𝑠 of an ellipse is defined as [85]

𝜖𝑠 ≡
𝐿2
𝑦 − 𝐿2

𝑥

𝐿2
𝑥 + 𝐿2

𝑦

(1.58)

Hence, we have

𝑣2 ≃ 𝜖𝑠 (1.59)

Therefore, we can see that 𝑣2 is essentially proportional to the eccentricity simply

based on the ellipse geometry of the reaction region. Historically, 𝑣2 has been ex-

tensively studied experimentally and theoretically. It turns out light hadrons demon-

strate collectivity. Their elliptic flow 𝑣2 could be calculated using relativistic viscous

hydrodynamics [86]. If QGP is created, we expect 𝑣2 of the light flavor hadrons to

be positive as derived above. Figure 1-26 show the 𝑣2 as a function of 𝑝𝑇 of charged

light flavor hadrons in heavy-ion collisions at mid-rapidity measured by RHIC and

LHC experiment [87,88]
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Figure 1-26: The elliptic flow 𝑣2 of charged particles as a function of 𝑝𝑇 in Au + Au
collision measured by the STAR experiments at RHIC (left) and in PbPb collisions by
the ALICE experiments at LHC (right) are shown above. Clearly, 𝑣2 > 0 is observed
in both experiments.

We can clearly see positive 𝑣2 of charged particles at both RHIC and LHC, which

also supports the creation of QGP in high-energy heavy-ion collisions.

1.5.5 Strangeness Enhancement

As described in Section 1.4.6, the temperature of QGP is well above 100 MeV,

which is much larger than the strange quark mass (about 95 MeV). Therefore, since

𝑇𝑄𝐺𝑃 > 𝑚𝑠, in the thermally and chemically equilibrated QGP, strange quarks could

be produced thermally via the pair production processes: 𝑢�̄� → 𝑠𝑠, 𝑑𝑑 → 𝑠𝑠, and

𝑔𝑔 → 𝑠𝑠, establishing the chemical abundance equilibrium [89]. Therefore, the

strangeness content in the QGP is enhanced, which could be experimentally ob-

served from the enhancement of strange particle yields in 𝐴𝐴 collisions compared to

𝑝𝑝 collisions. A direct experimental observable is the ratio of strange hadron-to-pion

yield in 𝐴𝐴 and 𝑝𝑝 collisions scaled by 𝑁𝑝𝑎𝑟𝑡. Figure 1-27 and Figure 1-28 show the

measurements on strange mesons and baryons to pion ratios in 𝐴𝐴 and 𝑝𝑝 collisions

at RHIC [90] and LHC [91]

We can see that 𝜑/𝜋 ratio increases as 𝑁𝑝𝑎𝑟𝑡 and
√
𝑠𝑁𝑁 increases, which indicates

strangeness enhancement in 𝐴𝐴 collisions compared to 𝑝𝑝 collisions. This again could

be served as a piece of evidence for the formation of QGP in heavy-ion collisions at

79



Figure 1-27: The yield ratios of 𝜑/𝜋 as a function 𝑁𝑝𝑎𝑟𝑡 in 𝑝+𝑝, 𝑝+𝐴𝑢, and 𝐴𝑢+𝐴𝑢
from the STAR experiment at RHIC are shown above.

Figure 1-28: The yield ratios of strange hadrons 𝐾0
𝑠 ,Λ

+,Ξ0,Ω− as a function of
⟨𝑑𝑁𝑐ℎ/𝑑𝜂⟩ from the ALICE experiment at LHC are shown above.
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RHIC and LHC.

1.5.6 Macroscopic Properties

Physicists have conducted extensive studies to understand the macroscopic properties

of QGP. Below are some of the interesting properties of QGP observed in experiments:

Transient Lifetime: According to the experimental results at RHIC and LHC,

QGP has a very short lifetime. It is on the order of 10 fm/c [92]. It is generally

assumed that QGP reaches thermal [93] and near chemical equilibrium [94] via strong

interaction. However, so far, there is still not sufficient experimental evidence to

directly support this assumption.

Strongly Interacting System: Moreover, QGP, as a deconfined state of matter,

demonstrates strongly interacting behaviors, which contradicts the prediction of weak

coupling according to the asymptotic freedom of quarks and gluons in QCD [5]. At

𝑇 ∼ 1− 3 𝑇𝑐, the coupling strength of QGP is still strong: 𝑔𝑠 ∼ 𝑂(1) [95]. Therefore,

the strong interaction between the QGP constituents is in general non-perturbative.

The equation of state of the strongly interacting QGP, as input for hydrodynamic

calculations, can be calculated by the MIT Bag Model [37] or lattice QCD [96].

Perfect Liquid Behavior: Finally, QGP demonstrates nearly perfect liquid

properties. The expansion of QGP in the fireball stage is approximately isentropic

and could be well described by hydrodynamics [97]. More specifically, due to the

relativistic nature of the strongly coupled near-perfect liquid system, assuming QGP

reaches thermal [93] and near chemical equilibrium [94], relativistic viscous hydrody-

namics [86] is the correct theoretical formalism to describe the dynamics of QGP. As

an almost perfect liquid, the shear viscosity to entropy density ratio of the QGP is

very small: 𝜂
𝑠
∼ (1 − 2.5) 1

4𝜋
[98], approaching the quantum limit 𝜂

𝑠
= 1

4𝜋
predicted

by the strongly coupled 𝑁 =4 supersymmetric Yang-Mills plasma in Anti-de-Sitter

Space/Conformal Field Theory (AdS/CFT) correspondence [99] from the holographic

principle in string theory.

Color Opaque Plasma: It is also interesting that QGP is a color opaque plasma

[100]. This means that gluons propagating through the QGP will be absorbed by the
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plasma medium. Experimentally, the suppression of hadrons is a measure of the color

opacity of the QGP [100]. Physicists have found that QGP is indeed highly color

opaque [101].

1.5.7 Open Questions

However, although extensive studies have been carried out for past decades, today

there are still many open questions, most of which are derived from the mysterious

macroscopic behaviors of the QGP. Below is the list of selected open questions that

are currently under active investigation by the heavy-ion physics community [102]:

1) Thermalization of QGP: How can QGP reach thermal equilibrium within

such a short time, which is on the order 1 𝑓𝑚/𝑐, from the non-equilibrium stage?

2) Inner Workings of QGP: What is the correct degree of freedom to describe

the QGP? The inner workings of QGP, as a deconfined phase of matter, must lay

between asymptotically free quarks and gluons and color-neutral hadrons. That is

also why the sPHENIX experiment at RHIC, as the next generation DOE flagship

Heavy Ion Physics program in the U.S., is going to be built at BNL and collect data

to probe the inner workings of QGP by resolving its properties at shorter and shorter

length scales.

3) Smallest Droplet of QGP: What is the smallest droplet of QGP that can

be created? Can QGP be created in 𝑝𝑃𝑏, 𝑝𝑝, or even 𝑒+𝑒− collision systems? What

are the limits of the applicability of hydrodynamics?

1.6 Heavy Flavor Physics

1.6.1 Open Heavy Flavor Physics

My graduate research focuses on answering the second question through the data

analysis of fully reconstructed heavy flavor hadrons with the CMS experiment to

understand the transport properties and probe the microscopic structure of the QGP.

In this section, we will focus on discussing open heavy flavor physics where only one
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heavy quark 𝑄 is in a hadron. Open heavy flavor hadrons have ±1 heavy flavor

quantum numbers. Quarkonia states 𝑄�̄� are considered as hidden heavy flavor with

a zero net heavy flavor quantum number. Their properties are very different from

open heavy flavor hadrons. We will not discuss them in this thesis and focus only on

open heavy flavor physics.

1.6.2 Heavy Quarks

Heavy quarks, such as charm and beauty quarks, whose masses are on the order of

GeV, lie in a scale above both Λ𝑄𝐶𝐷 and 𝑇𝑄𝐺𝑃 . Therefore, they are predominantly

produced in the early stage of heavy-ion collisions where hard scattering processes

occur. Their production could be calculated by perturbation QCD. Figure 1-29 shows

the lowest order Feynman diagrams of heavy quark pair production in QCD.

Figure 1-29: The four lowest order tree-level Feynman diagrams of heavy quark pair
production are shown above.

In general, due to their relatively small momentum transfer to the QGP medium

constituents compared to their large masses [103], they should not reach complete

thermalization via multiple scattering as they traverse through the QGP. In addition,

since their lifetimes are much longer than the QGP lifetime, they retain their identities

and record the evolution of the QGP, which makes them excellent probes. Then, they

travel through the medium, hadronize into heavy flavor hadrons, and decay weakly.

Their decay products are detected and identified by particles detectors.

Experimentally, from the final stage decay products, we can fully reconstruct
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heavy flavor hadrons where the dynamics of heavy quarks is encoded. In different

transverse momenta, we can study their diffusion coefficients, hadronization mech-

anism, and energy loss. We can probe the microscopic structure of QGP via their

scattering patterns with the QGP constituents at different wavelengths. Figure 1-30

below shows respectfully an event of beauty quark production and hadronization in

vacuum and QGP.

Figure 1-30: The schematic demonstrations of heavy quark production and hadroniza-
tion in vacuum (left) and QGP (right) are shown above.

1.6.3 Heavy Flavor Physics in Vacuum

To use heavy quark to probe the QGP created in heavy-ion collisions, we first need

to understand heavy quark physics in vacuum from 𝑝𝑝 collisions. In the process

𝑝𝑝 → 𝑄�̄�, QCD factorization theorem could be applied. High precision pQCD

calculations, including next-to-leading order (NLO), Fixed-to-Next-to-the-Leading

(FONLL) [104, 105], A Variable-Flavour Number Scheme for NNLO (GM-VFNS)

[106], and POWHEG [107], have been developed to describe heavy quark production

in 𝑝𝑝 collisions. Here, we will show the FONLL calculations of charm and beauty

quarks spectra, schematically denoted as: 𝑑2𝜎𝑄

𝑝𝑇 𝑑𝑝𝑇 𝑑𝑦
, in 𝑝𝑝 → 𝑄�̄� at different ener-

gies [108]. Figure 1-34 shows the FONLL calculations of charm and beauty quarks

spectra for 𝑝𝑝 collisions at the LHC energy
√
𝑠 = 5.02 TeV.

The comparison between different pQCD theoretical calculations and charm [109]
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Figure 1-31: The charm quark (left) and beauty quark (right) differential cross section
𝑑𝜎
𝑑𝑝𝑇

as a function transverse momentum 𝑝𝑇 at |𝑦| < 1 from FONLL calculations, are
shown above.

and beauty [110] hadrons production in 𝑝𝑝 collisions with the CMS experiment at the

LHC is shown below in Figure 1-32

At higher 𝑝𝑇 , reasonably good agreement between FONLL and GM-VFNS with

the 𝑝𝑝 data for both 𝐷0 and 𝐵+ 𝑝𝑇 spectra. However, at lower 𝑝𝑇 , FONLL tends

to underpredict the data while GM-VFNS tends to overshoot the data. Both of

the calculations have large theoretical uncertainties at low 𝑝𝑇 as the applicability of

pQCD starts breaking down in softer collisions.

In vacuum, heavy quarks fragment into heavy flavor hadrons 𝑄 → 𝐻𝑄. We can

define the parton fragmentation function 𝐷
𝐻𝑄

𝑖 (𝑧, 𝜇2) which is the probability for a

quark 𝑞 with energy 𝐸 fragment into a hadron with energy 𝑧𝐸 (0 < 𝑧 < 1) at the

factorization scale of 𝜇2 [12]. According to pQCD, 𝐷𝐻𝑄

𝑖 (𝑧, 𝜇2) is universal in vacuum

for 𝑒+𝑒−, 𝑒𝑝, and 𝑝𝑝 collisions. Figure 1-33 shows the scattering processes in which

fragmentation fraction is involved:

Next, we are ready to define heavy quark fragmentation fraction 𝑓(𝑄 → 𝐻𝑄).

First, we know, the energy

𝐸 =
√︁
𝑚2 + 𝑝2𝑇 cosh

2 𝑦 (1.60)
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Figure 1-32: The charm quark (left) and beauty quark (right) 𝑝𝑇 spectra and the
ratio with FONLL and GM-VFNS pQCD theoretical calculations are shown above.

Figure 1-33: Single-inclusive hadron production process, where fragmentation func-
tion are involved, in (a) electron-positron annihilation, (b) deep-inelastic lepton-
nucleon scattering, (c) proton-proton scattering, are shown above.
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Ignoring the mass, we have

𝐸 ≃ 𝑝𝑇 cosh 𝑦 (1.61)

So the energy of the hadron 𝐸ℎ where the quark with 𝐸𝑄 fragments into will be

𝐸ℎ = 𝑧𝐸𝑄 (1.62)

So we have the transverse momentum of the hadron 𝑝ℎ𝑇

𝑝
𝐻𝑄

𝑇 = 𝑧𝑝𝑄𝑇 (1.63)

With heavy quark spectra 𝑑2𝜎𝑄

𝑝𝑇 𝑑𝑝𝑇 𝑑𝑦
and parton fragmentation function 𝐷𝐻𝑄

𝑖 (𝑧, 𝜇2),

we let

𝑑2𝜎𝑄

𝑝𝑇𝑑𝑝𝑇𝑑𝑦
= 𝐹𝑄(𝑝𝑇 , 𝑦) (1.64)

Hence, for a hadron with 𝑝𝑇 , the heavy quark will have 𝑝𝑇/𝑧 with the probability

𝐷
𝐻𝑄

𝑖 (𝑧) to fragment into this hadron. Therefore, the heavy flavor hadron spectra is

given by:

𝑑2𝜎𝐻𝑄

𝑝𝑇𝑑𝑝𝑇𝑑𝑦
=

∫︁ 1

𝑥𝑇

𝐹𝑄(𝑝𝑇/𝑧, 𝑦)𝐷
𝐻𝑄

𝑖 (𝑧, 𝜇2)𝑑𝑧 (1.65)

Here 𝑥𝑇 = 2𝑝𝑇√
𝑠

[111].

Now if we consider a factorization scale near the heavy quark mass 𝜇2 → 𝑚2
𝑄,

according to PDG reference [4], solving the leading evolution equation, the heavy

quark fragmentation function 𝐷𝐻𝑄

𝑄 (𝑧) is in a form of a delta function and light quarks

𝑞 and gluons 𝑔 (𝑖 = 𝑔, 𝑞) will not contribute to producing heavy flavor hadrons. Hence,

we could write

𝐷𝐻𝑄
𝑞,𝑔 (𝑧, 𝜇

2)|𝜇2=𝑚2
𝑄
= 0 (1.66)

In fact, the Peterson fragmentation function of heavy quarks 𝐷𝐻𝑄

𝑄 (𝑧, 𝜖𝑄) is given
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by [112]

𝐷
𝐻𝑄

𝑄 (𝑧, 𝜖𝑄) =
𝑁

𝑧[1− 1/𝑧 − 𝜖𝑄/(1− 𝑧)]2
(1.67)

Here, 𝑁 is the normalization constant such that
∫︀ 1

0
𝐷
𝐻𝑄

𝑄 (𝑧, 𝜖𝑄)𝑑𝑧 = 1. 𝜖𝑐 = 0.03

and 𝜖𝑏 = 0.005. The comparison between the Peterson fragmentation function of

beauty quarks and the delta function is shown below

Figure 1-34: The comparison between the Peterson fragmentation function (green)
and the delta function (blue) is shown above.

Graphically, we find that the Peterson fragmentation function can be roughly

approximated by a delta function. In fact, when 𝜖𝑄 =0, the Peterson fragmentation

function is essentially a delta function 𝐷
𝐻𝑄

𝑄 (𝑧, 𝜖𝑄 = 0) ≃ 𝛿(1 − 𝑧). Hence, we can

define

𝐷
𝐻𝑄

𝑄 (𝑧, 𝜇2)|𝜇2=𝑚2
𝑄
= 𝑓(𝑄→ 𝐻𝑄)𝛿(1− 𝑧) (1.68)

Here 𝑓(𝑄→ 𝐻𝑄) is the heavy quark fragmentation fraction and stands for the
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probability of a heavy quark 𝑄 hadronize into an open heavy flavor hadron 𝐻𝑄. In-

deed, according to the momentum sum rule that constrains the parton fragmentation

function [12]

∑︁
𝐻𝑄

∫︁ 1

0

𝑧𝐷
𝐻𝑄

𝑄 (𝑧, 𝜇2)𝑑𝑧 = 1 (1.69)

∑︁
𝐻𝑄

∫︁ 1

0

𝑧𝑓(𝑄→ 𝐻𝑄)𝛿(1− 𝑧)𝑑𝑧 = 1 (1.70)

∑︁
𝐻𝑄

𝑓(𝑄→ 𝐻𝑄) = 1 (1.71)

This verifies that the sum of heavy quark fragmentation fraction over all heavy

flavor hadrons is equal to unity. Next, we have

𝑑2𝜎𝐻𝑄

𝑝𝑇𝑑𝑝𝑇𝑑𝑦
=

∫︁ 1

𝑥𝑇

𝐹𝑄(𝑝𝑇/𝑧, 𝑦)𝐷
𝐻𝑄

𝑖 (𝑧, 𝜇2)𝑑𝑧 =

∫︁ 1

𝑥𝑇

𝐹𝑄(𝑝𝑇/𝑧, 𝑦)𝐷
𝐻𝑄

𝑄 (𝑧,𝑚2
𝑄)𝑑𝑧 (1.72)

Thus,

𝑑2𝜎𝐻𝑄

𝑝𝑇𝑑𝑝𝑇𝑑𝑦
=

∫︁ 1

𝑥𝑇

𝐹𝑄(𝑝𝑇/𝑧, 𝑦)𝑓(𝑄→ 𝐻𝑄)𝛿(1− 𝑧)𝑑𝑧 = 𝑓(𝑄→ 𝐻𝑄)𝐹
𝑄(𝑝𝑇 , 𝑦) (1.73)

Hence, we have

𝑑2𝜎𝐻𝑄

𝑝𝑇𝑑𝑝𝑇𝑑𝑦
= 𝑓(𝑄→ 𝐻𝑄)

𝑑2𝜎𝑄

𝑝𝑇𝑑𝑝𝑇𝑑𝑦
(1.74)

This means that the open heavy flavor hadron spectra 𝑑2𝜎
𝐻𝑄

𝑝𝑇 𝑑𝑝𝑇 𝑑𝑦
is essentially pro-

portional to the heavy quark spectra 𝑑2𝜎𝑄

𝑝𝑇 𝑑𝑝𝑇 𝑑𝑦
with heavy quark fragmentation fraction

𝑓(𝑄 → 𝐻𝑄) as the coefficient of proportionality. Experimentally, charm and beauty

fragmentation fractions have been measured at LEP, HERA, and LHC and docu-

mented in PDG [4]. The fragmentation fraction is often treated roughly a constant,
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independent to 𝑝𝑇 , 𝑦, and
√
𝑠, and is assumed to be universal in 𝑒+𝑒−, 𝑒𝑝, and 𝑝𝑝

collisions systems [4].

In terms of being a constant, according to LHCb 𝑝𝑝 results [113], it appears that

the fragmentation fraction has significant
√
𝑠 and 𝑝𝑇 dependences while no significant

𝑦𝐵 (or 𝜂𝐵) dependence is observed. Figure 1-35 shows the beauty quark fragmentation

fraction: 𝑓𝑢 = 𝑓(𝑏→ 𝐵+), 𝑓𝑑 = 𝑓(𝑏→ 𝐵0), and 𝑓𝑠 = 𝑓(𝑏→ 𝐵0
𝑠 )

In terms of universality, according to Strangeness Quark Matter Conference (SQM)

in 2021, a hadronization universality breaking is recently observed from the ALICE

experiment at the LHC [114]. Figure 1-36 shows the hadronization universality break-

ing reported by the ALICE experiment in SQM 2021

Further investigations of these results are currently ongoing. However, we will not

expand the discussions here. Now, equipped with the understanding of heavy flavor

physics in vacuum from 𝑝𝑝 collisions as a reference, we are ready to use heavy quarks

to study QGP created in heavy-ion collisions.

1.6.4 Heavy Quark Diffusion

In the limit of low 𝑝𝑇 or equivalently long wavelength, for heavy quarks inside the

QGP medium, the elastic collision cross section dominates. In the elastic 𝑄𝑞 → 𝑄𝑞

process in the thermally equilibrated QGP medium, heavy quarks have relatively

small momentum transfers on the order of the temperature compared to the masses

of heavy quarks: 𝑚𝑄 > |𝑘| ≃ 𝑇 . If we consider mean free time of heavy quarks in

the QGP medium to be about 𝜏 ∼ 0.44𝑓𝑚/𝑐 [115], the number of scattering of heavy

quarks in the QGP medium will be about 𝑛 ∼ 𝜏𝑄𝐺𝑃

𝜏𝐻𝑄
≃ 23 ∼ 𝑂(10).

Now, we can consider a simple binomial process to model the diffusion of the

heavy quark in the QGP medium. Assuming the momentum of the heavy quark

at 𝑡 = 0 is 𝑝, after the time 𝜏𝐻𝑄, one scattering happens. The momentum of the

heavy quark at 𝑡 = 𝜏𝐻𝑄 either 𝑝 + 𝑘 or 𝑝− 𝑘. Each has 1/2 probability. Next, after

another 𝜏𝐻𝑄, another scattering happens. The momentum of the heavy quark at

𝑡 = 2𝜏𝐻𝑄 either 𝑝 + 2𝑘, 𝑝 or 𝑝 − 2𝑘 with 1/4, 1/2, and 1/2 probability respectfully.

Therefore, the standard deviation of binomial process 𝜎𝑝 =
√
𝑛
2
𝑘. If we take 𝑛 = 25,
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Figure 1-35: 𝑅, the corrected yield ratio of 𝐵0
𝑠/𝐵

+, as a function of the 𝑝𝑝 collision
energy

√
𝑠 (top), the 𝑓𝑠/𝑓𝑑 ratio as a function 𝑝𝑇 (middle), and the 𝑓𝑠/𝑓𝑑 ratio as a

function 𝜂𝐵 (bottom) from the LHCb experiment, are shown above.
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Figure 1-36: The charm quark fragmentation fraction to different charm hadrons
species in 𝑒+𝑒−, 𝑒𝑝, and 𝑝𝑝 collisions are presented above. From the ALICE experi-
ment, we can clearly see that the fragmentation fraction of 𝐷0 has dropped by about
40% while the Λ+

𝑐 has enhanced by about a factor of 4. Therefore, the hadronization
universality is clearly broken at the LHC energy in the charm sector.

𝜎𝑝 = 2.5𝑘 ≃ 2.5𝑇𝑄𝐺𝑃 = 0.4 GeV. Experimentally, we consider a heavy quark with

a momentum of about 𝑝 > 1.5 GeV/c >> 𝜎𝑝. According to Figure 1-34, we could

see that the heavy quark transverse momentum is well above 1 GeV/c. Hence, the

heavy quark should still retain a lot of memory about its initial conditions even after

multiple small scatterings with QGP medium. Hence, in these conditions, heavy

quark undergoes Brownian-like motion in the QGP medium [103]. Its motion in the

QGP medium could be characterized by the Planck-Fokker Equation, which could be

schematically written as follows [116]:

𝜕

𝜕𝑡
𝑓𝑞(𝑡, 𝑝) =

𝜕

𝜕𝑝𝑖
{𝐴𝑖(𝑝)𝑓𝑞(𝑡, 𝑝) +

𝜕

𝜕𝑝𝑗
[𝐵𝑖𝑗(𝑝)𝑓𝑞(𝑡, 𝑝)]} (1.75)

Here, 𝑓𝑞(𝑡, 𝑝) is the heavy quark phase-space distribution function. If we ignore

the modification of cold nuclear matter effects on the heavy quark initial production

spectra, then in heavy-ion collisions:
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𝐹𝑄(𝑡 = 0, 𝑝𝑇 ) ∝
𝑑𝜎𝐹𝑂𝑁𝐿𝐿
𝑝𝑇𝑑𝑝𝑇

(1.76)

𝐴𝑖(𝑝) and 𝐵𝑖𝑗(𝑝) are transport parameters.

𝐴𝑖(𝑝) = 𝐴(𝑝)𝑝𝑖 (1.77)

The transport parameter 𝐴𝑖(𝑝) is related to the thermal relaxation rate and 𝐵𝑖𝑗(𝑝)

is related to the momentum diffusion of heavy quarks [103]. The heavy quark spatial

diffusion coefficient 𝐷𝑠 is related to the transport parameter as follows:

𝐷𝑠 =
𝑇

𝑚𝑄𝐴(𝑝 = 0)
(1.78)

𝐷𝑠 characterizes the fundamental property of the QGP 𝜂
𝑠

via the relationship

2𝜋𝑇𝐷𝑠 ≃
𝜂

𝑠
(1.79)

More detailed studies have been carried out to examine the coupling strength of

heavy quarks and quantify the information that heavy quarks carry as they traverse

through the QGP medium [117].

1.6.5 Heavy Quark Energy Loss

In the limit of high 𝑝𝑇 or equivalently short wavelength, the inelastic cross section

starts to dominate [103]. Heavy quarks lose a substantial amount of energy as they

travel fast through the QGP medium [118]. In a simplified schematization, there are

two different pictures that describe the energy loss mechanism of heavy quarks in the

QGP medium. In the pQCD picture, the coupling of the constituents of the QGP is

assumed to be weak. Therefore, the QGP is made of weakly coupled quasiparticles.

Heavy quarks scatter off the constituents incoherently when propagating through the

QGP medium. There are two energy loss mechanisms: collisional energy loss and

radiative energy loss [116]. The collisional energy loss is given by −𝑑𝐸
𝑑𝑥

= 𝜅𝑐𝑜𝑙𝑙𝑇
2 and

the radiative energy loss is given by −𝑑𝐸
𝑑𝑥

= 𝜅𝑟𝑎𝑑𝑇
3𝑥 [119, 120]. Figure 1-37 shows
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schematically heavy quark energy loss mechanism in the QGP medium

Figure 1-37: The schematic demonstration of the pQCD picture: collisional energy
loss (left) and radiative energy loss (right) of heavy quarks in the QGP medium.

The other picture, AdS/CFT, takes the strong coupling limit. In this picture,

QGP behaves like a liquid and heavy quarks scatter off the constituents coherently

in the QGP medium. The AdS/CFT model applies holographic drag force [121] to

calculate the energy loss of heavy quark [122] in the QGP medium

Figure 1-38: The schematic demonstration of ADS/CFT picture: a quark loses energy
in the QGP medium holographically due AdS/CFT drag force.

In the pQCD picture, as 𝑝𝑇 → ∞, similar to electron Bremsstrahlung via QED ra-

diation in the matter [123], for a heavy quark traveling through the QGP medium, its

radiative energy loss via soft gluon radiation will dominate. The soft gluon radiation

spectrum by a parton in the QGP medium is given by [124]
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𝑑𝑃 =
𝛼𝑆𝐶𝐹
𝜋

𝑑𝜔

𝜔

𝑘2⊥𝑑𝑘
2
⊥

(𝑘2⊥ + 𝜔2𝜃20)
2

(1.80)

Where

𝜃0 ≡
𝑚

𝐸
(1.81)

Here, 𝜔 is the energy of the gluon and 𝑘⊥ is the transverse momentum of the

gluon, 𝐶𝐹 is the color factor (Casimir) which is 3 for gluons with one color and one

anti-color charges and 4/3 for quarks with one color charge. From Equation 1.80

above, a suppression of radiation at a small angle 0 < 𝜃 < 𝜃0 is expected. This is

effect is known as the dead cone phenomenon [124]. In Equation 1.81, that as 𝑚

increases, the dead cone angle 𝜃0 = 𝑚
𝐸

will decrease as the parton mass increases.

Figure 1-39 schematically shows a charm quark radiating gluons in the medium with

a dead cone in the small angles:

Figure 1-39: The schematic demonstration of a charm quark radiation is shown above.
A suppression in small angles due to the dead cone effect in the QGP medium is
highlighted.

Since we have the following mass hierarchy for quarks and gluons:

𝑚𝑔 < 𝑚𝑞 < 𝑚𝑐 < 𝑚𝑏 (1.82)

We should expect the energy loss to follow

Δ𝐸𝑔 > Δ𝐸𝑞 > Δ𝐸𝑐 > Δ𝐸𝑏 (1.83)
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We call the inequality above to be the flavor dependence of energy loss, which is

an important feature of the heavy quark energy loss mechanism in the QGP medium.

The studies of the heavy quark energy loss mechanism in QGP will help us determine

the fundamental jet transport coefficient 𝑞 that characterizes the scattering power of

the medium [103]. which relates to the mean free path and the momentum diffusion

coefficient of heavy quarks [125]. The determination of 𝑞 will be crucial for us to

decipher the inner workings of the QGP [126].

1.6.6 Heavy Quark Hadronization

After heavy quarks traverse through the medium, it will hadronize into heavy fla-

vor hadrons, which could be fully reconstructed from their final state decay prod-

ucts in experiments. As described in Section 1.2.7, in general, hadronization is non-

perturbative. Considering heavy quark dynamics and applying hadronization mod-

els, physicists develop theoretical models to describe heavy quark hadrochemistry.

Below, I will present three model candidates, the Texas A&M University (TAMU)

Model [127], the model developed from Cao et. al. (Cao, Sun, Ko) [128], and the

Equal Velocity Recombination (EVR) Model [129], to describe beauty quark produc-

tion and hadronization in vacuum:

TAMU Model

The TAMU Model uses a thermodynamic T-matrix formalism in terms of “ladder

diagrams” to compute the in-medium scattering amplitude between heavy quarks and

light quarks and determine the non-perturbative transport parameters 𝐴𝑖 and 𝐵𝑖𝑗 in

the Planck-Fokker equation shown in Eq 1.75 [127]. Figure 1-40 shows schematically

the “ladder diagram” describing the dynamic evolution of a heavy quark in the QGP

medium.

The input of T-matrix is a lattice QCD potential [130] corrected with relativistic

effects to model the non-perturbative interactions between heavy quarks and partons

in the medium, which makes it consistent with heavy flavor spectroscopy in vac-
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Figure 1-40: The ladder diagram used by the TAMU model to describe heavy quark
diffusion in the QGP medium is shown schematically above.

uum to determine the thermal relaxation rate coefficient 𝐴𝑖(𝑝, 𝑇 ). Only elastic colli-

sional energy loss is included in the calculations. Resonance recombination model of

heavy quarks with light quarks nearby is applied to describe heavy quark hadroniza-

tion [131]. A FONLL fragmentation hadronization treatment is implemented for the

partons that do not coalesce. Finally, effective hadronic scattering amplitudes are

used to model heavy flavor hadronic rescattering with other hadrons before the kinetic

freeze-out stage. The background parton composition and kinematics are modeled by

the standard hydrodynamic simulations of the bulk medium in nuclear collisions.

Cao, Sun, Ko Model

The Cao, Sun, Ko Model employs an advanced Langevin-hydrodynamics approach

[133, 134] incorporating both elastic and inelastic energy loss of heavy quarks inside

the dynamical QGP medium. Below shows schematically the relativistic Langevin

equations to simulate the dynamics of heavy quarks in the QGP medium

Δ𝑝 = −𝛾𝑇
2

𝑀
𝑝Δ𝑡+ 𝜉(𝑡) (1.84)

And

Δ�⃗� = − 𝑝

𝐸
Δ𝑡 (1.85)

The noise is modeled by the Gaussian diffusion function

𝑃 (𝜉) ∝ exp[
𝜉2

2𝐷𝑝Δ𝑡
] (1.86)
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The dimensionless 𝛾 factor is defined as

𝛾 =
𝑀

𝜏𝐻𝑄𝑇 2
(1.87)

The Cao, Sun, Ko Model uses a comprehensive coalescence model with strict

energy-momentum conservation and PYTHIA fragmentation simulation [132] with

the default Peterson fragmentation function. The coalescence probability is deter-

mined from the resonant scattering rate of heavy quarks in the QGP according to

the resonant recombination model [131, 135]. In this model, if heavy quarks do not

coalesce, they will hadronize via fragmentation mechanism. The hadron interactions

in the freeze-out stage are model with UrQMD developed by the Duke theory group.

EVR Model

In this model, the transverse momentum distribution of the initially produced heavy

quark is calculated by FONLL [129]. The jet quenching effect in heavy-ion collisions

is considered according to the 𝑅𝐴𝐴 measurement of 𝐵+. The transverse momentum

distributions of light-flavor quarks are obtained from data of light hadrons in the

model. The EVR Model is particular designed to study low 𝑝𝑇 and mid-rapidity charm

quarks produced at the LHC energy. It considers the equal-velocity combination of

bottom quark with light-flavor anti-quarks to form B mesons, a framework based on

of co-moving quark recombination model (QCM).

In addition to TAMU, Cao, Sun, Ko, and EVR Models, many other theoretical

models attempt to describe heavy quark hadrochemistry in heavy-ion collisions. A

complete list of heavy quark hadrochemistry models is compiled in the heavy flavor re-

view paper [116]. Nevertheless, the large discrepancies among different hadronization

models significant limits our abilities to interpret heavy flavor data. Therefore, heavy-

ion experimentalists precisely measure heavy flavor physics observables with different

hadron species over broad kinematic ranges and provide constraints for models to

reduce the theoretical uncertainties in hadronization.
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Chapter 2

Review of Heavy Flavor Results

In the previous section, we have introduced relativistic heavy-ion physics and heavy

flavor physics in vacuum and QGP. Physicists propose many experimental observables

to study open heavy flavor physics and test theoretical models in heavy-ion collisions.

Traditionally, heavy flavor hadron observables, such as 𝑣2, 𝑅𝐴𝐴, and production yield

ratio, have been extensively studied. In this section, we will review selected experi-

mental results and their comparisons with theoretical models and discuss the physics

messages from the measurements.

2.1 Elliptic Flow

In the QGP medium, heavy quarks are diffused by the color force and multiple scatter

with medium constituents, which could generate sizable azimuthal anisotropy 𝑣2 [103].

In addition, due to the azimuthal anisotropic geometry of the medium, heavy quarks

will have different path lengths in different directions, which will also contribute to

building up 𝑣2. Experimentally, we scale the 𝑣2 and the hadron kinetic energy 𝐾𝐸𝑇 =√︀
𝑚2 + 𝑝2𝑇−𝑚 of heavy quarks by 1/𝑛𝑞 according to the Number of Constituent Quark

(NCQ) Scaling in quark coalescence model [136]. Figure 2-1 shows the comparison

of the 𝑣2/𝑛𝑞 as a function of 𝐾𝑇/𝑛𝑞 of 𝐷0 (𝑐�̄�) meson with light flavor hadrons with

STAR experiments at RHIC [137] and the CMS experiment at LHC [138].

We could see a reasonably good NCQ scaling behavior of 𝐷0 meson with other
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Figure 2-1: The NCQ scaled 𝐷0 𝑣2/𝑛𝑞 vs 𝐾𝑇/𝑛𝑞 and the comparison of light hardons
measured by the STAR experiment at RHIC (left) and the CMS experiment at LHC
(right) are shown above.

light flavor hadrons, which suggests sizable collectivity of charm quarks in the QGP

medium.

To study beauty quarks 𝑣2, an indirect approach is employed. Figure 2-2 shows

the elliptic flow of electrons from beauty hadrons 𝑏(→ 𝑐) → 𝑒 measured by the ALICE

experiment [139] and muons from beauty hadrons 𝑏 → 𝜇 measured by the ATLAS

experiment [140]:

Figure 2-2: The 𝑣2 of electrons from b-hadron decays as a function of electron 𝑝𝑇
measured by the ALICE experiment (left) and the 𝑣2 of muons from b-hadron decays
as a function of muon 𝑣2 measured by the ATLAS experiment (right) are shown above.
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Comparing Figure 2-2 with Figure 2-1, we can see that beauty quarks do not

demonstrate as much anisotropy as charm quarks in heavy-ion collisions. However,

so far, fully reconstructed B-meson 𝑣2 has not been measured by any experiment.

2.2 Nuclear Modification Factor

As mentioned previously, the nuclear modification factor 𝑅𝐴𝐴 can describe the modi-

fication of hadron spectra in 𝐴𝐴 collisions with respect to the 𝑝𝑝 collisions. To study

the medium modification to heavy quarks, we first would like to investigate the cold

nuclear matter effect in pA collisions. Figure 2-3 and Figure 2-4 show the prompt D

mesons and B mesons nuclear modification factors 𝑅𝑝𝐴 in pPb collisions measured by

the ALICE experiment [141] and the CMS experiment [142] respectfully

Figure 2-3: The 𝑅𝑝𝐴 as a function of 𝑝𝑇 of prompt D mesons measured by the ALICE
experiment is shown above.

There is no significant modification of the charm quarks due to cold nuclear matter

effects since the 𝑅𝑝𝐴 of 𝐷0 are overall unity within experimental uncertainties. Hence,

any modification of D and B mesons observed in the 𝐴𝐴 collisions should come from
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Figure 2-4: The 𝑅𝑝𝐴 as a function of 𝑝𝑇 of 𝐵+, 𝐵0, and 𝐵0
𝑠 mesons measured by the

CMS experiment is shown above.

the final state QGP effect instead of the initial state effects of nPDF of Pb ions.

Next, we investigate B mesons 𝑅𝐴𝐴 in the 𝐴𝐴 collisions. Figure 2-5 𝑅𝐴𝐴 heavy

flavor hadrons measured with experiments at RHIC and LHC.
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Figure 2-5: The fully reconstructed 𝐷0 𝑅𝐴𝐴 vs 𝑝𝑇 with the STAR experiment in 0 -
10%, 10 - 40%, and 40 - 80% centrality at RHIC and the 𝐷0, 𝐵+, non-prompt 𝐽/𝜓
and charged hadrons 𝑅𝐴𝐴 vs 𝑝𝑇 at 0 - 100% centrality with the CMS experiment at
LHC are shown above.

We could see that 𝑅𝐴𝐴 of 𝐷0 and 𝐵+ are both below 1, which suggests charm

and beauty quarks lose a significant fraction of energy to the QGP medium. As

𝑝𝑇 increases, the 𝑅𝐴𝐴 of light and heavy flavor hadrons converge to the same value
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and approach 1, where Lorentz 𝛾 factor comes into play and the mass of the hadron

becomes irrelevant. In addition, the CMS results above indirectly agree with the

expectation of the flavor dependence of energy loss: 𝑅ℎ
𝐴𝐴 < 𝑅𝐷

𝐴𝐴 < 𝑅𝐵
𝐴𝐴 < 1. The

𝑅𝐴𝐴 results are in reasonable agreement with most theoretical model calculations.

To better constrain theoretical model calculations and understand the energy loss

mechanism of heavy quarks in the QGP medium, we need to perform more precise

measurements of B- and D-mesons 𝑅𝐴𝐴 and 𝑣2 down to lower 𝑝𝑇 where the mass

heavy quarks become important and models diverge. The ALICE experiment has

performed the first measurement of prompt and non-prompt 𝐷0 𝑅𝐴𝐴 down to 𝑝𝑇 =

0 shown in Figure 2-6 below
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Figure 2-6: The 𝑅𝐴𝐴 of prompt D mesons vs 𝑝𝑇 down to 𝑝𝑇 = 0 (left) and non-prompt
D mesons down to 𝑝𝑇 = 1 GeV/c (right) are shown above.

From the ALICE measurement of prompt and non-prompt D mesons 𝑅𝐴𝐴 down

to very low 𝑝𝑇 , we could see that very few models can simultaneously describe 𝐷0

𝑅𝐴𝐴 at both low and high 𝑝𝑇 . Nonetheless, the fully reconstructed B-meson 𝑅𝐴𝐴

from exclusive b decay down to very low 𝑝𝑇 is still missing. We should try to perform

B-meson 𝑅𝐴𝐴 measurement down to low 𝑝𝑇 to provide a complete picture to con-

strain the jet transport coefficient 𝑞 and heavy quark diffusion coefficient. Also, fully

reconstructing B mesons down to 𝑝𝑇 = 0 will allow us to measure inclusive beauty
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production cross section in 𝑝𝑝 collisions and test pQCD calculations.

2.3 Production Yield Ratio

According to the theoretical reviews of heavy quarks hadrochemistry in heavy-ion

collisions [144,145], the strange-to-non-strange meson (𝐻𝑠/𝐻
0) and baryon-to-meson

(Λ𝑄/𝐻0) ratios are excellent observables to test hadronization models. Both RHIC

and LHC have carried out extensive measurements fully reconstructed charm hadron

yield ratios. Figure 2-8 shows the fully reconstructed prompt 𝐷+
𝑠 /𝐷

0 ratio measured

by the STAR [146] and ALICE [147] experiments
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Figure 2-7: The fully reconstructed 𝐷+
𝑠 /𝐷

0 ratio in Au + Au measured by the STAR
experiment at RHIC (left) and in PbPb the ALICE experiment at LHC (right) as
functions of 𝑝𝑇 are shown above.

We can see that in general, both 𝐷+
𝑠 /𝐷

0 ratios in heavy-ion collisions lie above

𝑝𝑝 collisions.

Figure 2-8 shows the fully reconstructed Λ+
𝑐 /𝐷

0 ratio measured by the STAR and

ALICE experiments

Many different theoretical predictions agree reasonably well with the experiments

due to their large uncertainties. However, these large discrepancies among hadroniza-

104



Figure 2-8: The fully reconstructed Λ+
𝑐 /𝐷

0 ratio in pp and heavy-ion collisions mea-
sured by the STAR experiment at RHIC (left) and the CMS experiment at LHC
(right) are shown above.

tion models significantly limit our ability to interpret heavy flavor experimental data.

The ALICE experiment also performs a comprehensive study on charm quark

hadronization in 𝑝𝑝, pPb, and PbPb. Figure 2-9 shows the 𝐷+
𝑠 /𝐷

0 and Λ𝑐/𝐷
0 ratios

as functions of event multiplicity from small to large collision systems.

In the multiplicity studies, an overall increasing trend of both 𝐷0
𝑠/𝐷

0 and Λ+
𝑐 /𝐷

0

ratios in higher multiplicity are observed. Moreover, this is only in the charm sector,

similar fully reconstructed b-hadron measurements to study beauty hadrochemistry

are still missing.
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Figure 2-9: The fully reconstructed 𝐷+
𝑠 /𝐷

0 (top) and Λ+
𝑐 /𝐷

0 ratio (bottom) as a
function of event multiplicity ⟨𝑑𝑁𝑐ℎ/𝑑𝜂⟩ within |𝜂| < 0.5 in 𝑝𝑇 from 2 - 4, 4 - 6, 6 - 8,
8 - 12, and 12 - 24 GeV/c in pp, pPb, and PbPb collisions measured by the ALICE
experiment are shown above.
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Therefore, it is crucial to have more precise measurements over a wide range of 𝑝𝑇

and multiplicity in both beauty and charm sectors to constrain theoretical models.

Currently, the only published fully reconstructed b-hadron measurements in heavy-

ion collision are the 𝐵0
𝑠 and 𝐵+ based on CMS 2015 PbPb datasets [148]. Figure 2-10

shows the 𝐵0
𝑠 𝐵

+ 𝑅𝐴𝐴 𝑅𝐴𝐴 and their ratios in pp and PbPb collisions
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Figure 2-10: The fully reconstructed 𝐵0
𝑠 and 𝐵+ 𝑅𝐴𝐴 (left) and 𝐵0

𝑠/𝐵
+ 𝑅𝐴𝐴 ratio

(right) as a function of 𝑝𝑇 using the 2015 CMS 𝑝𝑝 and PbPb datasets are shown
above.

These first fully reconstructed B-meson measurements in heavy-ion collisions are

good. Nonetheless, the 𝐵0
𝑠 measurement has relatively large uncertainties due to

the very limited statistics. The 𝐵0
𝑠 significance is still below 5𝜎. In order to better

constrain hadronization model calculations and better interpret our data, we should

perform more differentiated measurements in the beauty sector with improved preci-

sion.

In the baryon-to-meson ratio studies, LHCb has conducted fully reconstructed

Λ0
𝑏/𝐵

+ ratio in pp and pPb collision [152] shown below in Figure 2-11

The Λ0
𝑏/𝐵

0 double ratios in pPb to 𝑝𝑝 in the forward region are near unity from

LHCb measurement. No significant 𝑝𝑇 or 𝑦 dependence is observed. It would be

interesting to conduct similar measurements in the mid-rapidity region in 𝑝𝑝 and

pPb collisions. However, so far no fully reconstructed Λ0
𝑏 measurement has been
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Figure 2-11: The fully reconstructed Λ0
𝑏/𝐵

+ 𝑅𝑝𝐴 ratio as a function 𝑝𝑇 (left) and 𝑦
(right) in pp, pPb, and Pbp collisions measured by the LHCb experiment are shown
above.

carried out in heavy-ion collisions due to the limited statistics and large combinatorial

background of Λ0
𝑏 .

2.4 Heavy Flavor Hadron-Jet Angular Correlations

Aside from the traditional heavy flavor observables: 𝑅𝐴𝐴, 𝑣2, and production yield ra-

tio, modern observables, such as heavy flavor hadron-hadron and heavy flavor hadron-

jet angular correlations, have higher differentiation to provide more insight for un-

derstanding of the dynamics and interaction mechanism of heavy quarks in the QGP

medium.

The measurements of angular correlations between heavy flavor hadrons and jets

can be used to constrain parton energy loss mechanisms and to better understand

heavy-quark diffusion in the medium. From the D-jet angular correlation studies, we

can quantify the medium modification to the radial profile of charm quarks and shed

light on the interaction mechanism of charm quarks with the medium. Figure 2-12

shows the measurement of D-jet angular correlation in PbPb and 𝑝𝑝 collisions with

the CMS experiment [153]

At low 𝑝𝑇 , the 𝐷0 meson is pushed radially outward in PbPb collisions compared

to 𝑝𝑝, which shows effects of charm-quark diffusion with the presence of the QGP
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Figure 2-12: Distributions of fully reconstructed 𝐷0 mesons in jets, as a function of
the distance from the jet axis (𝑟) for jets of 𝑝𝑗𝑒𝑡𝑇 > 60 GeV=c and |𝜂𝑗𝑒𝑡| < 1.6 measured
in pp and PbPb collisions at

√
𝑠𝑁𝑁 = 5.02 TeV, for 4 < 𝑝𝐷𝑇 < 20 GeV/c and 𝑝𝐷𝑇 > 20

GeV/c are shown above. The jet radius is defined as 𝑟 =
√︀

(Δ𝜑𝑗𝐷)2 + (Δ𝜂𝑗𝐷)2 where
𝜑𝑗𝐷 and 𝜂𝑗𝐷 are the 𝜂 and 𝜑 of the 𝐷0 meson with respect to the jet axis.
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medium. At high 𝑝𝑇 , the shape is over consistent with unity. While the CCNU model

is in reasonably good agreement with the PbPb/𝑝𝑝 ratio, its prediction is lower when

compare to the measurement of 1
𝑁𝑗𝐷

𝑑𝑁𝑗𝐷

𝑑𝑟
individual 𝑝𝑝 and PbPb collisions.

2.5 Heavy Flavor Hadron-Hadron Correlations

Another observable is heavy flavor hadron-hadron correlation, which is even better

to tag the heavy quark 𝑄�̄� pair the produced back to back in the early stage of

hard scattering processes and understand the modification effect as they propagate

through vacuum and medium. Experimentally, the observable is a fully reconstructed

open heavy flavor hadrons correlate with associated hadrons produced within the

same event and subtract the background in mixed events. In the analysis, Δ𝜂 and

Δ𝜑 distributions of the heavy flavor hadrons from associated hadrons are used to

quantify the correlation. Figure 2-13 shows the D meson-hadron angular correlation

measured with the ALICE experiment [154]

Figure 2-13: The ALICE D-hadron angular correlated in both pp (blue) and pPb (red)
collision (left) and the comparison of pp data with PYTHIA calculations (right) are
shown above.

In the D-hadron correlation, there are two peaks at Δ𝜑 = 0 and 𝜋. At Δ𝜑 =0,

hadrons are produced along with the charm quark via fragmentation mechanism. At
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Δ𝜑 = 𝜋, the hadrons are produced from back-to-back jets to maintain momentum

conservation. The pp measurements are overall consistent with PYTHIA calculations.

From the comparison of the results in the 𝑝𝑝 and pPb, the D-hadron angular correla-

tion distributions are compatible with each other within uncertainties. Consequently,

no evident effects on the charm fragmentation and hadronization due to cold nuclear

matter can be claimed [154].

STAR has also performed the 2D Δ𝜂 × Δ𝜑 measurement of fully reconstructed

𝐷0-hadron correlation in Au + Au collision [155] shown in Figure 2-14

Figure 2-14: The 2D Δ𝜂 ×Δ𝜑 distributions of 𝐷0 meson and associated hadrons in
Au + Au collision centrality 0 - 20%, 20 - 50%, and 50 - 80% at

√
𝑠𝑁𝑁 = 200 GeV

measured by STAR experiment are shown above.

As expected, the 𝐷0-hadron angular correlation get broadened and the peak near

Δ𝜂 = 0 and Δ𝜑 = 0 disappear in more central Au + Au collisions where QGP is more

likely to create and redistribute the energy among particles. In the beauty sector, so

far there is no such measurement carried out in heavy-ion collisions. The B-hadron

correlation measurement, along with the D-hadron correlation measurement, will be

crucial to provide deeper insights to study heavy quark diffusion and energy loss in

the QGP medium.

2.6 Some Questions in Heavy Flavor Physics

As seen in Section 2.1 - 2.5, extensive studies on fully reconstructed charm hadrons

have been carried out at RHIC and the LHC. Furthermore, many measurements of

fully reconstructed b-hadrons produced in pp and pPb collisions have been carried
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out by the LHCb experiment. In heavy-ion collisions, only one measurement of fully

reconstructed b-hadron has also been published with the CMS experiment. Hence, to

have a more comprehensive understanding of heavy flavor physics, we should perform

more precise and differential measurements on fully reconstructed b-hadrons.

As seen above, Figure 2-1 and Figure 2-6 show that charm hadrons not only have

a sizable 𝑣2 but also have much less than unity 𝑅𝐴𝐴 in heavy-ion collisions. Such

results could be interpreted as a hint of thermalization of charm quarks in the QGP

medium [156], which could make charm quark not an ideal probe to the QGP medium.

However, results from Figure 2-2 and Figure 2-10 show that beauty quarks have

a much smaller probability of being thermalized in the QGP medium compared to

charm because they are heavier. Hence, beauty quarks are more desired probes for

QGP. However, so far, due to relatively small production cross section, lower re-

construction efficiency, and larger combinatorial background level in its decay chain,

the fully reconstructed b-hadron measurements via exclusive production in heavy-ion

collisions are challenging.

Finally, in terms of hadronization studies, extensive measurements in the charm

sections have been carried out. Theoretically, it is shown that the enhancement

effect of strange-to-non-strange and baryon-to-meson ratios are more prominent in

the beauty sector because beauty quarks are heavier [145]. Therefore, the precise

and differential measurement of Λ0
𝑏/𝐵

+ and 𝐵0
𝑠/𝐵

+ as functions of 𝑝𝑇 and event

multiplicity in 𝑝𝑝 and 𝐴𝐴 collisions will be crucial to test hadronization models,

understand beauty quark hadronization mechanisms in vacuum and QGP, and allow

us to better interpret our heavy flavor measurements.

These all leave us with some questions related to beauty hadrochemistry. They

are listed as follows:

∙ Can we confirm the observation of fully reconstructed 𝐵0
𝑠 production in nucleus-

nucleus collisions?

∙ Can perform more differential and precise measurements to study beauty energy

loss mechanism in QGP?
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∙ Do our measurements have enough precision to constrain theoretical model

predictions?

∙ Can our measurements provide enough information to understand beauty quark

hadronization mechanisms from vacuum to QGP?

∙ Does strangeness enhancement also occur in b-hadron production in PbPb col-

lisions?

∙ How much information about heavy quark diffusion coefficients can we provide?

∙ Does hadronization universality breaking also occur in the beauty sector?

2.7 Motivation of This Thesis

To answer these questions, we propose to perform fully reconstructed 𝐵0
𝑠 and 𝐵+

measurements of 𝑅𝐴𝐴 and 𝐵0
𝑠/𝐵

+ ratios using the 2018 CMS PbPb at
√
𝑠𝑁𝑁 =5.02

TeV dataset, which has about 3 times as much statistics as the 2015 PbPb dataset, and

the 2017 𝑝𝑝 at
√
𝑠𝑁𝑁 =5.02 TeV dataset, which has more than 10 times statistics than

the 2015 𝑝𝑝 dataset. Our goal is to perform better measurements than the published

results using the 2015 datasets [148]. In order to achieve our goals, machine learning

techniques along with a multivariate analysis approach will be applied in the B-meson

analysis. Our measurements will help elucidate the questions above and shed light

on the beauty quark hadronization mechanism in vacuum and QGP.
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Chapter 3

The CMS Detector

3.1 Overview

The Compact Muon Solenoid (CMS) Detector is a general-purpose high-energy physics

detector located 100 meters underground on the French side of the LHC [157]. Over-

all, the complete detector is 21 m long, 15 m wide, and 15 m high with a weight of

14 kilotons, heavier than the Eiffel Tower in Paris. It functions as a giant, high-speed

camera, taking 3D “photographs” of particle collisions from all directions up to 40

million times each second. Figure 3-1 shows the photo taken for the CMS detector at

the underground collision hall.

The CMS detector is made of sub-detectors including silicon strip and pixel track-

ers, the pre-shower made of silicon strips, the crystal electromagnetic calorimeter

(ECAL), the superconducting solenoid with 3.8 T of magnetic field strength, the in-

ner hadronic calorimeter (HCAL), the steel returning yoke to enhance the magnetic

field strength, the outer hadronic calorimeter, the muon chambers, and the forward

hadronic calorimeter [157]. Figure 3-2 shows a schematic view of the CMS detector

The CMS detector is built, operated, and maintained by the CMS Collaboration.

The CMS Collaboration consists of over 4000 members including scientists, engineers,

technicians, students, and administrative assistants from 200 institutes and universi-

ties in 40 countries around the world. Physicists take data from the CMS detector

and share data with each other with the online system, which led to the discovery
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Figure 3-1: The front view of the CMS detector at the underground collision hall is
shown above.

Figure 3-2: The schematic view of the CMS detector with brief descriptions of all its
components is shown above. Image from [158]
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of World Wide Web. The data are store in tapes and kept at different institutions.

Members of the CMS experiment collaborate with each other on detector studies and

data analysis to produce important scientific results and have published in more than

1000 papers in internationally recognized journals.

In the following sections, I will describe the CMS experiment including the trigger

system for data acquisition, the tracking system to track charged particles, the muon

system for muon detection, identification, and reconstruction, and the calorimeter

system to measure the energy of the particles in more detail.

3.2 Triggers

The CMS experiment develops triggers to acquire experimental data [159]. Its main

purpose is to select events of potential physics interests from approximately one billion

events per second the particles collisions at the LHC. The CMS trigger system consists

of two levels of triggers: hardware level 1 (L1) trigger and the software high-level

trigger (HLT). Different triggers encoded in the L1 and HLT are designed and fire to

collect datasets for specific physics studies.

3.2.1 L1 Trigger

In the CMS experiment, an event is defined as a snapshot of one collision at the

LHC. In the L1 trigger, physicists develop algorithms according to detector electronics

response to decide if an event is accepted or rejected within the L1 trigger latency time.

Figure 3-3 shows the schematic overview of the L1 trigger making its decision online

to select events based on the information from the calorimeter and muon systems.

In the interest of heavy-ion studies, physicists develop a set of dedicated triggers

algorithms in the L1 trigger to build datasets. The minimum biased (MB) trigger

is designed to collect minimum bias data for elliptic flow, 𝐷0 meson, and charged-

particle multiplicity analyses while the single muon trigger is designed to select events

muons for heavy flavor and electroweak physics analyses. We will describe the MB

trigger since we will need to use it to determine the number of MB events in our
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Figure 3-3: The figure above demonstrates how the CMS L1 hardware trigger function
schematically.

analysis.

3.2.2 MB Trigger

By definition, an MB event corresponds to a non-single diffractive inelastic interaction

[160]. A totally inclusive trigger, or called zero bias (ZB) trigger, corresponds to a

randomly reading out from the detector whenever a collision is possible. MB trigger is

an algorithm to determine interesting MB events based on the response from forward

HCAL located at 3 < |𝜂| < 5. It is put a fixed analog to digital converter (ADC)

threshold in the HCAL response to reject background noise and collect MB events

from the ZB trigger. There is also an essentially linear relationship between the

maximum ADC with the actual energy response of the forward HCAL. Figure 3-4

shows the ADC distribution and HF energy as a function of ADC in the 2018 PbPb

run.

The MB trigger consists of “MB OR”, which requires the ADC threshold on either

one of the forward HCAL (HF) out of both forward ECAL in both positive and

negative sides, and “MB AND”, which requires the ADC threshold on both of HFs

out of both forward ECAL in both positive and negative sides. Figure 3-5 shows the

L1 MB trigger analysis of Run 326791 in the 2018 CMS PbPb data taking

In the 2018 CMS PbPb data taking, to reject the noisy background, the max ADC
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Figure 3-4: In the CMS 2018 PbPb Run 326791, the ZB data (red), Empty Bunches
(blue), and MB data (green) ADC distributions (left), and the HF energy according
to the charge collected as a function of ADC (right) are shown above. We can see
that the HF energy is about (0.5 - 1) conversion factor to the ADC.

Figure 3-5: In the CMS 2018 PbPb Run 326791, the ZB data (red), Empty Bunches
(blue), and MB data (green) maximum ADC distributions (left) and the efficiencies
of MB OR (blue) and MB AND (red) as a function ADC threshold (right) are shown
above.
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of each event is required to be greater than 15 with MB AND along with the HLT

trigger of at least 1 pixel track are applied to select MB events, as seen above from

Figure 3-5 in the max ADC distribution of MB evens in green. A total number of

about 2.4 billion MB events corresponding to a luminosity of about 1.7 𝑛𝑏−1 have

been collected by CMS during the 2018 LHC PbPb run from November to December

2018. Figure 3-6 shows the MB events and corresponding luminosity as a function

day throughout the 2018 CMS PbPb data-taking period
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Figure 3-6: The figure above shows the total number of 20 PbPb MB events from
and corresponding luminosity how the as a function Run ID from November 15 to
December 2, 2018.

3.2.3 Centrality Efficiency with MB Trigger

In addition to overall efficiency vs the ADC with the MB trigger, we also study the

centrality efficiency with different ADC thresholds. Figure 3-7 shows the centrality

as a function of efficiency using MB OR and MB AND with different thresholds

Because other physics triggers are mainly based on the MB datasets, in the physics

analyses using 2018 CMS PbPb datasets, it is recommended to remove the very

peripheral centrality range from 90 - 100%, which is not fully efficient (efficiency <

100%). Therefore, most of the CMS heavy-ion physics results using the 2018 PbPb

dataset will be presented in the centrality range of 0 - 90%.
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Figure 3-7: The efficiency vs centrality with ADC > 16 for MB OR (blue) and MB
AND (green) are shown above.

3.2.4 HLT Trigger

The HLT software trigger is an array of commercially available computers running

high-level physics algorithms [159]. Unlike the online L1 hardware trigger which runs

on-the-go during the data-taking process, HLT is an offline software trigger that runs

after the data are acquired. In the HLT trigger, more sophisticated analyses are

performed to determine if the event is accepted or rejected for a specific dataset.

The event data are stored locally on disk and eventually transferred to downstream

systems, the CMS Tier-0 computing center, for offline HLT processing and permanent

storage [159]. There are many trigger paths in the HLT such as the high multiplicity

trigger to specifically collect events with many tracks, the D meson trigger to select

high 𝑝𝑇 D mesons, and the dimuon trigger to enrich Drell-Yen events, are designed

and encoded in the HLT trigger. In the following, we will describe the dimuon trigger

in detail because the dimuon dataset will be used to fully reconstruct B mesons in

this thesis.
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3.2.5 DiMuon Trigger

The dimuon trigger, as it is named, is a trigger based on the information of two muons

tracks. HLT is able to quickly reconstruct the invariant mass of two oppositely charged

muons 𝑚𝜇𝜇. Figure 3-8 shows the 𝑚𝜇𝜇 reconstructed by the CMS HLT with the 2018

𝑝𝑝 dataset.

Figure 3-8: The dimuon invariant spectrum 𝑚𝜇𝜇 reconstructed by CMS HLT trigger
in the 2018 pp dataset is shown above. We can identify the neutral vector boson
resonances shown above.

In the 2018 PbPb run, the dimuon trigger requires the presence of two muon

candidates, with no explicit momentum threshold and with the HLT reconstructed

dimuon invariant mass of 1.0 GeV/c2 < 𝑚𝜇𝜇 < 5.0 GeV/c2, near the 𝐽/𝜓 PDG mass

𝑚𝐽/𝜓 = 3.0969 GeV/c2 [4], in coincidence with lead bunches crossing at the interaction

point. Moreover, One of the trigger-level muons is reconstructed using information

both from the muon detectors and the inner tracker with the requirement of more

than or equal to 10 hits (named as L3 muon), while for the other only information

from the muon detectors is required (named as L2 muon) [161].
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3.3 Tracking System

3.3.1 Silicon Detectors

The CMS tracking system applies solid-state semiconductor technologies. It consists

of the 3 layers of silicon pixel tracker and 10 layers of silicon strip detector including

4 inner barrel layers and 6 outer barrel layers [162]. It has a 𝜑 = 2𝜋 and |𝜂| < 2.4

acceptance coverage. Figure 3-9 shows the CMS tracking system schematically

Figure 3-9: The schematic view of the CMS tracking system is shown above.

In nuclear and particle physics, a tracker is a detector that measures the trajecto-

ries of charged particles via ionization. In general, it does not destroy or significantly

change the energy of the particle. With the external magnetic field, the tracker can

measure the momentum, the charge, and the mass of the particle by studying the

electric charges collected from electron avalanches or electron-hole pairs. The CMS

tracking systems provide physicists with excellent tracking capabilities. The CMS

silicon tracker is a solid-state detector employing semiconductor technologies. The

silicon tracker is operated at a reserve bias mode with a depletion voltage of about

600V. High energy charged particles passing through the silicon tracker have energy

losses of 𝑑𝐸/𝑑𝑥 ≃ 0.5𝑘𝑒𝑉/𝜇𝑚 [4]. Therefore, for a 320 𝜇𝑚 thick silicon sensor, the

charged particle will lose about 160 keV. The electron-hole pair in silicon is about

3 eV per pair. Therefore, the charged particle will produce roughly on the order of

104 electrons. The hit resolution in 𝑟𝜑 direction of the silicon strip is about 10 – 40
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𝜇𝑚 [163]. Figure 3-10 shows schematically how a high-energy charged particle ionized

an electron-hole pair in the depletion region of a silicon P-N junction diode operated

at a reverse-bias mode

Figure 3-10: The schematic plot explaining how a silicon tracker detector charged
particles is shown above.

However, in the CMS silicon tracker, due to the small number of electrons pro-

duced in the silicon sensor, the energy loss 𝑑𝐸/𝑑𝑥 as a function of momentum 𝑝

of charged particles does not have good enough resolution to separate and identify

electron, pion, kaons, and protons. Therefore, we generally do not perform particle

identification (PID) for hadrons with the CMS detector in physics analyses.

3.4 Muon System

Named as “Compact Muon Solenoid”, the study on muon is one of the most impor-

tant physics tasks of the CMS experiment. The CMS muon system has 1400 muon

chambers including 250 drift tubes and 540 cathode strip chambers to track the po-

sitions of the muons and provide a trigger and 610 resistive plate chambers form a

redundant trigger system with an acceptance coverage of |𝜂| < 2.4 . Due to the small

energy loss of muon in ECAL and HCAL [4], the muon produced from the collisions

usually penetrates through the trackers and calorimeters. Therefore, the muon sys-

tem is located at the outer of the CMS detector. Figure 3-11 shows the particles

produced at the interaction points and pass through the CMS detector
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Figure 3-11: The particle flow of long-life particles, such as electrons, muons, photons,
charged hadrons: 𝜋,𝐾, 𝑝, and neutral hadrons: neutrons, in the CMS detector are
shown above.

The muon system employs gaseous detector technology. Physical modules of drift

tubes, cathode strip proportional planes, and resistive plates are called “chambers”.

When a muon passes through the chambers, it will ionize electrons of the gas atom.

Under a strong electric field, the avalanche electrons will be drifted to the anode and

the gas ion will be drifted to the cathode. The electronic signal will be generated

as this occurs. Figure 3-12 shows schematically how electron avalanches work in a

gaseous detector to detect charged particles as well as the design of CMS drift tube

to detect muons.

Therefore, with both the tracking system and the muon chambers, the CMS de-

tectors have excellent capabilities of detecting, identifying, and reconstructing muons,

which is crucial for heavy flavor physics studies.
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Figure 3-12: A visualization of Townsend Avalanche (top) and schematic plot of the
CMS drift tube detecting a muon (bottom) are shown above.
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3.5 Calorimeter System

In nuclear and particle physics, a calorimeter is a detector that completely stops

particles and measures the total energy deposited. According to the particles, the

calorimeters can be divided into electromagnetic calorimeters (ECAL or EMCAL) to

measure the energy of electrons and photons and hadronic calorimeters to measure

the energy of charged and neutral hadrons. The CMS calorimeters system includes

both ECAL and HCAL. It is located in between the tracker and the muon chambers

as shown in Figure 3-2.

According to the measurement of charged particle shower energy, calorimeters can

typically be classified as sampling calorimeters and homogenous calorimeters. The

sampling calorimeter has two components: absorber and scintillator. The absorber is

generally made of metals and produces the shower. The scintillator collects a fraction

of the total energy from the shower (visible energy) and then corrects the visible

energy back to the total energy based on the light collection efficiency. On the other

hand, the homogenous calorimeter collects all the energy deposited. Its material

producing the particle shower also measures energy deposition.

3.5.1 ECAL

The CMS ECAL is made of lead tungstate (PbWO4) crystal and is a homogeneous

type calorimeter. High energy electrons and photons interact with the CMS ECAL

and undergo bremsstrahlung to produce electron, positron, and photons and deposit

energy to the ECAL. It has an acceptance coverage of |𝜂| < 1.48 with a high gran-

ularity of Δ𝜂 × Δ𝜑 = 0.0175 × 0.0175 in the barrel region and 1.5 < |𝜂| < 3.0

in the endcap region. In addition, the ECAL has an excellent energy resolution of
Δ𝐸
𝐸

= 2.83%√
𝐸

⊕ 12.0%
𝐸

⊕0.26% where 𝐸 is in the unit of GeV [165] to precisely measure the

energy of electrons and photons. It is capable of identifying electrons and detecting

photons, which is crucial for heavy flavor physics studies and photon-jet analysis.
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3.5.2 HCAL

The CMS HCAL is a sampling type calorimeter made of 926 tons of steel or brass.

Over a million World War II brass shell casements are from the Russian Navy.

Hadrons interact with the HCAL brass and steel nuclei and produce hadronic showers.

A fraction of the shower energy is sampled by the tiles of plastic wavelength shifting

scintillators and transferred readout boxes. Generally, all particles except muons and

neutrinos will not be able to penetrate the HCAL. The CMS HCAL system consists of

the inner HCAL with barrel (HB) and Endcap (HE), the outer HECAL (HO), and the

forward HCAL (HF). The acceptance coverages of HB are |𝜂| <1.39, |𝜂| <1.26, 1.31

< |𝜂| <3.0, and 2.85 < |𝜂| <5.19 respectfully. The HO and HB have a granularity of

Δ𝜂×Δ𝜑 = 0.087×0.087. The overall energy resolution of HCAL is Δ𝐸
𝐸

≈ 100%√
𝐸

[166],

which is excellent for jet physics studies.

3.5.3 HF

The forward HCAL is a special component of the CMS HCAL system. It is segmented

into 36 × 13 towers in the 𝜂 − 𝜑 plane. Figure 3-13 s schematic plot of HF shows

schematic and physical views of the CMS HF detector [167]

Figure 3-13: The schematic view of the CMS forward region including HF, CASTOR,
and ZDC (left) and the physical view of the HF (right) are shown above.

As mentioned above, we have developed the L1 MB trigger based on HF response

to select MB events. In addition, in CMS, centrality is defined based on the activities

in the HF [168]. The more activity in the HF, the more remnants of colliding nuclei,
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the more central the collision event. Figure 3-14 shows the determination of centrality

range from the HF response

Figure 3-14: The distribution of the sum of HF energy using Minimum Biased Trigger
and Jet Trigger with the classification of centrality binning is shown above. As we
can see, the energy of the HF increase as the collision events become more central,
which is within our expectation.

In addition to HF, CASTOR (−6.6 < 𝜂 < −5.2) and ZDC (|𝜂| > 8.1) are also

calorimeters which are located at the very forward region [169] as shown above in

Figure 3-13. They can help select MB events and trigger ultra-peripheral collision

(UPC) events. Figure 3-15 shows the pictures of CASTOR and the ZDC in the very

forward direction of the CMS detector

3.6 Relevant Detector Components

In the data analysis of this thesis, the most relevant CMS sub-detectors are the silicon

pixel and strip trackers and the muon chamber. We also use HF information to
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Figure 3-15: The picture of the CASTOR (left) at the CMS underground collision
hall and ZDC (right) at 140 m away from the CMS beam interacting point are shown
above.

select high-quality events. The datasets we used in the analysis are dimuon triggered

datasets. We also use the MB trigger samples to estimate the total number of MB

events in order to determine the cross section in our analysis. In the next chapter, we

will describe the physics objects obtained from the detectors and used in our analysis

to fully reconstruct B mesons and measure theirs cross sections.
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Chapter 4

Reconstructed Objects

The state-of-the-art CMS detector takes a snapshot of each event and saves the de-

tailed information of the collisions into datasets. In the datasets, we can access event

information with fully reconstructed objects including hits, tracks, muons, and vertex,

which will be crucial for our data analysis to study B-meson physics in heavy-ion col-

lisions. Below, we will describe, in principle, how these objects with physical meaning

are reconstructed from the electronic signal in the CMS detector.

4.1 Event

As mentioned previously, an event is defined as a snapshot of one collision at the

LHC. Many particles are produced in the collisions and then decay before they are

detected in an event. Theoretically, to obtain the complete information of an event,

we only need to know the position and momentum of each particle. Experimentally,

we detect final state particles and record their kinematics. In high energy physics

experiments, the particles reaching the detectors are 𝑒±, 𝜇±, 𝜋±, 𝐾±, 𝑝, 𝑛, 𝐾0
𝐿, 𝛾.

All other particles already decayed into these particles before they can be detected.

In order to study them, they need to be reconstructed. Historically, this is used to

be done by fast cameras with high resolution. Figure 4-1 shows a famous Ω− baryon

(Strangeness -3: Ω = 𝑠𝑠𝑠) event reconstructed from one of the pictures taken in the

bubble chamber [170].
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Figure 4-1: The bubble chamber picture of an Ω− baryon reconstructed from an event:
𝐾−𝑝 → 𝐾0𝐾+Ω− → Ξ0𝜋− → Λ0𝛾𝛾 → 𝜋−𝑝 taken from the group led by Nicholas
Samios at BNL is shown above.

Nowadays, high-speed electronics and semiconductor technologies have advanced.

With the development of computing, detector hardware, and readout electronics,

high-energy physics experiments are able to collect many events with higher precision

of measurements. For instance, the CMS experiment has an event trigger rate of

100kHz, which corresponds to a rate of 100000 events per second with 100 GB/s

information [171]. Experimental data have become more digital and abstract instead

of pictorial and intuitive. All events information is stored in a file format instead of

a photograph. Physicists use computers to read the experimental data and develop

software to perform analysis of each event, extract the physics information from the

analysis, and interpret the physics results.

In the following subsections, for simplicity, I will explain the reconstructed objects

of events with only one charged particle.
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4.2 Hit

All reconstructed objects start from hits as the energy deposition of particles passing

through the detectors. Here I will explain the concept of hits based on CMS silicon

pixel tracker. Figure 4-2, the schematic view of a chip with silicon pixels in the CMS

tracker

Figure 4-2: The schematic plot of a CMS silicon chip with pixel sensors is shown
above.

When a charged particle passes through a layer of the CMS silicon pixel detector,

we can look at the charges collected by each pixel on that layer due to the ionization of

electron-hole pairs by the high-energy charged particle. Ideally, if a particle enters the

tracker at a normal angle, only one pixel is fired. However, in reality, its neighboring

pixels may also have some response. When the particle goes through the tracker at a

small angle, which frequently happens at the forward region. Figure 4-3 schematically

demonstrates the firing pixel when a particle passing the layer

Here we call each firing pixel a hit, which is demonstrated above in Figure 4-3 in

red. In CMS pixel tracker, the probability of a pixel firing when a charged particle

passing through is greater than 99% [163], which means that it is very unlikely that

a hit is missing while a particle passes through the pixel.
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Figure 4-3: The schematic views of a charged particle (blue line) entering the silicon
pixel layer (black) at a normal angle (left) and a small tilting angle (right) with the
pixels fired (red) are shown above. The left cluster has 1 hit and the right cluster has
4 hits.

4.3 Cluster

Therefore, there should be at least one hit for each layer when a single particle passes

through. We call the collection of the adjacent pixel hits in a layer due to one particle

as a cluster [163]. The local hits reconstruction algorithm is implemented to obtain

clusters. The number of electric charges 𝑄 is associated with each hit. We can design

an algorithm to determine the center of a cluster according to the charges of each

hit. A simple algorithm is to calculate the center of gravity of the cluster taking the

weighted averaging of the charge and the position of each hit. In this case, for a

cluster with a single hit, its position is simply the center of the pixel. For clusters

with many hits, we develop a dedicated algorithm to estimate their positions [163].

The position of a cluster is a measurement of the particle trajectory.

However, in an event with many particles, the occupancy of each layer will be

busy and the clusters will become complicated. The CMS collaboration develops a

dedicated clustering algorithm to handle such conditions [164]. In CMS terminology,

the conversion of the electronic signal of pixels to clusters is called DIGI.
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4.4 Track

4.4.1 Overview of Basic Principles

In a uniform external magnetic field, the trajectory of a charged particle will be a

helix in 3 dimensions. Geometrically, five parameters are needed to parametrize a

helix. A parametric curve of a helix moving in the Cartesian coordinates moving in

the 𝑧 direction is written as follows

𝑥(𝑡) = 𝑅 cos(𝜔𝑡) + 𝑎 (4.1)

𝑦(𝑡) = 𝑅 sin(𝜔𝑡) + 𝑏 (4.2)

𝑧(𝑡) = 𝑣𝑡+ 𝑐 (4.3)

Therefore, we need at least 3 clusters to determine all 5 parameters. 3 clusters can

determine the radius 𝑅 and the center of the circle (a,b) and also can determine the

straight line in the z-direction. Figure 4-5 shows the helix path of a charged particle

in a uniform magnetic field and the fit to determine the center and the radius of the

helix.

Moreover, we can determine the transverse momentum of the charged particle

according to the 𝑅 fitted from fit to the center of 3 clusters.

𝑝𝑇 = 𝑞𝑅𝐵 (4.4)

In general, the charges of the particles produced in the collision and pass through

the tracker are 𝑞 = 𝑒. Hence, 𝑝𝑇 = 𝑒𝑅𝐵. For 𝑝𝑇 in the unit of GeV, 𝑅 in the unit of

meter (m), and 𝐵 in the unit of tesla (T), we have

𝑝𝑇 ≃ 0.3𝑅𝐵 (4.5)
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Figure 4-4: The helix motion of a charged particle under a constant and uniform
magnetic field �⃗� pointing in the +z direction (left) and the fit to 3 points to determine
the center and the radius of a circle (right) are shown above.

Therefore, as seen above from Figure 4-5, the transverse momentum resolution is

driven by the determination of 𝑅 assuming we have a perfect measurement on the

magnetic field 𝐵.

According to Figure 4-5 on the right, at high 𝑝𝑇 , essentially in parallel, for a 3

cluster fit. In addition, we know that the layers in the pixel track have equal spacing

Δ𝑟 between layers. For CMS pixel tracker, its innermost 3 layers has equal distance

Δ𝑟12 = Δ23 = 2.9 cm [172].

Hence, we can see that 𝐿/2 = Δ𝑟, which assumes fixed with no uncertainties.

Hence, we have

𝐿

2
= 𝑅 sin

𝜃

2
(4.6)

Again, at high 𝑝𝑇 , the angle 𝜃 will be very small since the radius of the circle 𝑅 >>

Δ𝑟, sin 𝜃 ≃ 𝜃 and cos 𝜃 ≃ 1− 𝜃2

2
. Hence, we can use the small-angle approximation

𝐿 = 2𝑅 sin
𝜃

2
≃ 𝑅𝜃 (4.7)

Therefore,
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Figure 4-5: A track (blue) initiated from the beam spot (orange) passing through
3 layers of pixel detectors (black) with 3 clusters (red) is shown on the left and the
circular fit to the 3 clusters with the definition of 𝑅, 𝐿, and 𝜃 is shown on the right.

𝑝𝑇 ≃ 0.3𝑅𝐵 = 0.3
𝐵𝐿

𝜃
(4.8)

Hence, geometrically, we have

𝑠 = 𝑅−𝑅 cos
𝜃

2
= 𝑅(1−cos

𝜃

2
) = 𝑅(1−cos

𝜃

2
) ≃ 𝐿

𝜃
{1− [1− 1

2
(
𝜃

2
)2]} =

𝐿𝜃

8
=

0.3𝐵𝐿2

8𝑝𝑇
(4.9)

Thus, the uncertainties on both sides go as

𝜎𝑠 =
0.3𝐵𝐿2

8𝑝2𝑇
𝜎𝑝𝑇 (4.10)

Hence, the transverse momentum resolution 𝜎𝑝𝑇
𝑝𝑇

is given by

𝜎𝑝𝑇
𝑝𝑇

=
8𝜎𝑠

0.3𝐵𝐿2
𝑝𝑇 (4.11)

Here, 𝜎𝑠 is effectively the position resolution of the silicon pixel detector. We can

see that the transverse momentum resolution gets worse as 𝑝𝑇 increases in the high

𝑝𝑇 region. Figure 4-6 shows the 𝜎𝑝𝑇
𝑝𝑇

as a function 𝑝𝑇
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Figure 4-6: The transverse momentum resolution 𝜎𝑝𝑇
𝑝𝑇

of a track as a function of
transverse momentum 𝑝𝑇 is shown above.

We can see that a good agreement with linear growth of 𝜎𝑝𝑇
𝑝𝑇

for 𝑝𝑇 > 20 GeV/c

in the high 𝑝𝑇 region.

Longitudinally, 𝑝𝑧 can be determined by the 𝑝𝑇 and the angle Δ𝜃 in the transverse

direction

𝑝𝑧 =
Δ𝑧
𝑅Δ𝜃
𝑝𝑇

= 0.3𝐵
Δ𝑧

Δ𝜃
(4.12)

At this point, we have obtained the trajectory with the complete kinematic infor-

mation about a particle except for its mass which will require particle identification

in order to determine.

4.4.2 CMS Tracking Algorithm

Because the CMS silicon tracker has 3 pixel and 10 strip layers, a charged particle

passing through all 13 layers should leave 13 clusters, which is much more than

required to determine the helix. Moreover, in reality, collision events at the LHC,
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many tracks are produced at multiple vertices. In collider physics, we use the concept

of pileup events (PU), which is defined as events with more than one vertex. Figure

4-7 shows the number of vertices and the number of tracks in 𝑝𝑝 collisions at
√
𝑠𝑁𝑁 =

5.02 TeV

Figure 4-7: The Data (blue) and MC (red) of the number of primary vertex dis-
tribution (left) and event multiplicity (right) are shown above. We can see that an
event could be more than one vertex with more than 100 tracks, which makes it very
challenging to perform tracking.

Hence, the CMS collaboration has developed the state-of-the-art tracking algo-

rithm to reconstruct the paths and primary vertices of the collisions from the elec-

tronic readout signals. CMS tracking algorithm employs the Combinatorial Track

Finder (CTF), an adaptation of the combinatorial Kalman filter [173–175], which in

turn is an extension of the Kalman filter [176] to allow pattern recognition and track

fitting to occur in the same framework. The collection of reconstructed tracks is pro-

duced by multiple passes (iterations) of the CTF track reconstruction sequence, in

a process called iterative tracking [163]. The CMS tracking workflow and its perfor-

mance are shown in Figure 4-8 and Figure 4-12

Track Seeding: After obtaining the clusters and reconstruct the hits, the track-

ing is in the track seeding stage. A dedicated seeding algorithm is designed to select

the clusters, either a triplet or a pair, from the pixel layers and other combinations
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Final	  Track	  
Collec-on 

Track	  Clustering	  
and	  Posi$on	  FiFng 

Figure 4-8: The schematic block diagram of CMS tracking workflow is shown above.
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of pixel and strip layers before fitting [163]. After these steps, preliminary fits to the

seeds named trajectory seeds are created.

Track Finding: Then, it moves on to the track finding stage. A six-step iteration

process, including navigation, hit search, hit grouping, and trajectory update, is

implemented with the application of CFT algorithms based on Kalman Filter to

build track candidates. A schematic overview of the track finding process is shown

below Figure 4-10

Step	  2:	  Hit	  Search	  
	  

	  Find	  the	  hits	  that	  are	  within	  the	  
layer	  regions	  from	  Step	  1	  	  

	  
 

Step	  1:	  Naviga2on	  
	  

Find	  next	  adjacent	  layers	  region	  
for	  possible	  next	  hits	  based	  on	  the	  
uncertain;es	  of	  seed	  trajectory	  	  

 

Step	  4:	  Trajectory	  Update	  
	  

Perform	  fits	  on	  the	  hit	  collects	  and	  
update	  the	  trajectory	  parameters	  

of	  the	  track	  candidate 

Step	  3	  Hit	  Grouping	  	  
	  

Group	  the	  hits	  collec;ons	  
including	  the	  adjacent	  layers	  with	  

a	  selec;on	  of	  χ2	  <	  30	  	  	  
 

One	  Itera2on 

Figure 4-9: The four steps of CMS track finding workflow (left) and the schematic
demonstration of each step (right) are shown above.

Track Fitting: Next, the tracking is in the stage of track fitting. Kalman filter

[176] is applied to improve fitting performance. It starts from the innermost location

with typically four hits [173–175]. When extrapolating the trajectory from one hit

to the next, the filtering and smoothing procedure is carried out with a Rugga-Katta

propagator to obtain the best precision. 𝜒2 < 20 is required of each fit in order to

improve its precision and reject fake tracks. Figure 4-11 schematically shows how the
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Figure 4-10: The four schematic plots demonstrating each of the four steps for track
finding are shown respectfully above.
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Kalman filter fit along with Rugga-Katta propagator is applied in the iterative fitting

algorithm for CMS tracking

Figure 4-11: The schematic demonstration Kalman filter along with Rugga-Katta
propagator to improve the tracks fitting is shown above.

Track Selection: Subsequently, the tracking is in the stage of track selection.

At this point, we have already obtained a preliminary track collection of one event.

To improve the track quality and reject fake tracks, further selection based on the

track properties will be applied. The following selection criteria are applied to select

high-quality tracks [163]

∙ Minimum number of layers in which the track has at least one associated hit

∙ Minimum number of layers in which the track has an associated 3-D hit

∙ Maximum number of layers that has no associate hits

∙ 𝜒2/𝑑𝑜𝑓 < 𝛼0𝑁𝑙𝑎𝑦𝑒𝑟𝑠

∙ |𝑑𝐵𝑆0 |/𝜎𝑑0(𝑝𝑇 ) < (𝛼1𝑁𝑙𝑎𝑦𝑒𝑟𝑠)
𝛽

∙ |𝑧𝑃𝑉0 |/𝜎𝑧0(𝑝𝑇 ,𝜂) < (𝛼2𝑁𝑙𝑎𝑦𝑒𝑟𝑠)
𝛽

∙ |𝑑𝐵𝑆0 |/𝛿𝑑0 < (𝛼3𝑁𝑙𝑎𝑦𝑒𝑟𝑠)
𝛽
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∙ |𝑧𝑃𝑉0 |/𝛿𝑧0 < (𝛼4𝑁𝑙𝑎𝑦𝑒𝑟𝑠)
𝛽

Here, 𝛼𝑛 and 𝛽 are configurable constants depend on the selection efficiency and

purity requirements. 𝑑𝐵𝑆0 is the closest transverse distance of the track to the beam

spot and 𝛿𝑑0 is its associated error. 𝑧𝑃𝑉0 is the distance along the beam-line from

the closest pixel vertex and 𝛿𝑧𝑃𝑉0 is its associated error. Hence, |𝑑𝐵𝑆0 |/𝜎𝑑0(𝑝𝑇 ) and

|𝑧𝑃𝑉0 |/𝜎𝑧0(𝑝𝑇 ,𝜂) are expressed in terms of significance. 𝜎𝑑0(𝑝𝑇 ) and 𝜎𝑧0(𝑝𝑇 ,𝜂) are essen-

tially the associated errors of 𝑑𝐵𝑆0 and 𝑧𝑃𝑉0 parametrized by track 𝑝𝑇 and 𝜂.

Final Track Collection: Finally, after we apply the selections, we have obtained

a final track collection for one event. Figure 4-12 shows the general performance of

the CMS tracking algorithm
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Figure 4-12: The CMS tracking efficiency (left) and fake rate (right) as a function of
𝑝𝑇 from simulations of 𝑡𝑡 events at 13 TeV with different pileup conditions are shown
above.

We should note that a modified version of the Kalman filter named Gaussian Sum

Filter [177] is applied to improve the tracking performance of electrons [163].

4.5 Muon

The muon in the tracker uses essentially the same tracking algorithms as other charged

particles [163]. The tracking performance of muon is excellent. For isolated muons
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with 1 < 𝑝𝑇 < 100 GeV/c, the tracking efficiency is > 99% over the full 𝜂-range of

tracker acceptance and does not significantly depend on 𝑝𝑇 while the fake rate is neg-

ligible [163]. We can require hits on the outermost muon chambers to identify muons

because other charge particles will be stopped by the calorimeter and should not be

able to enter the muon system as shown in Figure 3-11. The muon reconstruction

workflow with the muon chambers are shown below in Figure 4-13

Figure 4-13: The schematic block diagram of muon reconstruction in the CMS muon
system is shown above.

In addition, since the muons also deposit some energy to the ECAL and HCAL,

we can also access calorimeter information for the muons. Therefore, the CMS muon

system has excellent capabilities of detecting, identifying, and reconstructing muons,

which is crucial for heavy flavor physics studies.

In CMS terminology, there are many types of muons based on their selection

requirement in reconstruction. They are classified as follows:

∙ Standalone Muons: the muon segments reconstructed from muon chambers

only.

∙ Tracker Muons: the muon segments reconstructed from tracker only but also
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valid with the information from calorimeter and muon systems

∙ Global Muons: the muons reconstructed from the fits on the hits of both

trackers and muon systems

∙ RPC Muons: the muons reconstructed with both inner tracker and the resis-

tive plate detector only

∙ Calorimeter-based Muons (Calo Muons): the muons reconstructed with

both inner tracker and calorimeters

The relationship between standalone muons, tracker muons, global muons, and

calo muons are shown below in Figure 4-14

Figure 4-14: The relationship between different reconstructed muon in CMS is shown
above

For physics analysis, additional selections on muons including trigger, identifica-

tion, and acceptance will be applied. We will further discuss them in the analysis

chapter.

4.6 Vertex

In particle physics, the term vertex is similar to a vertex in the Feynman diagram

where old incoming particles are destroyed and new outgoing particles are created via

an intersection at the space-time diagram. This has already been shown in Figure 4-1
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of the Ω− baryon event where we can clearly see the vertices of Ω− baryon creation

and decay in the reconstructed plot on the right.

4.6.1 Primary Vertex

By definition, in collider experiments, the primary vertex is assumed where the

hadrons interact. Therefore, all particles produced in the collisions in that event

originate from the primary vertices. With the final track collection for each event,

assuming all the tracks are promptly produced at a given interaction point, we can de-

termine the primary vertices by selecting the tracks, performing track clustering, and

fitting for the position of each vertex using its associated tracks [163]. The selection

criteria for the track to perform primary vertex are as follows:

∙ |𝑑𝐵𝑆0 |/Δ𝑑0 < 5

∙ 𝑁𝑝𝑖𝑥𝑒𝑙 > 2

∙ 𝑁𝑠𝑡𝑟𝑖𝑝 > 5

∙ 𝜒2/𝑑𝑜𝑓 < 20

The selections above make sure the tracks used have high quality and are indeed

come from primary vertices. The deterministic annealing algorithm [178] is the track

clustering algorithm that CMS is currently using. An iterative process of minimizing

the annealing function of the longitudinal distance between the tracks and the vertices

gradual temperature reduction until dropping to the critical temperature is carried

out to determine the number of vertices and their z coordinates [163]. A track can be

used for more than one vertex during tracking clustering. Figure 4-15 is a 𝑝𝑝 collision

event display of the CMS detector with reconstructed tracks and primary vertices

After that, we have determined the vertex candidates with z coordinates. Then,

for the vertices candidates with at least two tracks, adaptive vertex fitter [179] is

applied to compute the best estimate of vertex parameters, including its 𝑥, 𝑦 and

𝑧 position, covariance matrix, and parameters characterizing the fitting performance
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Figure 4-15: A 𝑝𝑝 collision event display of the CMS detector with reconstructed
tracks (green curves) and primary vertices (yellow dots) is shown above.

such as the 𝜒2, 𝑛𝑑𝑜𝑓 , vertex fitting probability, and the weights of the tracks used

in the vertex. At this point, we have obtained the complete information of an event

with a final collection of tracks with the best reconstructed vertices. The track and

primary vertex information of each event will be saved in datasets for further physics

analyses.

4.6.2 Secondary Vertex

Another object we should mention, particularly in the context of this thesis, is sec-

ondary vertex. Again, as seen from Figure 4-1, there are many vertices in the Ω−

baryon event in its decay chain. We can the displaced vertex from the primary vertex

due to the decay of a short-life particle produced at high energy as the secondary

vertex. Figure 4-16 below is a schematic plot of the decay topology of a prompt 𝐷0

decay via the channel: 𝐷0 → 𝐾−𝜋+ showing the primary vertex and secondary vertex

The decay length is defined as the distance between primary and secondary vertex.

In LHC collisions, since the energy is very high, the particle produced from the

primary vertex generally has a large momentum, which corresponds to a large Lorentz

gamma factor 𝛾𝛽 ≃ 5. For B mesons produced at the LHC, we estimate their length

a 𝛾𝛽𝑐𝜏 ≃ 3 mm due to its long lifetime 𝑐𝜏 = 500 𝜇m [4]. Therefore, the B-meson
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Figure 4-16: The decay of 𝐷0 → 𝐾−𝜋+ with the definition of the secondary vertex is
shown above

secondary vertex is well separated from the primary vertex and could even be viewed

by the eye. The relatively long B-meson decay lengths make them ideal candidates

to be fully reconstructed and study thanks to the excellent vertexing and tracking

capabilities of the CMS detector.

Finally, we can also call the secondary vertex for a particle as the reconstructed

mother particle’s vertex. For instance, 𝐵0
𝑠 → 𝐽/𝜓𝜑→ 𝜇+𝜇−𝐾+𝐾−. We can identify

3 secondary vertices. We call them 𝐵0
𝑠 , 𝐽/𝜓, and 𝜑 vertices.
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Chapter 5

Data Analysis

5.1 Analysis Tools

In this thesis, the analysis tools include Macbook computers, MIT and CERN high-

performance computing facilities, Linux shell script, C++ programing language, and

ROOT analysis package for high energy physics experiments. The machines perform-

ing the analysis includes CERN lxplus, MIT Tier-2 submit, and MITHIG Grendel

machine. Data files are saved in ROOT files format. Data samples are processed us-

ing the crab job submission framework at CERN lxplus. Analysis jobs are submitted

MIT Tier-2 HTCondor parallel computing system. The core software for the data

processing is the CMS software (CMSSW_10_3_4). The software for the analysis

has been documented on Github and Gitlab. Throughout the analysis, I use the

Poisson Statistics model to describe the statistical uncertainties of the data. In the

limit of high statistics, it is approximately equivalent to Gaussian Statistics. These

tools are crucial for me to finish the analysis and report the results.
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5.2 Analysis Strategies

5.2.1 Physics Goals

The exclusive productions of b hadrons in different collision systems are necessary to

study beauty energy loss and hadronization mechanisms. In this thesis, we propose to

fully reconstruct 𝐵0
𝑠 (𝑏𝑠) and 𝐵+ (�̄�𝑢) mesons in 𝑝𝑝 and PbPb collisions at

√
𝑠𝑁𝑁 =

5.02 TeV with the CMS experiment. We aim at measuring precisely their cross section,

yield ratios, and nuclear modification factor of fully reconstructed 𝐵0
𝑠 and 𝐵+ mesons

via the decay channels to investigate beauty quark production and hadronization in

vacuum and QGP. We hope to have a conclusive measurement of 𝐵0
𝑠/𝐵

+ ratio to

pinpoint the effect of strangeness enhancement in QGP on beauty hadronization and

test theoretical model calculations [144] with both jet fragmentation [18] and quark

coalescence [19] mechanisms. Therefore, we would like to present our experimental

measurements over a wide range of 𝑝𝑇 and centrality. We are particularly interested

in the low and intermediate 𝑝𝑇 regions where the slow-moving beauty quarks will pick

up nearby light quarks in the color-dense QGP environment while such mechanism is

not expected to occur in the vacuum [116]. The 𝑅𝐴𝐴 down to low 𝑝𝑇 will constrain

understand beauty quark energy mechanism in the QGP medium. These studies will

be crucial for us to understand the beauty quark diffusion coefficient and probe the

inner workings of QGP in order to provide insights into one of the open questions in

high-energy nuclear physics.

5.2.2 General Workflow

Figure 5-1 shows the workflow we designed to fully reconstructed 𝐵0
𝑠 and 𝐵+ mesons

from final state particles via the exclusive decay modes. The 𝐵0
𝑠 is fully reconstructed

from the decay channel of 𝐵0
𝑠 → 𝐽/𝜓𝜑 → 𝜇+𝜇−𝐾+𝐾−, which has a fragmentation

fraction of 𝑓(𝑏 → 𝐵0
𝑠 ) = 0.103 and a decay branching fraction 𝐵𝑅(𝐵0

𝑠 → 𝐽/𝜓𝜑 →

𝜇+𝜇−𝐾+𝐾−) = 3.17× 10−5 𝐵+ → 𝐽/𝜓𝐾+ → 𝜇+𝜇−𝐾+ with the CMS detector. The

𝐵+ is fully reconstructed from the decay channel of 𝐵+ → 𝐽/𝜓𝜑→ 𝜇+𝜇−𝐾+, which
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has a fragmentation fraction of 𝑓(𝑏 → 𝐵+) = 0.401 and a decay branching fraction

𝐵𝑅(𝐵+ → 𝐽/𝜓𝜑 → 𝜇+𝜇−𝐾+𝐾−) = 6.02 × 10−5 𝐵+ → 𝐽/𝜓𝐾+ → 𝜇+𝜇−𝐾+ with

the CMS detector.

2018 PbPb di-
muon triggered 

data sample

Fully reconstruct B 
meson candidates

PbPb EvtGen
Simulated B meson 

MC samples

Optimization of 
signal selections

Efficiency 
correction

Cross section 
measurementSignal extraction

Statistical and 
systematic 

uncertainties 
estimation

Closure Validation

Figure 5-1: The block diagram of the workflow with major steps for both B-meson
cross section measurements is shown above.

Figure 5-2 shows pictorially the decay topology of fully reconstructed B meson

and our reconstruction strategies

In this thesis, we propose to measure 𝐵0
𝑠 and 𝐵+ cross section in the 𝑝𝑇 bin of [7,

10, 15, 20, 50] GeV/c within centrality [0, 90] and centrality bin of [0, 30, 90] with 𝑝𝑇

[10, 50]. The rapidity range of B-meson measurements is confined in 𝐵|𝑦| < 2.4.

5.2.3 Technical Challenges

Despite the excellent muon, tracking, vertexing capabilities of the CMS detector,

there are still many challenges for the analysis. Below is a list of challenges in the

B-meson analysis

∙ The small B-meson decay branching ratio, which on in the order of 10−5, and

limited luminosity of the sample: 𝑆 ↓
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μ

μ
b quarks → B mesons

Decay

Secondary Vertex
cτ = O(500) μmPrimary Vertex
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QGP
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Non-prompt J/ψ

b quarks → B mesons

μ

μ

K

K

QGP

Primary Vertex
Secondary Vertex
cτ = O(500) μm

φ

Decay

𝑩𝒔
𝟎

• 𝑩𝒔
𝟎: using the decay channel 𝑩𝒔

𝟎 → 𝑱/𝝍𝝓 → 𝝁+𝝁−𝑲+𝑲−

• Branching ratio = 3.17 × 10-5

• 𝑩+: via the decay channel 𝑩+ → 𝑱/𝝍𝑲+ → 𝝁+𝝁−𝑲+

• Branching ratio = 6.03 × 10-5

Figure 5-2: The strategies to fully reconstruct 𝐵0
𝑠 and 𝐵+ in the selected exclusive

decay modes are shown above.

154



∙ Huge combinatorial background without hadron particle identification, partic-

ularly in PbPb collisions and at low 𝑝𝑇 : 𝐵 ↑

∙ Low muon acceptance of at very low 𝑝𝑇 : 𝑆 ↓

∙ High fake track rate with low tracking efficiency at very low 𝑝𝑇 : 𝐵 ↑

Here, 𝑆 stands for signal and 𝐵 stands for background. These factors will all

lower the signal-to-background ratio, which makes challenging to fully reconstruct B

mesons, particularly at very low 𝑝𝑇 . In this thesis, to reduce the signal to background

ratio and the systematic uncertainties, we will employ a novel machine learning along

with a multivariate analysis approach and the elaborated single-particle efficiency

correction method to perform the measurements.

5.3 Analysis Samples

5.3.1 Dimuon Triggered Datasets

In this part of the thesis, I focus on studying beauty production and hadronization in

QGP. Therefore, this analysis is performed using the 2018 PbPb data at
√
𝑠𝑁𝑁=5.02

TeV, which has an integrated luminosity of 1.7 𝑛𝑏−1. The analysis uses the dimuon

primary datasets (DoubleMu PD). The full name of the used datasets and their cor-

responding luminosity can be found in Table 5.1.

Table 5.1: List of PbPb HLT datasets and triggers with the corresponding integrated
luminosities used in the analysis.

System Primary dataset Trigger Luminosity

PbPb /HIDoubleMuonPsiPeri/HIRun2018A-04Apr2019-v1/AOD HLT_HIL3Mu0NHitQ10_L2Mu0_MAXdR3p5_M1to5_v1 522 𝑛𝑏−1

PbPb /HIDoubleMuon/HIRun2018A-04Apr2019-v1/AOD HLT_HIL3Mu0NHitQ10_L2Mu0_MAXdR3p5_M1to5_v1 1124 𝑛𝑏−1

PbPb Combined All 1.657 (∼ 1.7) 𝑛𝑏−1

The details of the dimuon trigger selection to collect the data sample are explained

in 2.2.5. In addition, a Muon JSON to select good luminosity sections in the PbPb

dataset is applied. Both 𝐵0
𝑠 and 𝐵+ data come from this sample. However, in the

later stage, the B-meson candidates are saved in different channels based on the

reconstruction.
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5.3.2 Monte Carlo Simulations Samples

Dedicated PbPb 𝐵0
𝑠 and 𝐵+ samples are generated in order to estimate the accep-

tance and selection efficiencies, to study the background components, and to evaluate

systematic uncertainties. PYTHIA8 Tune CUETPM8 [132, 180], set to generate in-

clusive (all quark/antiquark, as well as gluon initiated) QCD processes, was used to

generate at 5.02 TeV the signal. Several preselections at the generation steps are

applied in order to optimize the generation process and conserve resources.

For 𝐵0
𝑠 , only signal events were kept with at least one 𝐵0

𝑠 (forced to decay through

the channel 𝐵0
𝑠 → 𝐽/𝜓𝜑 → 𝜇+𝜇−𝐾+𝐾− by means of the evtgen package [181]),

with 𝑝𝑇 > 5.0 GeV/c, and |𝜂| < 2.4. In addition, the 𝐽/𝜓 and 𝜑 meson, are forced

to decay in the two muons and two kaons respectively. Final state radiations are

generated using photos [182]. The selected signal B mesons PYTHIA8 events were

embedded into a PbPb background simulated with the HYDJET (version 1.8, tune

“Drum” for the prompt and non-prompt 𝐽/𝜓 MC and tune "Cymbal5Ev8" for the

𝐵0
𝑠 signal MC) [183] event generator.

For 𝐵+, similar requirements for MC generation are applied except a different

decay channel 𝐵+ → 𝐽/𝜓𝐾+ → 𝜇+𝜇−𝐾+ is used.

For 𝐵0
𝑠 and 𝐵+, around fifty thousand events were generated in 5 𝑝𝑇 bins, with

boundaries of 𝑝𝑇 > 0, 5, 15, 30, 50, in both signal only, and embedded samples.

The high 𝑝𝑇 selections are used to enrich the high 𝑝𝑇 B-meson statistics in order to

perform efficiency correction.

We should note that there are two components in the MC sample. The truth

information about the particles generated in the simulation, which is called generated

(GEN), and the reconstructed one smeared according to the CMS detector effects,

which is called reconstructed (RECO). Due to the nature of MC generation, we will

need to reweigh on MC in order to model the data.

In addition to the 𝐵0
𝑠 and 𝐵+, a sample of inclusive b hadron to 𝐽/𝜓 (non-prompt)

MC is also simulated to study the possible background contribution to the B-meson

analysis due to
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5.3.3 𝑝𝑇 Reweighing

As mentioned above, different 𝑝𝑇 cuts are applied to generate the MC samples. When

merging the samplings, a 𝑝𝑇 weight based on beauty production cross section is

required to apply to the MC in order to obtain a smooth distribution that can model

the real data. Figure 5-3 shows the generated 𝑝𝑇 (𝐺𝑝𝑇 ) distribution of 𝐽/𝜓, 𝐵+ , and

𝐵0
𝑠 before and after applying the 𝑝𝑇 weight:

5.3.4 RECO B-meson 𝑝𝑇 Reweighing

Then, we also check if this smooth 𝐺𝑝𝑇 shape in fact correspond to a good agreement

between the data and MC in the RECO side. Therefore, we take the ratio of the

normalized data raw yield to the normalized MC raw yield and perform a variety

of functions to fit the distribution. In our studies, we use Linear (𝑦 = 𝑝0 + 𝑝1𝑥),

Quadratic (𝑦 = 𝑝0 + 𝑝1𝑥 + 𝑝2𝑥
2), Linear + Inverse (𝑦 = 𝑝1𝑥 + 𝑝2

𝑥
), Linear + Square

Root (𝑦 = 𝑝0+ 𝑝1𝑥+ 𝑝2
√
𝑥), Linear + Log (𝑦 = 𝑝0+ 𝑝1𝑥+ 𝑝2 log 𝑥). The data vs MC

raw yield shape and our fitting results on spectra ratio are show as follows 5-4 and

5-5 for 𝐵0
𝑠 and 𝐵+ respectfully

5.3.5 Centrality Reweighing

Because the MC simulations employ PYTHIA embedded into a PbPb background

simulated, they do not model the centrality of nucleus-nucleus collision well. There-

fore, the MC simulations are also reweighed in order to match the centrality distri-

bution in data. In the middle panel of Figure 5-6, the centrality distribution of the

MC simulation (red) is compared to the one in data (blue), before the re-weighting.

Each unit (hiBin) on the x-axis represents 0.5% centrality. The number of binary

collisions 𝑁𝑐𝑜𝑙𝑙 was used as the weight to scale the MC centrality, and the distribution

presented in the right panel of Figure 4 was obtained.

A better centrality agreement between the data and the MC is seen after the

reweighing process.
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5.3.6 PV𝑧 Reweighing

In addition to 𝑝𝑇 shape and centrality reweighing, there must be a primary vertex 𝑧

position (PV𝑧) reweighing due to incorrect modeling of the primary vertex location

and resolution in the MC simulation. In fact, it is known that the MB samples used

to embed for PbPb signal MC samples (with Cymbal5Ev8 tune) have PV𝑧 offsets.

Also, the offsets between data and MC in the X and Y directions are observed in

the 2018 PbPb collisions. To remedy this, a Gaussian fit is applied to both the data

and MC PV𝑧 distributions, as showed in Fig. 5-7. The black markers represent the

distribution points for MC (left), and data (right), while the red line represents the fit

result. Then, the ratio between the two fit results is taken as the weighting function.

The result after this weighting can be found in Fig. 5-7 But we should note that

this analysis is not sensitive to the absolute value of the PV position because the

reconstruction of the B-meson relies only on the relative distance between PV and

B-meson reconstructed vertex which will be presented in the later sections.

An almost perfect MC-data agreement after PV𝑧 reweighed is observed above.

After these standard reweighing procedures, the residue disagreement between MC

and data will be considered as a source of systematic uncertainties.
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Figure 5-3: 𝐽/𝜓 generated 𝑝𝑇 distribution before (upper left) and after (upper right)
𝑝𝑇 reweighing, 𝐵+ generated 𝑝𝑇 distribution before (middle left) and after (middle
right) 𝑝𝑇 reweighing, and 𝐵0

𝑠 generated 𝐺𝑝𝑇 distribution before (lower left) and after
(lower right) 𝑝𝑇 reweighing are shown above.
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Figure 5-4: 𝐵0
𝑠 𝑝𝑇 normalized raw yields obtained in PbPb MC and Data are shown

above on the top left panel. The data/MC ratio and different fitting functions: Linear
(Red), Quadratic(Green), Linear + Inverse (Blue), Linear + Square Root (Purple),
and Linear + Log (Cyan) and their 𝜒2 are shown above on the top right panel. The
bottom plots are the data/MC reweighed yields with different functions from the fit
on the top right panel.
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Figure 5-5: The normalized 𝐵+ raw yield in MC (green) and Data (red) as a function
RECO 𝐵+ 𝑝𝑇 (left) and the fourth-order polynomial fits to their ratio (right) are
shown above.
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Figure 5-6: The comparison between 𝑁𝑐𝑜𝑙𝑙 and Data vs hiBin (left), centrality dis-
tribution of MC (red) and data (blue) in PbPb collisions in the centrality interval
0-100% without 𝑁𝑐𝑜𝑙𝑙 weight (middle), and with 𝑁𝑐𝑜𝑙𝑙 weight (right) are shown above.
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Figure 5-7: PV𝑧 distribution, fitted with a gaussian function in PbPb MC simulations
(left), in PbPb data (middle), PV𝑧 reweighed MC to data with the ratio of data-to-
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by the Gaussian function and reweighing reduces the MC-data discrepancy.
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5.4 Global Event Observables

The global event observables characterize general conditions of heavy-ion collision. In

this analysis, we decide to use another set of quantities including the total number of

MB events to represent the luminosity and the average number of participants ⟨𝑁𝑝𝑎𝑟𝑡𝑠⟩

to represent centrality. In addition, to compare with 𝑝𝑝 collisions, we also need to

scale the cross section in PbPb according to 𝑁𝑐𝑜𝑙𝑙. Therefore, we will determine

all the global event observables including the total number of minimum bias events

(𝑁𝑀𝐵), centrality, number of participant nucleons 𝑁𝑝𝑎𝑟𝑡, number of binary collisions

𝑁𝑐𝑜𝑙𝑙, and nuclear overlapping function 𝑇𝐴𝐴 in dimuon PbPb dataset in the following

subsections.

5.4.1 Total Number of Events

As seen in Table 5.1, the nominal luminosity of the dimuon PbPb dataset 1.7 𝑛𝑏−1.

However, this nominal luminosity has large uncertainties and should be used in the

analysis to measure the cross section. As mentioned previously in Chapter 2.2, the

dimuon trigger, based on the MB trigger, will not save events that do not pass trigger

selections. Hence, we can use the events of 1 PD MB datasets (PD0) via the following

formula to determine the actual number of MB events corresponding to the dimuon

PbPb datasets:

𝑁𝑀𝐵 =
𝑁𝜇𝜇𝑗𝑠𝑜𝑛
𝑀𝐵

ℒ𝜇𝑗𝑠𝑜𝑛𝑀𝐵𝑡𝑟𝑖𝑔𝑔𝑒𝑟

ℒ𝜇𝜇𝑗𝑠𝑜𝑛𝜇𝜇𝑡𝑟𝑖𝑔𝑔𝑒𝑟 (5.1)

The definition of the variables in the formula are as follows:

𝑁𝑀𝐵: The number of minimum bias events in dimuon PD with Muon JSON.

𝑁𝜇𝑗𝑠𝑜𝑛
𝑀𝐵 : The number of the event of all MB PDs with Muon JSON.

ℒ𝜇𝑗𝑠𝑜𝑛𝑀𝐵 : The luminosity of all MB PDs with Muon JSON.

ℒ𝜇𝜇𝑗𝑠𝑜𝑛𝜇𝜇𝑡𝑟𝑖𝑔𝑔𝑒𝑟: The luminosity of dimuon PD with Muon JSON.

For 0 - 90%, 𝑁𝜇𝑗𝑠𝑜𝑛
𝑀𝐵 is 161507974. The number of events can then be computed

as follows:
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𝑁𝑀𝐵 =
𝑁𝜇𝑗𝑠𝑜𝑛
𝑀𝐵

ℒ𝜇𝑗𝑠𝑜𝑛𝑀𝐵𝑡𝑟𝑖𝑔𝑔𝑒𝑟

ℒ𝜇𝑗𝑠𝑜𝑛𝜇𝜇𝑡𝑟𝑖𝑔𝑔𝑒𝑟 =
1657.1320𝜇𝑏−1

24.0748𝜇𝑏−1
×161507974 = 1.1823737719×1010 ≃ 11.82 billion

(5.2)

Hence, the number of MB events for the dimuon PbPb data is 𝑁𝑀𝐵 =11.82 billion.

Below, in Table 5.2, we compile the number of minimum biased events 𝑁𝑀𝐵 in 0 -

30%, 30% - 90%, and 0 -90%.

Table 5.2: Summary table of the total number of MB events and their uncertainties
vs centrality

Centrality 𝑁𝑀𝐵 (billion) Uncertainties
0-30% 3.941 1.26%
30-90% 7.882 1.26%
0-90% 11.82 1.26%

5.4.2 Centrality Definition

For the 2018 PbPb dataset, the centrality is given in hiBin with a 0.5% increment.

The hiBin is defined based on the HF response (hiHF). According to the Global

observable, 5-8 is the hiHF as a function of centrality with uncertainties.

We can compute the percent deviation nom of final results to estimate systematics

due to uncertainties of centrality.

5.4.3 ⟨𝑁𝑝𝑎𝑟𝑡⟩, ⟨𝑁𝑐𝑜𝑙𝑙⟩, ⟨𝑇𝐴𝐴⟩ vs Centrality

As we discussed in the Glauber Model [56,62] section 1.5.7, the number of participant

nucleons 𝑁𝑝𝑎𝑟𝑡, the number of binary nucleon-nucleon collisions, and nuclear overlap

function 𝑇𝐴𝐴 are all functions of the event centrality. The CMS Global Observable

group has computed the average 𝑁𝑝𝑎𝑟𝑡, 𝑁𝑐𝑜𝑙𝑙, 𝑇𝐴𝐴, and their uncertainties for different

centrality bins based on the Glauber Model. The selected results are shown in Table

5.3 below
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Figure 5-8: The nominal (black) and uncertainties band (green) hiHF vs hiBin for
CMS 2018 PbPb dataset are shown above.

Table 5.3: A summary table of the total number of MB events vs centrality is shown
below. The uncertainties are represented in terms of percentage in the parenthesis.

Centrality ⟨𝑁𝑝𝑎𝑟𝑡⟩ ⟨𝑁𝑐𝑜𝑙𝑙⟩ ⟨𝑇𝐴𝐴⟩
0-30% 269.1 (0.39%) 1042 (2.0%) 15.42 (2.0%)
30-90% 54.45 (1.5%) 115.2 (3.6%) 1.704 (3.6%)
0-90% 126.0 (0.67%) 424.1(2.2%) 6.274 (2.2%)

The global observables 𝑁𝑀𝐵, 𝑁𝑝𝑎𝑟𝑡, 𝑁𝑐𝑜𝑙𝑙, and 𝑇𝐴𝐴 will be used as input for our

B-meson analysis.

5.4.4 Event Multiplicity

Aside from 𝑁𝑀𝐵, 𝑁𝑝𝑎𝑟𝑡, 𝑁𝑐𝑜𝑙𝑙, and 𝑇𝐴𝐴, event multiplicity is also an event observable.

We count the number of tracks in each event with some track quality selections and

use it to interpret the event multiplicity, which characterizes the event activity. The

following is the selection criteria for

Nevertheless, the event multiplicity is not used in PbPb analysis. It will be used

in 𝑝𝑝 analysis to study the 𝐵0
𝑠/𝐵

+ ratio as a function of event multiplicity in 𝑝𝑝

collisions.
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5.5 B-meson Reconstruction

Now we look into each event of the PbPb dimuon dataset. It turns out that there

is no PU in any event. Therefore, only one primary vertex for each event. We

can then reconstruct the B-meson candidates according to the final state muons and

kaons tracks. In CMS, a dedicated software named “Bfinder ” is developed to per-

form B-meson reconstruction. Figure 5-9 and Figure 5-10 show the workflow to fully

reconstruct Bfinder for 𝐵0
𝑠 and 𝐵+ respectfully.

Figure 5-9: The schematic block diagram of the full reconstruction workflows for 𝐵0
𝑠

via the decay channel of 𝐵0
𝑠 → 𝐽/𝜓𝜑→ 𝜇+𝜇−𝐾+𝐾− in the Bfinder is shown above.

Here, we should note that since we do not have hadronic PID for the kaons, we

assume the track to be kaons and assume the charged kaon PDG mass to the tracks [4]

to the tracks. Also, the invariant mass of the muon pair is constrained to the nominal

𝐽/𝜓 meson PDG mass (𝑚𝐽/𝜓 = 3.096916 GeV/c2) [4] instead of a distribution of the

dimuon mass 𝑚𝜇𝜇. The output file format of Bfinder is an Ntuple. Finally, we do not

distinguish particles and anti-particles during the B-meson reconstruction. Therefore,
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Figure 5-10: The schematic block diagram of the full reconstruction workflows for 𝐵+

via the decay channel of 𝐵+ → 𝐽/𝜓𝐾+ → 𝜇+𝜇−𝐾+ in the Bfinder is shown above.

both 𝐵0
𝑠 and 𝐵0

𝑠 as well as 𝐵+ and 𝐵− are reconstructed. Here, for simplicity, we

only mention the 𝐵0
𝑠 and 𝐵+ throughout the thesis. Each event will have multiple

B-meson candidates 5-11.

Their information, including invariant mass, 𝑝𝑇 , and 𝑦 as well as their daughter

particles kinematics such as 𝑝𝑇 and 𝜂, is saved as a form of vector in each event. In

this thesis, we use B-meson Ntuples to perform our analysis.

5.5.1 Event Selections

To ensure the quality of inelastic hadronic collisions events for B-meson reconstruct,

we apply the following selections

∙ At least one reconstructed primary interaction vertex, formed by two or more

tracks

∙ The longitudinal distance from the center of the nominal interaction region of

less than 15 cm along the beam axis: |PV𝑧| < 15

∙ Compatible shapes of the clusters in the pixel detector with those expected from

particles produced by a PbPb collision [184]
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Figure 5-11: The number of reconstructed B-meson candidates per event distribution
in the dimuon PbPb dataset for 𝐵0

𝑠 (left) and 𝐵+ (right) are shown above. Multiple
B-meson candidates are reconstructed in one event.

∙ At least two towers in each of the HF detectors with energy deposits of more

than 4GeV per tower

5.5.2 Track Selections

In addition to event selection, we also apply track selections to improve the quality

of the tracks and reject fake tracks. For 𝐵+ we have the following selections

∙ General Tracks passing high purity selection (describe in section 3.4.2)

∙ |𝜂| < 2.4 and 𝑝𝑇 > 1 GeV/c

∙ 𝑝𝑇 momentum resolution: 𝜎𝑝𝑇
𝑝𝑇

< 0.1

∙ At least 10 hits in the pixel + strip tracker layers: 𝑁ℎ𝑖𝑡 > 10

∙ (Track 𝜒2/𝑛𝑑𝑓)/(pixel + strip hits) > 0.18

∙ Vertex probability > 0.05
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For 𝐵0
𝑠 , since we expect it to have a 𝜑 resonance in the decay chain, we require the

mass of the reconstructed dikaon candidate |𝑝𝐾+ + 𝑝𝐾−| = 𝑚𝐾𝐾 to be 0.015 GeV/c2

within the 𝜑 meson PDG mass (𝑚𝜑 = 1.019455 GeV/c2): |𝑚𝐾𝐾−𝑚𝜑| < 0.015 GeV/c2

5.5.3 Muon Selections

The muon candidates are selected according to the hybrid-soft muon selection, devel-

oped for the muon analysis using CMS 2012 7 TeV 𝑝𝑝 data [185]. It is adapted from

the soft-muon ID developed in the BPH group, with two modifications: a) the purity

selection is removed, and b) the muon is required to be also global. This selection will

be updated for the one developed in 2018. The hybrid-soft muon selection includes

the following cuts:

∙ Require to be Global Muon and Tracker Muon (described in section 3.4.3)

∙ At least one good muons

∙ Transverse impact parameter 𝐷𝑥𝑦 < 0.3 cm

∙ Longitudinal impact parameter 𝐷𝑧 < 20 cm

∙ At least 1 muon hits on pixel tracker layers and 5 hits on both the pixel + strip

tracker layers

In addition, a muon acceptance selection to ensure the muon candidate to have a

total efficiency: 𝜖𝜇 > 10%. Table 5.4 shows acceptance cuts, designed by the CMS

muon analysis group, are also applied:

Table 5.4: Summary table of the muon acceptance selection for muon: |𝜂𝜇| as a
function 𝑝𝜇𝑇 .

Centrality ⟨𝑁𝑝𝑎𝑟𝑡⟩ ⟨𝑁𝑐𝑜𝑙𝑙⟩ ⟨𝑇𝐴𝐴⟩
|𝜂𝜇| 0 – 1.2 1.2 – 2.1 2.1 – 2.4

𝑝𝜇𝑇 (GeV/c) > 3.5 > 5.47 - 1.89 𝜂 > 1.5
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Table 5.4 comes from the muon analysis in the 2018 PbPb dataset. Figure 5-12

shows the muon reconstruction, identification, and trigger efficiency as a function of

𝑝𝜇𝑇 and 𝜂𝜇 [186]
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Figure 5-12: The total efficiency, including reconstruction, identification, and trigger,
of a single muon in 2018 PbPb (left) and 2017 𝑝𝑝 (right) are shown above. The black
curve is the 2015 PbPb and 𝑝𝑝 90% muon efficiency boundary while the green curve
is the 2017 𝑝𝑝 and 2018 PbPb 90% muon efficiency boundary. The green boundary
is translated to numerical values in Table 5.4

We should note that there is a discontinuity of the muon acceptance selection at

|𝜂| = 1.2. Aside from the single muon selections, the following selections are applied

to the reconstructed dimuon candidates

∙ Two muons have opposite charges

∙ Two muons are tracker muons

∙ Dimuon invariant mass about 0.15 GeV/c2 near the 𝐽/𝜓 PDG mass (𝑚𝐽/𝜓 =

3.096916 GeV/c2): |𝑚𝜇𝜇 −𝑚𝐽/𝜓| < 0.15 GeV/c2

∙ One muon is L2 muon and the other one is L3 muon (described in section 2.25)

∙ Probability of the two muon tracks to originate from the same decay vertex >

1%
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In addition, a B-meson invariant mass window of 4 < 𝑚𝐵 < 6 GeV/c2 is applied

since the 𝐵0
𝑠 mass is 𝑚𝐵0

𝑠
= 5.367 GeV/c2 and the 𝐵0

𝑠 mass is 𝑚𝐵+ = 5,279 GeV/c2 [4].

Anything far away from the mass window should not be considered. After applying

all these preliminary selections to improve the quality of our dataset for the analysis,

we are ready to perform cut optimization to further reject background candidates

based on the decay topology of the 𝐵0
𝑠 and 𝐵+ decay chains.

5.6 Cut Optimization

Given the high combinatorial background, particularly in PbPb collision where we

have thousands of tracks per event [187], it is not possible to observe B-meson res-

onance by simply applying the preselection presented in the previous section. Fig-

ure 5-13 shows the invariant mass distribution of fully reconstructed 𝐵0
𝑠 and 𝐵+ at

7 < 𝑝𝑇 < 50 GeV/c after the event, track, and muon selections.
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Figure 5-13: The invariant mass distributions of fully reconstructed 𝐵0
𝑠 (left) and 𝐵+

(right) after preselection are shown above.

No B-meson signal is observed in the data. Therefore, aside from the preselections,

a multivariate analysis (MVA) approach [188] is thus conducted in order to develop an

optimal selection to separate signal B mesons from the background and reconstruct
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a significant resonance in the invariant mass distribution in the data. The fitting

performance is further related to both the amount of signal and background presented

in the mass spectrum.

5.6.1 Topological Variables

By an MVA analysis, one can then find the proper selection criteria which is optimized

for this purpose. Several variables related to kaon tracks and B mesons decay topology

are applied in order to reduce the combinatorial background that arises from a random

combination of tracks and muons. The topological variables used in B-meson analyses

to be optimized by are listed as follows:

Topological Variables for 𝐵0
𝑠 :

∙ Kaon track 𝑝𝑇

∙ Kaon track transverse distance to closest approach (DCA) significance: 𝐷𝐶𝐴𝑥𝑦/𝜎𝐷𝐶𝐴𝑥𝑦

∙ Kaon track longitudinal distance to closest approach (DCA) significance: 𝐷𝐶𝐴𝑧/𝜎𝐷𝐶𝐴𝑧

∙ Dikaon invariant mass distance to the 𝜑 meson PDG mass: |𝑚𝐾𝐾 −𝑚𝜑|

∙ The 𝐵0
𝑠 meson decay length [or the distance between primary vertex (PV) and

secondary vertex (SV)] significance: |�⃗�(𝑆𝑉,𝐷𝑉 )|/|𝜎�⃗�(𝑆𝑉,𝐷𝑉 )|

∙ The open angle between the B-meson decay length vector and its three momen-

tum: 𝛼 : cos(𝛼) = �⃗�(𝑆𝑉,𝐷𝑉 )·𝑝
|�⃗�(𝑆𝑉,𝐷𝑉 )||𝑝|

∙ The cosine angle of the opening angle in the transverse direction: 𝜃𝐵 : cos(𝜃𝐵) =
⃗𝐷(𝑆𝑉,𝐷𝑉 )𝑥𝑦 ·𝑝𝑇

| ⃗𝐷(𝑆𝑉,𝐷𝑉 )𝑥𝑦 ||𝑝𝑇 |

∙ Vertex fitting probability: the 𝜒2 value of the vertex fitting

For 𝐵+, we also apply some addition rectangular selections before cut optimization

Topological Variables for 𝐵+:

∙ Kaon track 𝑝𝑇
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∙ Kaon track |𝜂|

∙ Kaon track transverse distance to closest approach (DCA) significance: 𝐷𝐶𝐴𝑥𝑦/𝜎𝐷𝐶𝐴𝑥𝑦

∙ The 𝐵+ meson decay length [or the distance between primary vertex (PV) and

secondary vertex (SV)] significance: |�⃗�(𝑆𝑉,𝐷𝑉 )|/|𝜎�⃗�(𝑆𝑉,𝐷𝑉 )|

∙ The open angle between the B-meson decay length vector and its three momen-

tum: 𝛼 : cos(𝛼) = �⃗�(𝑆𝑉,𝐷𝑉 )·𝑝
|�⃗�(𝑆𝑉,𝐷𝑉 )||𝑝|

∙ The cosine angle of the opening angle in the transverse direction: 𝜃𝐵 : cos(𝜃𝐵) =
⃗𝐷(𝑆𝑉,𝐷𝑉 )𝑥𝑦 ·𝑝𝑇

| ⃗𝐷(𝑆𝑉,𝐷𝑉 )𝑥𝑦 ||𝑝𝑇 |

∙ Vertex fitting probability: the 𝜒2 value of the vertex fitting

Figure 5-14 and 5-15 show the definition of topological variables of 𝐵0
𝑠 and 𝐵+

decay chains respectfully

Figure 5-14: The definition of topological variables in the decay of 𝐵0
𝑠 → 𝐽/𝜓𝜑 →

𝜇+𝜇−𝐾+𝐾− (left) are schematically shown above.
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Figure 5-15: The definition of topological variables in the decay of 𝐵+ → 𝐽/𝜓𝐾+ →
𝜇+𝜇−𝐾+ are schematically shown above.

These topological variables will become the inputs to the multivariate analysis to

optimize the signal significance.

5.6.2 Multivariate Analysis

In statistics, many data analysis techniques only focus on one or two variables individ-

ually. Multivariate analysis (MVA) analyzes more than two variables simultaneously

to improve the data analysis. Figure 5-16 shows schematically the advantages of MVA

to traditional statistical techniques in data analysis to separate the signal from the

background with two variables.

We can see that in multivariate analysis, an MVA value as a function of two

independent variables 𝑥 and 𝑦: 𝑀𝑉𝐴 = 𝑓(𝑥, 𝑦) is able to select signal out from

the background with higher purity (larger S/B ratio) than the rectangular selection

function 𝑥1 < 𝑥 < 𝑥2 and 𝑦1 < 𝑦 < 𝑦2. Table 5.5 shows the performance of MVA and

traditional rectangular selections

173



Mixture of Signal and Backrgound

x
60− 40− 20− 0 20 40 60

y

60−

40−

20−

0

20

40

60

80
Signal
Background

Rectangular Selection

Mixture of Signal and Backrgound

x
60− 40− 20− 0 20 40 60

y

60−

40−

20−

0

20

40

60

80
Signal
Background

MVA Function

Mixture of Signal and Backrgound

Figure 5-16: The performance of traditional rectangular selection with a range of 𝑥
and 𝑦 (left) compared to the MVA method of a curve as a function of X and Y (right)
are shown above. Here, we have the total signal S = 215 and the background B =
1000.

Table 5.5: The numerical values of comparison between the traditional rectangular
selections and MVA.

Analysis Techniques S B S/B
Rectangular 174 135 1.29

MVA 215 114 1.89

5.6.3 Machine Learning Techniques

Machine learning, as a branch of artificial intelligence, is the science that gets com-

puters to learn what human beings do. It is an automating data analysis method for

the model building to solve practical problems. Figure 5-17 demonstrates the data

analysis problems including classification, regression, and clustering, where machine

learning could be applied.

In this analysis, our goal is to separate B-meson signal out of the background.

Therefore, it is a classification problem. Therefore, machine learning can be a pow-

erful tool to solve our problems. We apply supervised machine learning to train the

computer and let them find the optimal selections for B-meson analyses.
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Figure 5-17: The solutions to classification, regression, and clustering problems with
supervised and unsupervised machine learning approaches are shown schematically
above.

5.6.4 Terminologies

The following list explains the technical jargon of machine learning techniques along

with MVA that may be mentioned later in this thesis:

∙ Training samples: the input samples including both background and signal

to train the computer. In this thesis, we use the B mesons candidates coming

from our chosen B-meson decay channels (GEN Matched) in MC as the signal

input and the B mesons candidates from the invariant mass sideband region

with a distance of greater than 0.2 GeV/c2 to the PDG mass of B mesons as

background input to the TMVA

∙ Testing samples: the samples including both background and signal going to

be tested with the output from the training. The testing sample should not be

the same as the training sample.

∙ Correlation matrix: the linear correlation between the input variables for

training

∙ ROC curve: the curve of signal efficiency as a function of the background

rejection (= 1 − background efficiency) for a given MVA value. Here the effi-

ciency is defined as: efficiency = the number of candidates with the given MVA

cut/ number of candidates without the MVA cut.
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∙ Overtraining: A Kolmogorov-Smirnov test [189] to compare the shape of the

MVA distributions of training and test samples. It returns probabilities for both

signal and background between 0 and 1. The closer to 0, the poor the matching,

the more the overtraining will be.

Figure 5-18 shows the definition of signal and background regions in 𝐵0
𝑠 and 𝐵+

invariant mass plot.

Figure 5-18: The definitions of signal (red band) and background region (blue band)
in the fully reconstructed B-meson invariant distribution for 𝐵0

𝑠 (left) and 𝐵+ (right)
are shown above.

The signal region is |𝑚𝐵 − 𝑚𝑃𝐷𝐺
𝐵 | < 0.08 GeV/c and the background region is

0.20 < |𝑚𝐵 −𝑚𝑃𝐷𝐺
𝐵 | < 0.30 GeV/c2 for 𝐵0

𝑠 and 0.15 < |𝑚𝐵 −𝑚𝑃𝐷𝐺
𝐵 | < 0.25 GeV/c2

for 𝐵+.

5.6.5 Boosted Decision Tree Algorithm

Nowadays, machining learning has become sophisticated. There are many well devel-

oped machining learning algorithms such as Rectangular Cut (CutsSA) Linear Dis-

criminant (LD), Boosted Decision Tree (BDT), neutral network feed-forward Multi-

layer Perceptrons with recommended ANN with BFGS training method and bayesian
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regulator (MLPBNN), and Deep Learning in the market. Here, I will give a brief

introduction about the BDT algorithm in terms of Boosted and Decision Tree

Boosted: Boosted here refers to the “boosting” factor 𝛼 in the hypothesis function

to let the machine learn and correctly model the actual curve [190]. According to

supervised machine learning, in order to use the boosting method, we first assign

an ensemble of many weak learners to create a strong learner. The idea of boosting

is to keep reweighing the function to enhance the classification and regression and

performance by applying an MVA algorithm subsequently to the reweighed version

of the training data in a sequential matter. Eventually, the hypothesis will converge

a function that can describe the actual data. Figure 5-19 below shows schematically

the boosting scheme

Figure 5-19: The schematic illustration of boosting procedures in machine learning is
shown above.

Decision Tree: A decision tree, sometimes called a regression tree, is a binary

decision support tool using a tree-like model of decisions and list their possible conse-

quences. Starting from a sample to analyze, it sets up criteria for selections to decide

the likelihood of signal and background based on the pure signal and background

input samples. Then, it makes binary decisions (Yes/No), in each branch to select

a subset of samples out of the current sample, can be sequentially or in parallel. It
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will then iterate multiple times until the subsamples are considered as signal or back-

ground. In TMVA machinery, the number of iteration is called NTree. Figure 5-20 is

a schematic demonstration of a decision tree with NTree = 4

Background Signal 

Sample 

Criteria	  1 
Pass Not	  Pass 

Criteria	  2 

Sub	  
Sample B 

Sub	  
Sample 

Pass Not	  Pass 

B S 

Criteria	  3 

Pass 
Not	  Pass 

B S 

Criteria	  4 

Pass Not	  Pass 

Sub	  
Sample 

Figure 5-20: The schematic block diagram of a binary decision tree with NTree = 4
to separate signal and background in a training sample.

In general, the performance of BDT will improve as NTree become larger. How-

ever, we should note that normally NTree is required to be smaller than the sample

statistics. Otherwise, overtraining may occur and could induce biases in the data

analysis. We should note that the BDT score range from -1 to 1.

5.6.6 TMVA Training

To perform machine learning, I use the Toolkit for Multivariate Data Analysis with

ROOT (TMVA) [191], a dedicated ROOT base machine learning software framework

on C++ programing language, to train the computer to find the optimal MVA value

as a function of the topological variables in our B-meson analyses. We propose to
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optimize 𝐵0
𝑠 in the 𝑝𝑇 binning of [7, 10, 15, 20, 50] GeV/c and 𝐵+ in the 𝑝𝑇 binning

of [5, 7, 10, 15, 20, 30, 40, 50, 60] individually. The following procedures are carried

out:

Step 1: identify sufficient signal and background samples to train the computer

within TMVA machinery.

Step 2: choose the training algorithms to use. Here, we choose CutsSA, CutsGA,

BDT, MLP, and MLPBNN2 algorithms

Step 3: decide the training parameters for each training algorithm.

Step 4: run the TMVA machinery and generate the performance plots

Step 5: choose the best algorithm according to the performance

5.6.7 Training Performance

After finishing the TMVA training procedure, we are ready to look at the training

performance. First, we the correlation between the input topological variables. Figure

5-21 shows the correlation matrices of 𝐵0
𝑠 and 𝐵+ topological variables for B-meson

10 < 𝑝𝑇 < 15 GeV/c.
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Figure 5-21: The correlation matrices of 𝐵0
𝑠 (left) and 𝐵+ (right) in data at 10 <

𝑝𝑇 < 15 GeV/c are shown above.

We can see that there are no significant correlation among the topological variables
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except for the opening angle 𝛼 and the cosine its transverse projection cos 𝜃, which is

known to be correlated. Therefore, the variable sets we input to the TMVA training

are good.

Next, we compare the overall performance of the algorithms. Figure 5-22 below

shows the ROC curves for 𝐵0
𝑠 TMVA training at 10 < 𝑝𝑇 < 15 GeV/c.
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Figure 5-22: The 𝐵0
𝑠 ROC curves of CutsSA, CutsGA, BDT, MLP, and MLPBNN2

algorithms are shown above.

We should note that the number of trees for BDT here is NTree = 2000. From

Figure 5-22, we can see that BDT has the best performance compared to other al-

gorithms in the given parameter settings. Basically, for a given background rejection

efficiency, the BDT curve has the highest signal efficiency. Or, in order words, the

area of BDT ROC curve is the largest among all other algorithms, demonstrating

that BDT has the best performance among all other machine learning algorithms.

It is closer to the upper right corner, where the best algorithm lies. Therefore, we

decide to use the BDT algorithm to look for the optimal selections in all 𝑝𝑇 bins in

both 𝐵0
𝑠 and 𝐵+ analysis.

Finally, before, implementing the BDT algorithm to the analysis, we also check

the overtraining and make sure that no significant overtraining is observed. Figure

5-23 show the overtraining test for both 𝐵0
𝑠 and 𝐵+ BDT at 10 < 𝑝𝑇 < 15 GeV/c.

According to Figure 5-23, neither signal nor background of 𝐵0
𝑠 and 𝐵+ BDT is

vanishing. Hence, no significant overtraining is observed. The BDT training is valid
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Figure 5-23: The Kolmogorov-Smirnov overtraining tests on the signal (blue) and
background (red) in 𝐵0

𝑠 (left) and 𝐵+ (right) at 10 < 𝑝𝑇 < 15GeV/c are shown on
the right. It looks like they both pass the tests.

to use in the 𝐵0
𝑠 and 𝐵+ analysis.

5.6.8 Working Point Determination

Now with the BDT training results, next step is to choose the BDT selection that can

give us the best analysis results. We decide to use the statistical significance, which

is as follows

𝑆𝑖𝑔 =
𝑆√
𝑆 +𝐵

(5.3)

as the figure of merit. We estimate 𝑆 and 𝐵 for a set of BDT cuts and choose the

BDT scores that return to the maximum statistical significance in each 𝑝𝑇 bin. We

can directly estimate the background 𝐵 according to the data sideband region width

scaled to the signal region band width

𝐵 =
𝑤𝑆
𝑤𝐵

𝑁𝐵𝜖𝐵 (5.4)

To determine the signal 𝑆, we do not directly look at the data. Instead, we use

FONLL cross section [108] shown in 1-34 and the MC to determine the signal 𝑆 as

follows
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𝑆 = 2𝑅2015𝑅𝑒𝑓
𝐴𝐴 𝐿𝜎𝑝𝑝→𝑏�̄�

𝐹𝑂𝑁𝐿𝐿𝜖𝑝𝑟𝑒𝜖𝑆𝑓(𝑏→ 𝐵)𝐵𝑅 (5.5)

We know that since 𝐵+ is more abundantly produced with large reconstructed

efficiency since it has only one kaon track compared to 𝐵0
𝑠 . Therefore, the 𝐵0

𝑠 signal

statistics is more limited. Table 5.6 summarizes our calculations of 𝐵0
𝑠 𝑆, 𝐵, and

𝑆/𝐵 after the event, track, and muon pre-selections.

Table 5.6: The summary table signal and background estimation of 𝐵0
𝑠 in each 𝑝𝑇

and centrality bin in the analysis.

Centrality (%) 𝐵0
𝑠 𝑝𝑇 (GeV/c) Signal (𝑆) Background (𝐵) 𝑆/𝐵 Ratio

0 – 90 7 – 10 12 24234 0.000495
0 – 90 10 – 15 47 14230 0.00330
0 – 90 15 – 20 24 2457 0.00977
0 – 90 20 – 50 25 698 0.0358
0 – 30 10 – 50 64 16697 0.00383
30 – 90 10 – 50 32 688 0.0465
0 – 90 10 – 50 96 17385 0.00552

Now, we scan through a series of BDT values from -1 to 1 and compute their

corresponding statistical significance. Figure 5-24 shows the statistical significance as

a function of BDT for 𝐵0
𝑠 and 𝐵+ at 10 < 𝑝𝑇 < 15 GeV/c

For 𝐵0
𝑠 Our optimal selection returns us with an S = 38 and B = 5, which has a

remarkable background-to-signal rejection of more than 103 : 1.

Table 5.11 and 5.8 document the optimal BDT selections maximizing the statis-

tical significance in each 𝑝𝑇 bin for 𝐵0
𝑠 and 𝐵+ respectfully.

Table 5.7: The summary of optimal BDT selection maximizing the 𝐵0
𝑠 statistical

significance.

𝐵0
𝑠 𝑝𝑇 (GeV/c) 5 – 10 10 – 15 15 – 20 20 – 50

BDT Cut Values > 0.32 0.29 0.35 0.33
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Figure 5-24: The significance: 𝑆𝑖𝑔 = 𝑆√
𝑆+𝐵

as a function of BDT in 𝐵0
𝑠 at 10 < 𝑝𝑇 <

15 GeV/c are shown above. We can see that 𝐵0
𝑠 BDT peaks near 0.32 while 𝐵+ peaks

near 0.09.

Table 5.8: The comparison of the traditional rectangular selections to MVA for Figure
5-16.

𝐵+ 𝑝𝑇 (GeV/c) 5 – 7 7 – 10 10 – 15 15 – 20 20 – 30 30 – 40 40 – 50 50 – 60
BDT Cut Values > 0.02 0.03 0.09 0.07 0.10 0.16 0.20 0.27

5.6.9 Optimal Selection Performance

To check the performance BDT selections, we look at the dimuon and dikaon invariant

mass distributions to see if 𝐽/𝜓 and 𝜑 resonance are observed. Figure 5-25 shows the

after applying the selections

We can see clear 𝐽/𝜓 and 𝜑 peaks after applying the selections in both data and

MC, which suggests that our selections are reasonable. Now we can also look at the

invariant mass distributions of 𝐵0
𝑠 and 𝐵+ in Figure 5-26

Again, we can see very clear signals after the optimal BDT selections in both 𝐵0
𝑠

and 𝐵+ invariant mass distributions. Now we are ready to study its background and

signal before extracting the raw yield for B-meson cross section measurement.
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Figure 5-25: The 𝐽/𝜓 (left) and 𝜑 (right) meson mass distributions after applying
BDT > 0 for MC (top) and data (low) in 𝐵0

𝑠 analysis are shown above.

5.7 Background Studies

5.7.1 Overview

The production of 𝐽/𝜓 mesons occurs in three ways. The prompt 𝐽/𝜓 produced di-

rectly in the proton-proton collision or indirectly via the decay of heavier charmonium

states, and non-prompt 𝐽/𝜓 from the decay of a b hadron. Non-prompt 𝐽/𝜓 lead to a

measurement of the b-hadron cross section. According to PDG, so far physicists have

observed thousands of known decay modes of b hadrons [4]. Without hadronic PID,

we can envision that potential background feed-down sources are coming from other

B-meson decays in the B-meson invariant mass spectrum. For instance, the decay of
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Figure 5-26: The 𝐵0
𝑠 (left) and 𝐵+ (right) invariant mass distributions after applying

optimal BDT selections from 10 < 𝑝𝑇 < 50 GeV/c in data are shown above.

𝐵0 → 𝐽/𝜓𝐾*0(892) → 𝜇+𝜇−𝐾𝜋 could contribute to the 𝐵0
𝑠 → 𝐽/𝜓𝜑→ 𝜇+𝜇−𝐾+𝐾−

due to misidentification of 𝜋 to 𝐾. We call such background as “non-prompt (NP)

background”, to distinguish them from the combinatorial background due to random

combinations of decay daughters when reconstructing B mesons. NP background

generally forms a peaking structure in the region of interests. A dedicated inclusive

NP 𝐽/𝜓 from b hadron decay MC is simulated to determine the NP background com-

ponent near our B-meson invariant mass region. We then classify each reconstructed

B-meson candidate by their GEN-level particle, e.g. whether it is coming from a 𝐵0,

𝐵+, or other decays that fall into the B-meson reconstruction workflow, in order to

measure their individual contribution to the peaking structure.

5.7.2 Individual Channel NP Background Studies

Many small contributions form peaking background structure. We can not identify

each of them individually but most of the contributed ones are determined. Below is

a list of example processes that compose the majority of the peaking background:

∙ Case 1: 𝑋 → 𝐽/𝜓𝜋−𝐾+, here pion is mis-identified as kaon
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∙ Case 2: 𝐵0
𝑠 → 𝐽/𝜓𝐾+𝐾−, in which both Kaons are not coming from the decay

of an intermediate 𝜑 meson resonance.

∙ Case 3: 𝐵+ → 𝐽/𝜓𝐾+, (added extra 𝐾−)

∙ Case 4: 𝑋 → 𝐽/𝜓𝜋+𝜋−, pions mis-identified as Kaons.

∙ Case 5: 𝐵0
𝑠 → 𝐽/𝜓𝐾+𝐾−𝑋

∙ Case 6: 𝐵0
𝑠 → 𝐽/𝜓𝜑𝜋𝜋

∙ Case 7: 𝐵0 → 𝐽/𝜓𝐾*0

Figure 5-27 shows the contribution of the determined channels with respect to the

total background after applying optimal cuts for PbPb for 10 < 𝑝𝑇 < 15 GeV/c, 10

< 𝑝𝑇 < 20 GeV/c, 20 < 𝑝𝑇 < 50 GeV/c, as well as the inclusive 10 < 𝑝𝑇 < 50 GeV/c.

The peak at the 𝐵0
𝑠 signal region has been investigated and found out that mostly

contributed channels are 𝐵0 → 𝐽/𝜓𝐾*0(892) in grey color and 𝐵0
𝑠 → 𝐽/𝜓𝐾+𝐾− in

black color.

Figure 5-28 also includes the signal component in the distribution. We can see

that the non-prompt background is insignificant compared to the total inclusive

background and the inclusive background is low comparing to the 𝐵𝑠 → 𝐽/𝜓𝜑 →

𝐽/𝜓𝐾+𝐾− signal in our studies.

5.7.3 B-meson contribution of NP Background to 𝐵0
𝑠

From the non-prompt background studies above, we can see that there are many

small contributions. Those small components together summed up constructing a

large background and we can not identify all of them individually. Under this cir-

cumstances, another definition of individual component is used. The new definition

of the NP background components are listed below;

∙ Case 1: 𝐵+ → 𝐽/𝜓𝑋, all contributions from B+

∙ Case 2: 𝐵0
𝑠 → 𝐽/𝜓𝑋 , all contributions from 𝐵0

𝑠
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Figure 5-27: Individual NP background contributions with respect to the total back-
ground components for 10 to 15 GeV (top left), 15 to 20 GeV (top right), 20 to 50 GeV
(bottom left), and 10 to 50 GeV (bottom right) for PbPb sample. We can see that
the non-prompt background from all channels listed above is negligible compared to
the inclusive background. Also, no peak near the 𝐵0

𝑠 resonance is observed when the
inclusive background subtracts the 𝐵0 → 𝐽/𝜓𝐾*0 and 𝐵𝑠 → 𝐽/𝜓𝐾+𝐾− components.

∙ Case 3: 𝐵0 → 𝐽/𝜓𝑋, all contributions from 𝐵0

∙ Case 4: Other contributions

In Figure 5-29 the signal region is dominated by the 𝐵0, 𝐵+, and 𝐵0
𝑠 decays while

the other channels are contributed on the left side of the mass spectrum. For both

𝑝𝑝 and PbPb data, the 𝐵0
𝑠 to 𝐽/𝜓 + X (orange region) makes a big contribution.

The conclusion is that the NP peaking background contribution to the 𝐵0
𝑠 is
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Figure 5-28: Individual Non Prompt background contributions with respect to the
total background components and the signal channel for 10 to 15 GeV (top left), 15
to 20 GeV (top right), 20 to 50 GeV (bottom left), and 10 to 50 GeV (bottom right)
for PbPb sample. We can see that the inclusive background is small compared to the
signal we used in our studies.

negligible due to the 𝐾*0(892) veto cut: |𝑚𝐾𝐾 −𝑚𝜑| < 0.015 GeV/c2. We estimate

that it may only contribute around 4% uncertainties to the signal yield, which is

negligible compared to the statistical uncertainties of the 𝐵0
𝑠 signal, which is on the

order of 10%. Hence, there is no need to develop a specific function to model the NP

background component for 𝐵0
𝑠 .
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Figure 5-29: 𝐵+, 𝐵0
𝑠 , 𝐵0 channels make nearly equal contribution in the signal region

for all 𝑝𝑇 bins 10 - 15 GeV/c, 15 - 20 GeV/c, 20 - 50 GeV/c, and 10 - 50 GeV/c.

5.7.4 B-meson contribution of NP Background to 𝐵+

We veto the candidates from the inclusive NP 𝐽/𝜓 MC sample that are matched to

a genuine 𝐵+ signal. The resulting B candidate mass spectrum in the inclusive 𝑝𝑇

range (5-100 GeV/c) is shown in Figure 5-30 for PbPb MC samples.

It is clear that these sources create a peaking structure in the region of Minv <5.20

GeV/c2 as seen in Figure 5-26 after applying the optimal selection. This structure

can be nicely fit with an error function as done previously in B-meson 𝑝𝑝 analyses

[192]. In addition, there is a minor peak on the right shoulder (≈5.34 GeV/c2) of

the nominal signal (≈5.28 GeV/c2), and this can be fitted with a Gaussian function.
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The additional combinatorial background can be fitted with an exponential decay

function. This contribution is absorbed in the total combinatorial background of our

nominal channel of the main analysis. This will be described in detail in Section

4.6. The shape of the NP background model function is used as a template in the fit

extraction procedure.

Further MC studies have been done in order to identify the different channels that

give rise to the non-prompt peaking structure in the 𝐵+ invariant mass spectrum.

Several main processes have been identified as follows:

∙ Case 1: 4-body 𝐵+ decays which occur via resonant decay channels e.g. 𝐵+ →

𝐽/𝜓𝐾*+(892). In these cases, we distinguish the kaons coming from the𝐾*+(892)

decays as coming from a signal 𝐵+ → 𝐽/𝜓 𝐾+ decay.

∙ Case 2: 4-body 𝐵0 decays channels e.g. 𝐵0 → 𝐽/𝜓𝐾*0(892).

∙ Case 3: 𝐵+ → 𝐽/𝜓𝜋+ decays in which we have misidentified the 𝜋+ as a 𝐾+.

The different contributions in PbPb are presented in Fig.5-31. The contribution

from 𝐵+ → 𝐽/𝜓𝜋 clearly forms a peaking structure on the right shoulder of the

nominal decay channel 𝐵+ decay. However, the overall magnitude of this component

is tiny compared to the other two sources, and negligible compared to the nominal

signal. As a consequence, we can barely see the contribution of this peaking structure

in the invariant mass plot of 𝐵+ nominal channel.

The conclusion from these studies is that we need to use a function to model the

NP background component. Its template shape should be determined according to

the 𝐵+ NP MC sample and applied to the data with a scale parameter. According

to our studies, such function is the error function in the left-hand shoulder (low than

the 𝐵+ PDG mass) and a double Gaussian in the 𝐵+ signal region.

5.8 Signal Extraction

Now, equipped with the optimal selection and the NP background studies, we are

ready to extract the signal raw yield from the B-meson invariant distribution and
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Figure 5-30: 𝐵+ candidate mass spectrum obtained in inclusive B-meson MC pro-
duction after vetoing the contribution of genuine 𝐵+ signal candidates in PbPb.
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Figure 5-31: Peaking background contribution from 𝐵+ → 𝐽/𝜓𝜋 and from K resonant
decay channels of 𝐵0 and 𝐵+ in PbPb MC.

measure the cross section. Also, since we see very clear 𝐵0
𝑠 signals, we can estimate

the 𝐵0
𝑠 significances and check if that leads to an observation.

5.8.1 Fitting Models

Raw yields are extracted through extended unbinned maximum likelihood fits the

invariant mass of reconstructed 𝐵0
𝑠 meson candidates, performed using the Roofit

package [193]. The unbinned fit can reduce the potential bias due to the binning

artifact. We develop the probability density function (PDF) to fit to the B-meson
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invariant mass distributions to extract their signal raw yields. In the PDF, the signal

region for both 𝐵0
𝑠 and 𝐵+ are described by Gaussian functions with the same means

but different widths while the combinatorial background is modeled with an expo-

nential decay function. For 𝐵+, an additional error function in the left-hand shoulder

(low than the 𝐵+ PDG mass) and a double Gaussian in the 𝐵+ signal region to fit

NP peaking background due to the b-hadron feed down based on the template fits to

inclusive NP 𝐽/𝜓 MC sample in Section 4.7.

Hence, the generic event likelihood in data is described by the formula below

ℒ(𝑚;𝑁𝑆) = 𝑁𝑆 · (𝛼𝐺(𝑚;𝑀,𝜎1) + (1− 𝛼)𝐺(𝑚;𝑀,𝜎2)) +𝑁𝐵 · 𝐸(𝑚;𝜆𝑚) (5.6)

𝐺(𝑚;𝑀,𝜎) =
1√
2𝜋𝜎

exp− (𝑚−𝑀)2

2𝜎2 (5.7)

𝐸(𝑚;𝜆𝑚) = exp−𝜆𝑚𝑚 (5.8)

Where 𝑚 is the candidate mass (input); 𝑀 and 𝜎𝑖 are the signal mass means

and widths (resolution); 𝐺 and 𝐸 denote respectively Gaussian and Exponential

functions, normalized in the fitting mass window; 𝑁𝑆 denotes the signal raw yield

(the parameter of interest), 𝑁𝐵 is the background yield, while 𝛼 and 𝜆𝑚 are nuisance

parameters (describing the signal fractions and exponential decay slope).

It should note that the main reason for using double Gaussian functions instead

of a single Gaussian is that the reconstructed 𝐵0
𝑠 signal width varies as a function of

B-meson 𝑝𝑇 due to the 𝑝𝑇 dependence of the track 𝑝𝑇 resolution. Figure 5-32 shows

the 𝐵0
𝑠 and 𝐵+ invariant mass width as a function of 𝑝𝑇 in the MC

5.8.2 Raw Yield Extraction

To obtain the signal raw yields and their statistical uncertainties from 𝐵0
𝑠 and 𝐵+

invariant mass distribution, the following fitting procedures are carried out within
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Figure 5-32: The signal 𝐵0
𝑠 (left) and 𝐵+ (right) invariant mass width as a function

of 𝑝𝑇 are shown above.

B-meson invariant mass window 5 < 𝑚 < 6 GeV/c2.

∙ First, a fit is performed, with a double Gaussian function to the MC invariant

mass distribution of the genuine B-meson signals.

∙ For 𝐵+, the shape of the non-prompt background component is obtained using

the dedicated non-prompt 𝐽/𝜓 MC samples.

∙ The fit is performed to the data with the fixed shapes (widths and relative

proportion of the two Gaussians) same with the Gaussians obtained from the

MC fit.

∙ For systematic uncertainty check, add a free parameter (𝑎), which is commonly

multiplied by the widths of the signal Gaussians, serving as a scale factor of the

resolution that parametrizes data and MC signal shape difference. However, in

the nominal fit, this is set to be unity (𝑎 = 1), which means the widths of the

data signal are set to be identical to the ones of the MC signal.

∙ The parameters of the background PDF, the mean of the signal Gaussians are

the free parameters of the fit.
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Figure 5-33 shows the fitting results of 𝐵0
𝑠 in the 𝑝𝑇 range of [7, 10, 15, 20, 50]

GeV/c.
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Figure 5-33: The 𝐵0
𝑠 invariant mass distributions as well as the fits to extract the

signal raw yield 𝑁𝑆 in different 𝑝𝑇 bins are shown above.

Figure 5-34 shows the fitting results of 𝐵0
𝑠 in the centrality range of [0, 30, 90] in

PbPb collisions.

Figure 5-35 shows the fitting results of 𝐵+ in the 𝑝𝑇 range of [7, 10, 15, 20, 50]

GeV/c.

Figure 5-36 shows the fitting results of 𝐵0
𝑠 in the centrality range of [0, 30, 90] in

PbPb collisions.

Table 5.9 and 5.10 below summarize the selected fit parameters and their error
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Figure 5-34: The 𝐵0
𝑠 invariant mass distributions as well as the fits to extract the

signal raw yield 𝑁𝑆 in different centrality bins are shown above.

extracted from the fits of 𝐵0
𝑠 and 𝐵+ respectfully

At a glance, we can see that our fits all look good. In addition to the fits, the pull,

defined as the ratio of the difference between the data and the fit to the statistical

uncertainties of the data, are also shown above in Figure 5-33, Figure 5-34, Figure

5-35, and Figure 5-36. We can see that the pull is basically consistent with 0 with a

2𝜎 fluctuation, which suggests that our fit also looks good. A dedicated closure test

on the fits will be conducted later to further validate our fits.
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Figure 5-35: The 𝐵+ invariant mass distributions as well as the fits to extract the
signal raw yield 𝑁𝑆 in different 𝑝𝑇 bins are shown above.

5.8.3 Signal Significance Estimation

The significance (Z) is calculated through a likelihood method, which follows the

formula below:

𝑍 =

√︂
2 log

𝐿𝑆+𝐵
𝐿𝐵

(5.9)

Here, 𝐿𝑆+𝐵 is the likelihood of each fit and 𝐿𝐵 is the likelihood when the number

of signal 𝑁𝑆 parameter is fixed to 0. Figure 5-37 show the likelihood scan of 𝐵0
𝑠 in 4

𝑝𝑇 bins and 3 centrality bins
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Figure 5-36: The 𝐵+ invariant mass distributions as well as the fits to extract the
signal raw yield 𝑁𝑆 in different centrality bins are shown above.

Table 5.11 summarizes the significance of 𝐵0
𝑠 according to our likelihood estima-

tion.

We can see that 𝐵0
𝑠 mesons have significances of greater than 5𝜎 for all its 𝑝𝑇 and

centrality bins. In fact, this is the first observation of fully reconstructed 𝐵0
𝑠 meson

in nucleus-nucleus collisions with greater than 5𝜎 significance.
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Table 5.9: The summary table of 𝐵0
𝑠 fits results of Gaussian mean, signal raw yield,

and background raw yield as well as their uncertainties.

Centrality (%) 𝐵0
𝑠 𝑝𝑇 (GeV/c) Gaus Mean (GeV/c2) Sig Yield (𝑁𝑆) Bkgd Yield (𝑁𝐵)

0 – 90 7 – 10 5.386 ± 0.007 5.94 ± 2.43 1.06 ± 1.03
0 – 90 10 – 15 5.368 ± 0.003 23.41 ± 5.28 35.59 ± 6.28
0 – 90 15 – 20 5.369 ± 0.002 26.70 ± 5.31 16.33 ± 4.20
0 – 90 20 – 50 5.371 ± 0.003 30.19 ± 5.73 16.82 ± 4.39
0 – 30 10 – 50 5.369 ± 0.002 54.64 ± 7.86 60.35 ± 8.19
30 – 90 10 – 50 5.370 ± 0.003 29.88 ± 5.58 10.13 ± 3.37
0 – 90 10 – 50 5.369 ± 0.002 80.25 ± 9.43 68.74 ± 8.79

Table 5.10: The summary table of 𝐵+ fits results of Gaussian mean, signal raw yield,
and background raw yield as well as their uncertainties.

Centrality (%) 𝐵+ 𝑝𝑇 (GeV/c) Gaus Mean (GeV/c2) Sig Yield (𝑁𝑆) Bkgd Yield (𝑁𝐵)
0 – 90 7 – 10 5.277 ± 0.004 92.33 ± 10.88 7.90 ± 2.33
0 – 90 10 – 15 5.279 ± 0.001 354.6 ± 20.68 39.9 ± 6.28
0 – 90 15 – 20 5.279 ± 0.001 26.70 ± 5.31 16.33 ± 4.20
0 – 90 20 – 50 5.278 ± 0.001 30.19 ± 5.73 16.82 ± 4.39
0 – 30 10 – 50 5.278 ± 0.001 657.7 ± 27.7 53.46 ± 5.28
30 – 90 10 – 50 5.281 ± 0.001 327.0 ± 19.5 19.57 ± 4.69
0 – 90 10 – 50 5.279 ± 0.001 971.6 ± 33.9 74.16 ± 6.91

5.9 B Mesons Candidates MC-Data Comparison

5.9.1 overview

Ideally, if the simulation is impeccable, the RECO distribution in the MC should

match perfectly with the data. Nevertheless, there is always a limitation in the

MC simulation because of the incorrect modeling of physics processes in the genera-

tion side or poor implementation of detector effects on the reconstruction side. The

discrepancy should be quantified as a source of systematic uncertainties. The MC

simulation plays a crucial role in the data analysis and could affect our final results

significantly. In order to compare the consistency between data and MC, we need to

look at the B-meson signal-only candidates. In the MC, we can simply apply GEN
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Figure 5-37: The significance vs signal yield for 𝑝𝑇 bins at 7 – 10, 10 – 15, 15 – 20,
and 20 – 50 GeV/c for 0 - 90% centrality are shown above

Match selection to select all B-meson signal candidates. In the data, we need to re-

ject the background and extract the signal. After that, we compare the normalized

distributions of the data and MC to compare their shapes.

5.9.2 Splot Techniques

To carry out MC-Data comparison studies, the dedicated Splot method is used. It

is a likelihood-based method by which we reweigh the data using the unbinned fit

result. The weights are added to the dataset based on model and yield extraction

variables. Each event has two weights: the probability of belonging to the signal given
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Figure 5-38: The significance vs signal yield for centrality bins in 0 - 30%, 30% - 90%
0 - 90% for 𝑝𝑇 in 10 - 50 GeV/c are shown above

its mass, probability of belonging to the background given its mass. The Splot class

gives us the distributions of our variables for a given species (signal or background).

The advantage of using this method is that we use the full dataset for the comparison

in contrast to the sideband subtraction method where one should select the investi-

gation range of signal and background. Furthermore, we use likelihood to describe

events’ behavior in contrast to the potential misidentification of signal events in the

background region which might occur in the sideband subtraction method.

In order to obtain the Splot weight, we first need to fit the data using a discrim-

inating variable, namely the B-meson candidates invariant mass. This method, like
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Table 5.11: The summary table of 𝐵0
𝑠 likelihood significance for each 𝑝𝑇 and centrality

bin.

Centrality (%) 𝐵0
𝑠 𝑝𝑇 (GeV/c) Likelihood Significance (Z)

0 – 90 7 – 10 5.3
0 – 90 10 – 15 7.9
0 – 90 15 – 20 10
0 – 90 20 – 50 10
0 – 30 10 – 50 14
30 – 90 10 – 50 11
0 – 90 10 – 50 16

the one described in the previous section, assumes the discriminating variable chosen

to be independent of the variables we wish to study. We then use the fit to attribute

to each event two weights: 𝑤𝑆, which corresponds to the probability of it belonging

to the signal, and 𝑤𝐵, which corresponds to the probability of fit belonging to the

background. The weights are qualitatively demonstrated in Figure 5-39.

Figure 5-39: The illustration of Splot techniques via an unbinned fit to 𝐵+ invariant
mass distribution using our fitting model to extract the Splot weights 𝑤𝑆 and 𝑤𝐵 is
shown above.
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5.9.3 Splot Variable Correlation Studies

First, in order to apply Splot to perform Data-MC comparison, we need to confirm our

variables are indeed not correlated to the invariant mass. Therefore, the correlation

matrices for BDT variables vs 𝐵+ invariant mass (Bmass) for data and MC are shown

in Figure 5-41:
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Figure 5-40: The correlation matrices in data (left) and MC (right) of 𝐵0
𝑠 are shown

above.

5.9.4 Splot Results for Data-MC Comparison

No significant correlation between the BDT variables and the invariant mass is ob-

served in either 𝐵0
𝑠 and 𝐵+, which also validates their BDT training. Therefore,

Splot will be applicable to compare data and MC. Here, we focus on BDT values

that are directly used in our signal extraction and related to MC distribution valida-

tion, rather than the variables themselves used in BDT training. In a wide range of

BDT, the two distributions show good agreement. We only focus on the region where

BDT is greater than the working point and is smaller than the maximum value that
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Figure 5-41: The correlation matrices in data (left) and MC (right) of 𝐵+ are shown
above.

candidates have.

From Figure 5-43, the 𝐵+ BDT variables in for all 𝑝𝑇 bins have overall reason-

ably good agreement between Data and MC. Their ratio is near unity with some

fluctuations due to limited statistics. In the systematic section, we will quantify the

discrepancy between Data and MC as a source of systematic uncertainties. For 𝐵0
𝑠 ,

unlike 𝐵+ whose statistics is in general > 100, the total number of signal 𝐵0
𝑠 candi-

dates is < 100, which results in a large error bar shown in Figure 5-42. Nonetheless,

the ratio of Data to MC shape is still near unity within the large uncertainties. Nev-

ertheless, since the events used by 𝐵0
𝑠 and 𝐵+ are essentially the same and their

tracks are very similar, the overall good 𝐵+ Data-MC agreement can provide indirect

validation to 𝐵0
𝑠 . The CMS analysis note AN-19-219 [194] documents more details

on the general description of the Splot method applied to this analysis.
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Figure 5-42: Comparison of 𝐵0
𝑠 BDT distribution in data (red) and MC (green) using

the Splot method.

5.10 Acceptance and Efficiency Correction

5.10.1 Overview

Now, we have clearly seen B-meson signals and extract their signal raw yields 𝑁𝑆 from

their invariant distributions. In the next step, we need to correct the acceptance and

selection efficiency of the B mesons in order to obtain the cross section. The following

procedures define the method we use to determine B mesons acceptance and selection

efficiency with B-meson MC samples:

First, We count the total number of GEN-level B-meson candidates reweighed by

the centrality, PV𝑧, and 𝑝𝑇 as NBGen within the given B-meson rapidity region

|𝑦| < 2.4.

Next, we count the number of generated B-meson candidates passing the following

selections

Muon track selections:
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𝑝𝜇𝑇 > 3.5𝐺𝑒𝑉/𝑐 for |𝜂𝜇| < 1.2

𝑝𝜇𝑇 > (5.47− 1.89× |𝜂𝜇|)𝐺𝑒𝑉/𝑐 for 1.2 ≤ |𝜂𝜇| < 2.1

𝑝𝜇𝑇 > 1.5𝐺𝑒𝑉/𝑐 for 2.1 ≤ |𝜂𝜇| < 2.4

(5.10)

Kaon track selections:

𝑝𝐾𝑇 > 0.9𝐺𝑒𝑉/𝑐

|𝜂𝐾 | < 2.4
(5.11)

We denote those generated B-meson candidates passing selections as NPassAcc.

Finally, we apply all the selections on the GEN-matched RECO B mesons. We

count the reconstructed B-meson candidates passing the selections mentioned in Sec-

tion 4.5 “Muon and 𝐽/𝜓 candidates selections" and the optimal BDT selections in

Table 3 in Section 4.1 and denote the number as NSelPass.

The acceptance is defined by: acceptance = NPassAcc/NBGen.

The selection efficiency is defined by: selection efficiency = NSelPass/NPassAcc.

Here, we denote 𝛼 as the acceptance and 𝜖 as the selection efficiency and

their product, which is 𝛼× 𝜖 = NSelPass/NBGen, is call (total) efficiency.

5.10.2 Tag & Probe Techniques

The previous subsection mentioned the efficiency correct for B-meson using MC sim-

ulations only. However, we know that both 𝐵0
𝑠 and 𝐵+ decay to 𝐽/𝜓. A dedicated

analysis technique called tag & probe is developed to correct the B-meson efficiency

in a data-driven way. The tag-&-probe method uses the scale factor defined as the

ratio of Data/MC for L2 and L3 triggered single muon efficiency tagged from the 𝐽/𝜓

resonance [195]. There are three scale factors: identification (id), tracking (trk), and

trigger (trg). Figure 5-44 shows the workflow for tag-&-probe in B-meson analysis

The total scale factor (SF) of two muons (𝑆𝐹 𝜇𝜇) is given by the following formula
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𝑆𝐹 𝜇𝜇 = 𝑖𝑑𝜇1 × 𝑡𝑟𝑘𝜇1 × 𝑡𝑟𝑔𝜇1 × 𝑖𝑑𝜇2 × 𝑡𝑟𝑘𝜇2 × 𝑡𝑟𝑔𝜇2 (5.12)

It should note that, as mentioned in Section 2.2.5, the dimuon PbPb triggered

datasets consistent with one L2 muon and one L3 muon. In our analysis, the two

muons used to reconstruct B-meson are made of either one L2 muon and one L3

muon (L2, L3) or two L3 muons (L3, L3). The muon type L2 and L3 only affect the

trg SF. In the (L2, L3) case, we simply correct the scale factor according to their

individual scale factor values. However, in the (L3, L3) case, we can treat them as

the combination of (L2, L3) and (L3, L2) by considering one of the muon legs as L2

muon. Then we compute the SF for both cases and take the average of the two SF

as the SF for (L3, L3).

5.10.3 Traditional Efficiency Correction Results

Traditionally, we simply compute the efficiency as a function of binned 𝑝𝑇 and cen-

trality and use it to correct the signal raw yield within the 𝑝𝑇 and centrality bins.

The 𝐵0
𝑠 and 𝐵+ acceptance, selection efficiency, and total efficiency as a function of

𝑝𝑇 and centrality are shown respectfully below in Figure 5-45 and Figure 5-46

5.10.4 Analysis Challenges

Although B-meson 𝑝𝑇 and 𝑦 distributions are reasonably modeled by FONLL in 𝑝𝑝

collisions, the precise B-meson 𝑝𝑇 and 𝑦 distribution shapes are still unknown in

PbPb, which could significantly affect the efficiency determination. In the following,

we demonstrate the generated B-meson kinematics how the unknown shape can affect

the efficiency.

Since we know the efficiency is given by 𝛼 × 𝜖 = NSelPass/NBGen. NBGen

in the simulation could not represent the truth. A weight function 𝑤(𝑥) is defined as

the ratio between the generated B-meson cross section to the cross section of actual

B-meson in PbPb for some kinematic variable 𝑥 as follows
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𝑤(𝑥) =
𝜎𝑀𝐶
𝐵 (𝑥)

𝜎𝑃𝑏𝑃𝑏𝐵 (𝑥)
(5.13)

Therefore, this weight function needs to be applied to both GEN-level 𝐺(𝑥) and

RECO-level 𝑅(𝑥) in order to obtain the correct selection efficiency as a function of B

mesons 𝑝𝑇 .

𝜖𝑐𝑜𝑟𝑟(𝑥) =
⟨𝑅(𝑥)⟩
⟨𝐺(𝑥)⟩

=

∫︀
𝑅(𝑥)𝑤(𝑥)𝑑𝑥∫︀
𝐺(𝑥)𝑤(𝑥)𝑑𝑥

(5.14)

Experimentally, the data are discreet. Therefore, the measurement is done in bins.

Now considering a bin of [𝑥1, 𝑥2], the expression above is written as

𝜖𝑐𝑜𝑟𝑟(𝑥1 < 𝑥 < 𝑥2) =

∫︀ 𝑥2
𝑥1
𝑅(𝑥)𝑤(𝑥)𝑑𝑥∫︀ 𝑥2

𝑥1
𝐺(𝑥)𝑤(𝑥)𝑑𝑥

(5.15)

When 𝑥1 → 𝑥2, we have

𝜖𝑐𝑜𝑟𝑟(𝑥1 < 𝑥 < 𝑥2) =

∫︀ 𝑥2
𝑥1
𝑅(𝑥)𝑤(𝑥)𝑑𝑥∫︀ 𝑥2

𝑥1
𝐺(𝑥)𝑤(𝑥)𝑑𝑥

∼ 𝑅(𝑥)𝑤(𝑥)(𝑥2 − 𝑥1)

𝐺(𝑥)𝑤(𝑥)(𝑥2 − 𝑥1)
=
𝑅(𝑥)

𝐺(𝑥)
= 𝜖(𝑥) (5.16)

We can see that, for any non-trivial 𝑤(𝑥), with very fine bins, the effect of 𝑤(𝑥) is

gone. When we measure B-meson over a large 𝑝𝑇 range, this effect could be significant,

particularly for the 𝐵0
𝑠 mesons where the change of efficiency between 7 – 10 GeV/c

and 10 – 15 GeV/c and the slope of uncertainties on 𝑤(𝑥) both are huge. Hence, in

order to eliminate the uncertainties due to the B-meson kinematics 𝑤(𝑥) on efficiency

correction, we can bin the efficiency finely.

5.10.5 Fiducial Measurement

In fact, to better estimate B-meson efficiency, we should use 2D efficiency maps

as functions of B-meson 𝑝𝑇 and |𝑦|. Figure 5-47 shows reconstructed 𝐵0
𝑠 and 𝐵+

distribution in the MC

For B-meson 𝑝𝑇 below 10 GeV/c, very few B mesons are reconstructed at the
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rapidity region of |𝑦| < 1.5. This is due to the limited acceptance of muons because the

muon tracks at low 𝑝𝑇 cannot reach the muon systems. Hence, a fiducial measurement

is carried out. We only correct B-meson for 𝑝𝑇 < 10 GeV/c to the 1.5 < |𝑦| < 2.4

instead of |𝑦| < 2.4. For 𝑝𝑇 > 10 GeV/c, we still correct them to |𝑦| < 2.4. The

fiducial B-meson measurements will be carried out throughout this thesis.

5.10.6 Finely Binned 2D Efficiency Map

After unknown B-meson kinematics effects on efficiency correction and choosing the

fiducial region for our measurement, we propose to measure the inverse of the to-

tal efficiency: 1
𝛼×𝜖 as a function of 𝑝𝑇 and |𝑦| to correct the B-meson raw yield to

production yield. We implement the following workflow in Figure 5-48 to estimate

⟨ 1
𝛼×𝜖⟩

The 1
𝛼×𝜖 applied with the tag-&-probe SFs as functions of 𝑝𝑇 and |𝑦| for 𝐵0

𝑠 and

𝐵+ are shown on Figure 5-49 and Figure 5-50 respectfully

The 𝑝𝑇 bin width is 0.5 GeV/c from 5 - 10 GeV/c and 1 GeV/c from 10 - 50

GeV/c. The |𝑦| binning is [0, 1.2, 1.8, 2.1, 2.4].

5.10.7 Data-Drive Efficiency Correction

Finally, we propose to correct the efficiency with a data-driven method. We correct

the signal B-meson candidate efficiency. This can be done by looping B-meson data

signal region candidates on the 2D 1
𝛼×𝜖 map according to their 𝑝𝑇 and |𝑦|. Then,

referring to techniques of the published 𝐽/𝜓 analysis [195], we compute the average

of all signal B-meson candidate efficiency: ⟨ 1
𝛼×𝜖⟩ within the 𝑝𝑇 and centrality bins.

Here, we call ⟨ 1
𝛼×𝜖⟩ as the efficiency correction factor. Mathematically, it is written

as

⟨ 1

𝛼× 𝜖
⟩ = 1

𝑁

𝑁∑︁
𝑖=1

1

𝛼𝑖 × 𝜖𝑖
(5.17)

It should note that we will measure ⟨ 1
𝛼×𝜖⟩ instead of 1

⟨𝛼×𝜖⟩ is because ⟨ 1
𝛼×𝜖⟩ has

better closure. A dedicated closure test on this approach will be carried out and the

208



results discussed the Section 4.11.

Also, there are background contaminations even within the signal region. This

could be improved by the Splot method. However, it turns out that the difference in

the efficiency between applying Splot and not applying Splot is very small. We do

not consider using the Splot method in this measurement.

Finally, this method only gives nominal results. The statistical uncertainties turn

out to be correlated with both the data and MC statistics. A dedicated data boot-

strapping approach to estimate the statistical uncertainties of the efficiency correction

factor 1
⟨𝛼×𝜖⟩ will be carried out in Section 4.12.

5.10.8 Results

After applying a data-driven method to compute the efficiency correction factor, we

obtain Figure 5-51 and Figure 5-52 showing ⟨ 1
𝛼×𝜖⟩ as a function 𝑝𝑇 and centrality for

both 𝐵0
𝑠 and 𝐵+.

Table 5.12 and 5.13 summarize the nominal efficiency of 𝐵0
𝑠 and 𝐵+ respectfully

and their upper and lower asymmetric statistical uncertainties obtained from Section

4.12.

Table 5.12: The summary table of 𝐵0
𝑠 efficiency correction factor ⟨ 1

𝛼×𝜖⟩ for each 𝑝𝑇
and centrality bin.

Centrality (%) 𝐵0
𝑠 𝑝𝑇 (GeV/c) ⟨ 1

𝛼×𝜖⟩ ⟨ 1
𝛼×𝜖⟩ Error Up +) ⟨ 1

𝛼×𝜖⟩ Error Down -)
0 – 90 7 – 10 381.5 19.3% 20.3%
0 – 90 10 – 15 75.92 12.4% 12.3%
0 – 90 15 – 20 22.35 6.41% 6.47%
0 – 90 20 – 50 10.63 5.90% 6.20%
0 – 30 10 – 50 45.90 14.9% 14.6%
30 – 90 10 – 50 14.19 10.3% 9.78%
0 – 90 10 – 50 34.90 17.9% 16.3%

At this point, we have all the ingredients to measure the B-meson cross section

and study the physics.
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Table 5.13: The summary table of 𝐵+ efficiency correction factor 1
⟨𝛼×𝜖⟩ for each 𝑝𝑇

and centrality bin.

Centrality (%) 𝐵+ 𝑝𝑇 (GeV/c) ⟨ 1
𝛼×𝜖⟩ ⟨ 1

𝛼×𝜖⟩ Error Up +) ⟨ 1
𝛼×𝜖⟩ Error Down -)

0 – 90 7 – 10 105.9 15.8% 15.1%
0 – 90 10 – 15 37.55 4.10% 7.95%
0 – 90 15 – 20 10.94 6.54% 6.50%
0 – 90 20 – 50 5.932 6.90% 5.26%
0 – 30 10 – 50 21.67 5.81% 5.54%
30 – 90 10 – 50 12.28 6.71% 7.06%
0 – 90 10 – 50 19.23 5.06% 4.54%

5.11 Cross Section Measurement

The goal is this thesis is to measure the cross section of B-meson in PbPb collisions

as functions of B mesons 𝑝𝑇 and PbPb collision event centrality. Here, in high-energy

heavy-ion physics, cross section really means production yield.

In terms of B mesons 𝑝𝑇 , the cross section is defined mathematically as follows:

1

𝑇𝐴𝐴

𝑑𝑁

𝑑𝑝𝑇
=

1

𝑇𝐴𝐴

1

2

1

Δ𝑝𝑇

1

𝑁𝑀𝐵𝐵𝑅
𝑁𝑆⟨

1

𝛼× 𝜖
⟩ (5.18)

In terms of PbPb collision event centrality, the cross section is defined as mathe-

matically as follows:

1

𝑇𝐴𝐴
𝑁 =

1

𝑇𝐴𝐴

1

2

1

𝑁𝑀𝐵𝐵𝑅
𝑁𝑆⟨

1

𝛼× 𝜖
⟩ (5.19)

The definitions of the variables above are shown below:

∙ 𝑁 : B-meson production yield

∙ 𝑇𝐴𝐴: nuclear overlapping function - here is for spherical nucleus 208
82 Pb

∙ 𝑁𝑀𝐵: number of minimum biased events corresponding to the dimuon PbPb

datasets

∙ 1
2
: divide by 2 for the purpose of normalizing particle and antiparticle
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∙ 𝐵𝑅: B-meson decay branching ratio

∙ Δ𝑝𝑇 : B-meson transverse momentum bin width

∙ 𝑁𝑆: signal raw yield

∙ ⟨ 1
𝛼×𝜖⟩: the data-drive efficiency correction factor

It should be pointed out that we aim at measuring the 𝑝𝑇 differential cross section

as a function B mesons 𝑝𝑇 while as we plan to present the 𝑝𝑇 integrated cross section

as a function of event centrality in this thesis. Before presenting our final results

of the cross section measurement, we need to validate our signal raw yield 𝑁𝑆 and

efficiency correction factor ⟨ 1
𝛼×𝜖⟩ measurements and estimate the correct statistical

and systematic uncertainties of the B-meson measurements.

5.12 Validation Tests

Before presenting the final results, some more validation tests need to complete to

ensure our results are unbiased.

5.12.1 Mass Scraping Test

From Figure 5-40, we see that the BDT variables are essentially uncorrelated to the

𝐵0
𝑠 invariant mass. However, uncorrelation is not equivalent to independence. We

need to make sure that in the BDT training procedure, no significant invariant mass

dependence is introduced. This effect is called the mass scraping effect. Therefore, we

propose the following tests to explicitly quantify the 𝐵0
𝑠 BDT variables dependence

on the 𝐵0
𝑠 invariant mass.

∙ We look at the BDT shape in different 𝐵0
𝑠 data invariant mass sideband regions

(both left- and right-hand side) that are far away from the 𝐵0
𝑠 PDG mass.

∙ Then we take the ratio from other BDT shape with respect to one sideband to

produce the ratio as a function of the BDT in different invariant mass regions
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∙ We fit the BDT shapes with a linear function, which is treated as a weight as a

function of the BDT: 𝑤(𝐵𝐷𝑇 )

∙ We apply the weight 𝑤(𝐵𝐷𝑇 ) to 𝐵0
𝑠 candidate and plot their invariant mass

distribution with the weight

∙ We fit the 𝑤(𝐵𝐷𝑇 ) weighed invariant mass distribution and extracted the

𝑤(𝐵𝐷𝑇 ) weighed yield 𝑁𝑤
𝑆

∙ We count the total number of candidates in both 𝑤(𝐵𝐷𝑇 ) unweighed and

weighed case 𝑁 and 𝑁𝑤

∙ We compute the percent difference 𝛿 from the rescaled 𝑤(𝐵𝐷𝑇 ) 𝐵0
𝑠 signal raw

yield 𝑁
𝑁𝑤𝑁

𝑤
𝑆 to the unweighed nominal 𝐵0

𝑠 signal raw yield 𝑁𝑆

𝛿 =
𝑁
𝑁𝑤𝑁

𝑤
𝑆 −𝑁𝑆

𝑁𝑆

× 100% (5.20)

Table 5.14 shows the nominal and linearly weighted rescaled signal raw yield and

the percent deviation of the variated signal raw yield from nominal raw yield for each

𝑝𝑇 and centrality bin.

Table 5.14: The summary table of BDT vs mass dependence systematics on the
background yields from the fits in different 𝑝𝑇 and centrality bins are shown below.

Centrality 𝑝𝑇 (GeV/c) 𝑁
𝑁𝑤𝑁

𝑤
𝑆 𝑁𝑠 Percent Deviation (𝛿)

0 - 90% 7 - 10 6.831 6.787 0.64%
0 - 90% 10 - 15 27.14 27.23 0.33%
0 - 90% 15 - 20 26.69 26.78 0.34%
0 - 90% 20 - 50 31.26 31.41 0.48%
0 - 30% 10 - 50 59.25 60.19 1.59%
30 - 90% 10 - 50 29.88 30.04 0.20%
0 - 90% 10 - 50 84.95 86.07 0.14%

We can see the mass scraping effect of 𝐵0
𝑠 is less than 2%, which is negligible.

This fully validates that our B-meson BDT variables have little to no dependence on

B-meson invariant mass.
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5.12.2 Raw Yield Closure

In addition, we test the closure of the unbinned fits to extract signal raw yields and

make sure they are good. 5000 MC toy samples are generated according to the mean

and uncertainties of the B-meson invariant distributions. Then, each sample is fitted

with our models and produces a signal raw yield value, error, and pull. The pull of

a fit parameter is related to its value 𝑝𝑖 and the error 𝜎𝑝𝑖 and the mean of the total

dataset 𝑝 as follows:

𝑃𝑢𝑙𝑙 =
𝑝𝑖 − 𝑝

𝜎𝑝𝑖
(5.21)

Finally, we plot the pull distribution of all 5000 samples and perform the Gaussian

fits to the pull distribution to obtain the mean and width. We expect the Gaussian

to have a mean 𝜇 = 0 and the width 𝜎 = 1, which is called a unit pull. Figure 5-53,

5-54, 5-55 and 5-56 show the pull distributions and the Gaussian fits for 𝐵0
𝑠 and 𝐵+

signal raw yield parameter 𝑁𝑆 for each 𝑝𝑇 and centrality bin respectfully

According to the results of the fits, all pulls appear to be unit pulls. This validates

the closure of our fits and confirms our signal raw yield 𝑁𝑆 has the correct mean and

error yield.

5.12.3 Efficiency Closure

Next, after validating the fit closure for B-meson signal raw yield extraction, we

also need to validate the efficiency correction approach to explicitly show that the

efficiency correction factor ⟨ 1
𝛼×𝜖⟩ are indeed consistent with the truth efficiency to

avoid potential bias. To make the analysis simple, we use 𝑝𝑇 = 5 the MC sample.

Here, we consider both cases. The high statistics case: one whole 𝑝𝑇 = 5 MC sample.

The low statistics case: 2000 split data-like 𝑝𝑇 = 5 MC samples same as the raw

yield fit studies. In both cases, we use the same 2D 1
𝛼×𝜖 efficiency correction map

without tag-&-probe weights from the input MC sample. We compare the ⟨ 1
𝛼×𝜖⟩

to the expected value, which is the total number of generated 𝐵𝑠/total number of

reconstructed B mesons. Then we compute the
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%𝐷𝑒𝑣 =
⟨ 1
𝛼×𝜖⟩ −𝐺𝐸𝑁/𝑅𝐸𝐶𝑂𝑡𝑟𝑢𝑡ℎ

𝐺𝐸𝑁/𝑅𝐸𝐶𝑂𝑡𝑟𝑢𝑡ℎ

(5.22)

to quantify the potential bias of the efficiency correction factor ⟨ 1
𝛼×𝜖⟩ in the anal-

ysis.

High Statistics Limit

The efficiency closure test results in high statistics limit of 𝐵0
𝑠 and 𝐵+ are sum-

marized in table 5.15 and 5.16 respectfully below

Table 5.15: The results of 𝐵0
𝑠 efficiency factors ⟨ 1

𝛼×𝜖⟩ and 1
⟨𝛼×𝜖⟩ and their percent

deviations are shown above.

Centrality 𝐵0
𝑠 𝑝𝑇 (GeV/c) NRECO GEN/RECO ⟨ 1

𝛼×𝜖⟩ % Dev 1
⟨𝛼×𝜖⟩ % Dev

0 - 90% 7 - 10 12102 117.495 112.958 -3.4% 80.5755 -30.6%
0 - 90% 10 - 15 1788 43.3865 43.1728 -0.493% 27.6409 -36.3%
0 - 90% 15 - 20 4577 13.7835 13.639 -1.05% 12.6465 -8.25%
0 - 90% 20 - 50 35980 6.38043 6.36748 -0.203% 5.9658 -6.50%
0 - 90% 10 - 50 9522 12.2694 12.2668 -0.0212% 6.5642 -28.3%
0 - 30% 10 - 50 33143 7.70383 7.70087 -0.0384% 8.79954 -24.2%
30 - 90% 10 - 50 42453 8.72094 8.71793 -0.0345% 5.8419 -24.7%

Table 5.16: The results of 𝐵+ efficiency factors ⟨ 1
𝛼×𝜖⟩ and 1

⟨𝛼×𝜖⟩ and their percent
deviations are shown above.

Centrality 𝐵+ 𝑝𝑇 (GeV/c) NRECO GEN/RECO ⟨ 1
𝛼×𝜖⟩ % Dev 1

⟨𝛼×𝜖⟩ % Dev
0 - 90% 7 - 10 12102 117.495 112.958 -3.4% 80.5755 -30.6%
0 - 90% 10 - 15 1788 43.3865 43.1728 -0.493% 27.6409 -36.3%
0 - 90% 15 - 20 4577 13.7835 13.639 -1.05% 12.6465 -8.25%
0 - 90% 20 - 50 35980 6.38043 6.36748 -0.203% 5.9658 -6.50%
0 - 90% 10 - 50 9522 12.2694 12.2668 -0.0212% 6.5642 -28.3%
0 - 30% 10 - 50 33143 7.70383 7.70087 -0.0384% 8.79954 -24.2%
30 - 90% 10 - 50 42453 8.72094 8.71793 -0.0345% 5.8419 -24.7%

In conclusion, we can see that the biases of the ⟨ 1
𝛼×𝜖⟩, which are all below 3.5%, are

negligible compared to other sources of uncertainties. On the contrary, the efficiency
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correction factor 1
⟨𝛼×𝜖⟩ has a large bias. That also explains why we use ⟨ 1

𝛼×𝜖⟩ instead

of 1
⟨𝛼×𝜖⟩ in our B-meson data analysis.

Low Statistics Limit

We compute the efficiency correction factor ⟨ 1
𝛼×𝜖⟩ on each of the 2000 data-like MC

samples. Then, we plot their percent deviation for all 𝑝𝑇 and centrality bins and

compute their mean values. Our results are shown in Figure 5-57 and Figure 5-58
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Figure 5-43: Comparison of 𝐵+ BDT distribution in data (red) and MC (green) using
the Splot method.
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info	  tree 
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Figure 5-44: The workflow to obtain L2 and L3 muons in order to apply the tag-&-
probe method.
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Figure 5-45: The 𝐵0
𝑠 acceptance (top), selection efficiency (middle), and efficiency

(bottom) as a function of 𝑝𝑇 (left) and event centrality (right) are shown respectfully
above. We should note that there is no significant centrality dependence on the 𝐵0

𝑠

acceptance, which makes sense.
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Figure 5-46: The 𝐵+ acceptance (top), selection efficiency (middle), and efficiency
(bottom) as a function of 𝑝𝑇 (left) and event centrality (right) are shown respectfully
above. We should note that there is no significant centrality dependence on the 𝐵+

acceptance, which makes sense.
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Figure 5-47: The finely binned 2D candidates distribution vs B 𝑝𝑇 and B |𝑦| for data
and MC at centrality 0 - 90% are shown respectfully above.
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Figure 5-48: The workflow for the efficiency correction including the data-driven
tag-&-probe approach in B-meson analysis is shown above.
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Figure 5-49: The finely binned 2D 1
𝛼×𝜖 vs 𝐵0

𝑠 𝑝𝑇 and B |𝑦| for 0 - 90% (top), 0 - 30%
(middle), and 30% - 90% (bottom) centrality are shown respectfully above.

Figure 5-50: The finely binned 2D 1
𝛼×𝜖 vs 𝐵+ 𝑝𝑇 and B |𝑦| for 0 - 90% (top), 0 - 30%

(middle), and 30% - 90% (bottom) centrality are shown respectfully above.
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Figure 5-51: The 𝐵0
𝑠 efficiency correction factor ⟨ 1

𝛼×𝜖⟩ vs 𝑝𝑇 (left) and 0 – 30 % and
30 – 90% centrality (middle) and the inclusive 0 – 90% centrality (right) are shown
above.
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Figure 5-52: The 𝐵+ efficiency correction factor ⟨ 1
𝛼×𝜖⟩ vs 𝑝𝑇 (left) and 0 – 30 % and

30 – 90% centrality (middle) and the inclusive 0 – 90% centrality (right) are shown
above.

Figure 5-53: The 𝐵0
𝑠 pull distributions and the Gaussian fits for 0 - 90% at 𝑝𝑇 7 - 10,

10 - 15, 15 - 20, 20 - 50 GeV/c are shown respectfully above.
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Figure 5-54: The 𝐵0
𝑠 pull distributions and the Gaussian fits for 0 - 30%, 30 - 90%,

and 0 - 90% event centrality are shown respectfully above.
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Figure 5-55: The 𝐵+ pull distributions and the Gaussian fits for 0 - 90% at 𝑝𝑇 7 -
10, 10 - 15, 15 - 20, 20 - 50 GeV/c are shown respectfully above.
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Figure 5-56: The 𝐵+ pull distributions and the Gaussian fits for 0 - 30%, 30 - 90%,
and 0 - 90% event centrality are shown respectfully above.
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Figure 5-57: The percent deviation distributions of 𝐵0
𝑠 ⟨ 1

𝛼×𝜖⟩ to RECO/GEN for the
data-like randomly sampled MC samples for 0 - 90% at 7 - 10, 10 - 15, 15 - 20, and
20 - 50 GeV/c as well as 0 - 90%, 0 - 30%, and 30 - 90% event centrality are shown
respectfully above.
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Figure 5-58: The percent deviation distributions of 𝐵+ ⟨ 1
𝛼×𝜖⟩ to RECO/GEN for the

data-like randomly sampled MC samples for 0 - 90% at 7 - 10, 10 - 15, 15 - 20, and
20 - 50 GeV/c as well as 0 - 90%, 0 - 30%, and 30 - 90% event centrality are shown
respectfully above.

The percent deviations of 𝐵0
𝑠 and 𝐵+ efficiency correct factor ⟨ 1

𝛼×𝜖⟩ are summarize

in the Table 5.17 and Table 5.18 respectfully

In conclusion, we can see that, even in the limit of low statistics, which is similar to

the statistics in our data analysis, the ⟨ 1
𝛼×𝜖⟩ correction method still gives us satisfying

closure with bias within 3%. All these show that the efficiency correction factor ⟨ 1
𝛼×𝜖⟩

will not introduce significant bias in both 𝐵0
𝑠 and 𝐵+ analyses.
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Table 5.17: The percent deviation of the efficiency factors from the expected value in
the statistics similar to the data analysis are shown above.

Centrality 𝐵0
𝑠 𝑝𝑇 (GeV/c) % Dev

0 - 90% 7 - 10 -2.49%
0 - 90% 10 - 15 -0.10%
0 - 90% 15 - 20 -0.16%
0 - 90% 20 - 50 +0.03%
0 - 90% 10 - 50 -1.09%
0 - 30% 10 - 50 -1.21%
30 - 90% 10 - 50 -3.03%

Table 5.18: The percent deviation of the efficiency factors from the expected value in
the statistics similar to the data analysis are shown above.

Centrality 𝐵+ 𝑝𝑇 (GeV/c) % Dev
0 - 90% 7 - 10 -2.58%
0 - 90% 10 - 15 -0.43%
0 - 90% 15 - 20 -1.53%
0 - 90% 20 - 50 -0.50%
0 - 90% 10 - 50 -0.28%
0 - 30% 10 - 50 -0.57%
30 - 90% 10 - 50 -0.20%

5.12.4 Splot Closure on Efficiency

Finally, we will validate the efficiency correction factor ⟨ 1
𝛼×𝜖⟩ using all signal region

data candidates. We compare our nominal ⟨ 1
𝛼×𝜖⟩ with the results with Splot weights

𝑤𝑆, which are obtained from the Splot analysis techniques shown in Section 4.9.

Figure 5-59 shows the Splot weight distribution for 𝐵0
𝑠 and 𝐵+ candidates

We can see that most of the candidates are either background-like (near 0) and

signal-like (near 1). But some candidates are in between. Hence, the Splot weighed

efficiency correction factor ⟨ 1
𝛼×𝜖⟩

′ is given by

⟨ 1

𝛼× 𝜖
⟩′ =

∑︀𝑁
𝑖=1

𝑤𝑆
𝑖

𝛼𝑖×𝜖𝑖∑︀𝑁
𝑖=1𝑤

𝑆
𝑖

(5.23)

We can compute the Splot weighed efficiency correction factor ⟨ 1
𝛼×𝜖⟩

′ and look at
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Figure 5-59: The sPlot weight distributions for 𝐵0
𝑠 (left) and 𝐵+ (right) candidates

are shown above.

its deviation from the nominal efficiency correction factor ⟨ 1
𝛼×𝜖⟩.

%𝐷𝑒𝑣 =
⟨ 1
𝛼×𝜖⟩

′ − ⟨ 1
𝛼×𝜖⟩

⟨ 1
𝛼×𝜖⟩

(5.24)

The percent deviation of 𝐵0
𝑠 and 𝐵+ Splot weighed efficiency correct factor ⟨ 1

𝛼×𝜖⟩
′

to the nominal efficiency correction factor ⟨ 1
𝛼×𝜖⟩ are summarized in Table 5.19 and

Table 5.20 respectfully

Table 5.19: The 𝐵0
𝑠 Splot weighed efficiency correct factor ⟨ 1

𝛼×𝜖⟩
′, nominal unweighed

⟨ 1
𝛼×𝜖⟩, and their percent deviation for each 𝑝𝑇 and centrality bin are summarized

below.

Centrality 𝐵0
𝑠 𝑝𝑇 (GeV/c) ⟨ 1

𝛼×𝜖⟩
′ (Weighed) ⟨ 1

𝛼×𝜖⟩ (Nominal) Percent Deviation (% Dev )
0 - 90% 7 - 10 386.5 381.5 1.31%
0 - 90% 10 - 15 77.34 75.92 1.88%
0 - 90% 15 - 20 22.24 22.35 0.49%
0 - 90% 20 - 50 10.71 10.63 0.75%
0 - 30% 10 - 50 46.20 45.90 0.63%
30 - 90% 10 - 50 14.27 14.19 0.56%
0 - 90% 10 - 50 35.15 34.90 0.72%

229



Table 5.20: The 𝐵+ Splot weighed efficiency correct factor ⟨ 1
𝛼×𝜖⟩

′, nominal unweighed
⟨ 1
𝛼×𝜖⟩, and their percent deviation for each 𝑝𝑇 and centrality bin are summarized

below.

Centrality 𝐵+ 𝑝𝑇 (GeV/c) ⟨ 1
𝛼×𝜖⟩

′ (Weighed) ⟨ 1
𝛼×𝜖⟩ (Nominal) Percent Deviation (% Dev )

0 - 90% 7 - 10 104.1 105.9 1.72%
0 - 90% 10 - 15 37.51 37.55 0.11%
0 - 90% 15 - 20 10.95 10.94 0.09%
0 - 90% 20 - 50 5.932 5.932 0.01%
0 - 30% 10 - 50 21.65 21.67 0.09%
30 - 90% 10 - 50 12.15 12.28 1.06%
0 - 90% 10 - 50 19.17 19.23 0.31%

Since the percent deviation are within 2%, there is no need to implement Splot

weight to compute the efficiency correct factor ⟨ 1
𝛼×𝜖⟩. Up to here, our analysis proce-

dures have been fully validated.

5.13 Statistical Uncertainties Determination

5.13.1 Data Bootstrapping

After showing that there is no explicit bias throughout the entire analysis, the next

step is to evaluate the statistical uncertainties of the analysis. To estimate the statis-

tical uncertainties of measurements, we can simply follow the toy approach. We can

repeat the counting experiment with identical conditions and randomly sample the

statistics according to the Poisson distribution defined as follows:

𝑃 (𝜇, 𝑥) =
𝜇𝑁𝑒−𝜇

𝑁 !
(5.25)

In order to estimate the statistical uncertainties, we develop the following pro-

cedures named “Data Bootstrapping”, to quantify the statistical uncertainties of the

final cross section measurement, which is defined in Section 4.11:

∙ Randomly resample the data after passing the selections for each 𝑝𝑇 and central-
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ity bin. Each resampled data has the number of B mesons according to Poisson

distribution with the same mean as the signal raw yield in data analysis.

∙ Construct 1000 randomly resampled datasets. Here, we allow repeated events

in the resampled dataset.

∙ Carry out the same workflow on each of the resampled datasets as the data

analysis and compute the corrected yield, which is defined as the product of the

signal raw yield 𝑁𝑆 and efficiency correction factor ⟨ 1
𝛼×𝜖⟩

∙ Plot the B-meson corrected yield distribution and compute the mean and RMS

for each 𝑝𝑇 and centrality bin

∙ Quote the RMS/Mean values of the distributions as the percent statistical un-

certainties

Figure 5-60 and 5-61 show the corrected yield distribution of 1000 𝐵0
𝑠 and 𝐵+

resampled datasets respectfully
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Figure 5-60: The 𝐵0
𝑠 corrected yield distributions of the 1000 data-like randomly

resampled datasets for centrality in 0 - 90% in the 𝑝𝑇 range of 7 - 10, 10 - 15, 15 -
20, and 20 - 50 GeV/c as well as 0 - 90%, 0 - 30%, and 30 - 90% in the 𝑝𝑇 range of
10 - 50 GeV/c are shown above.
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Figure 5-61: The 𝐵+ corrected yield distributions of the 1000 data-like randomly
resampled datasets for centrality in 0 - 90% in the 𝑝𝑇 range of 7 - 10, 10 - 15, 15 -
20, and 20 - 50 GeV/c as well as 0 - 90%, 0 - 30%, and 30 - 90% in the 𝑝𝑇 range of
10 - 50 GeV/c are shown above.
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5.13.2 Statistical Uncertainties Interpretation

More refinement is needed as we see from Figure 5-60 and Figure 5-61 that the

corrected yield distributions are indeed asymmetric. Hence, asymmetric statistical

uncertainties will be introduced in our B-meson cross section measurements. To

quantify the asymmetric statistical uncertainties, we do the following

∙ Find the location of the bin corresponding to the mean of corrected yield dis-

tribution

∙ Integrate the up/down (+/−) side by increasing/decreasing the bin number

from the mean bin

∙ Take integral count from the mean bin ratio to the total up/down side counts

from the mean so that they reach one 𝜎, which is 34.14%× 2 = 68.28%. Math-

ematically, the method is shown below:

∫︀ 𝑌 +

⟨𝑌 ⟩ 𝑓(𝑥)𝑑𝑥∫︀∞
⟨𝑌 ⟩ 𝑓(𝑥)𝑑𝑥

= 68.28% (5.26)

∙ Read out the corresponding up/down corrected yield values, for instance, 𝑌 +

as shown on the equation above

∙ Compute the percent deviations (% Dev) from the mean values for both up/down

corrected yields and quote the deviations as up/down statistical uncertainties

%𝐷𝑒𝑣± =
𝑌 ± − ⟨𝑌 ⟩

⟨𝑌 ⟩
(5.27)

Table 5.21 and Table 5.22 summarize the estimations of statistical uncertainties

for 𝐵0
𝑠 and 𝐵+ cross sections in each 𝑝𝑇 and centrality bin
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Table 5.21: 𝐵0
𝑠 RMS/Mean and their asymmetric up and down statistical uncertain-

ties of the corrected yield distribution are summarized below.

Centrality 𝐵0
𝑠 𝑝𝑇 (GeV/c) RMS/Mean Stat. Up (+) Stat Down (-)

0 - 90% 7 - 10 46.1% 51.3% 48.3%
0 - 90% 10 - 15 24.7% 22.4% 25.6%
0 - 90% 15 - 20 21.2% 21.6% 20.7%
0 - 90% 20 - 50 20.8% 21.6% 16.3%
0 - 30% 10 - 50 22.0% 21.2% 22.0%
30 - 90% 10 - 50 20.6% 19.5% 19.7%
0 - 90% 10 - 50 18.3% 17.9% 16.3%

Table 5.22: 𝐵+ RMS/Mean and their asymmetric up and down statistical uncertain-
ties of the corrected yield distribution are summarized below.

Centrality 𝐵+ 𝑝𝑇 (GeV/c) RMS/Mean Stat. Up (+) Stat Down (-)
0 - 90% 7 - 10 16.4% 15.8% 15.1%
0 - 90% 10 - 15 7.70% 7.60% 8.77%
0 - 90% 15 - 20 6.72% 6.00% 6.66%
0 - 90% 20 - 50 6.19% 6.64% 5.49%
0 - 30% 10 - 50 6.52% 5.81% 5.54%
30 - 90% 10 - 50 8.10% 8.22% 6.97%
0 - 90% 10 - 50 5.49% 5.06% 4.54%

5.14 Systematic Uncertainties Estimation

The final step is to estimate the systematic uncertainties of the B-meson measure-

ments. We know that systematic uncertainties always exist in experiments due to

the imperfection of conditions, unknown variation in the experiments, and limitation

of the analysis techniques, which cannot be cure even with infinite statistics. They

mainly come from 3 parts: the common constant scale factors for both 𝐵0
𝑠 and 𝐵+

mesons, the signal raw yield extraction, and the efficiency correction. Based on the

formula to obtain the cross section (Equation 4.18 and 4.19), we identify the main

sources of systematic uncertainties in terms of percentage and the method to estimate

each of them in the following subsections.
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5.14.1 Global Observables

The uncertainties of global observables 𝑇𝐴𝐴 and 𝑁𝑀𝐵 are summarized in Table 5.3

and Table 5.2. We simply quote the uncertainties from them in our cross section

measurements.

5.14.2 Branching Ratios

According to PDG 2018 [196], the relevant decay branching ratio and their uncer-

tainties are listed as follows

∙ 𝐵𝑅(𝐵0
𝑠 → 𝐽/𝜓𝜑) = (1.08± 0.08)× 10−3

∙ 𝐵𝑅(𝐵+ → 𝐽/𝜓𝐾+) = (1.010± 0.029)× 10−3

∙ 𝐵𝑅(𝐽/𝜓 → 𝜇+𝜇−) = (5.961± 0.033)%

∙ 𝐵𝑅(𝜑→ 𝐾+𝐾−) = (49.2± 0.5)%

Hence, we can compute the total branching ratio of the B mesons decay chain

by multiply the partial decays. The uncertainties on the BR will propagate in an

uncorrelated manner.

∙ 𝐵𝑅(𝐵0
𝑠 → 𝐽/𝜓𝜑→ 𝜇+𝜇−𝐾+𝐾−) = (3.17± 0.24)× 10−5

∙ 𝐵𝑅(𝐵+ → 𝐽/𝜓𝐾+ → 𝜇+𝜇−𝐾+) = (6.03± 0.18)× 10−5

Hence, we can compute the percent uncertainties of the 𝐵0
𝑠 and 𝐵+ branching

ratios. The systematic uncertainties due to decay branching ratio of 𝐵0
𝑠 are 7.50%

and 𝐵+ is 2.92%.

5.14.3 Tracking Efficiency

The difference in the track reconstruction efficiency in data and simulation is esti-

mated by comparing 3-prong 𝐷* decay 𝐷* → 𝐾𝜋𝜋 and 5-prong 𝐷* decay 𝐷* →

𝐾𝜋𝜋𝜋𝜋 [197]. According to CMS tracking group studies, this results in 5% for each
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track. Hence, the systematic uncertainties due to tracking efficiency are 5% for 𝐵+

since it has only one kaon track and 10% for 𝐵0
𝑠 since it has two kaon tracks. These

apply to all 𝑝𝑇 and centrality bins.

5.14.4 Muon Efficiency

The systematic uncertainties due to muon efficiency can be quantified by taking the

up and down cases of the tag-&-probe scale factors determined by the CMS dilepton

group. Figure 5-62 shows the workflow to carry out the systematic uncertainties

studies using the tag-&-probe method in this analysis:

Figure 5-62: The schematic block diagrams demonstrating the calculations of the un-
certainties on tag-&-probe scale factors and the asymmetric systematic uncertainties
due to muon efficiency on the efficiency correction factor (right) are shown above.

Table 5.23 and Table 5.24 summarize the systematic uncertainties due to muon

efficiency on 𝐵0
𝑠 and 𝐵+ respectfully
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Table 5.23: The 𝐵0
𝑠 systematic uncertainty due to muon efficiency for each 𝑝𝑇 and

centrality bin is summarized below.

Centrality 𝐵0
𝑠 𝑝𝑇 (GeV/c) Uncertainty Up (+) Uncertainty Down (-)

0 - 90% 7 - 10 8.88% 7.49%
0 - 90% 10 - 15 5.97% 5.24%
0 - 90% 15 - 20 3.73% 3.46%
0 - 90% 20 - 50 3.91% 3.60%
0 - 30% 10 - 50 5.52% 4.85%
30 - 90% 10 - 50 4.63% 4.19%
0 - 90% 10 - 50 5.29% 4.70%

Table 5.24: The 𝐵+ systematic uncertainty due to muon efficiency for each 𝑝𝑇 and
centrality bin is summarized below.

Centrality 𝐵+ 𝑝𝑇 (GeV/c) Uncertainty Up (+) Uncertainty Down (-)
0 - 90% 7 - 10 7.21% 6.28%
0 - 90% 10 - 15 4.29% 3.92%
0 - 90% 15 - 20 3.83% 3.53%
0 - 90% 20 - 50 3.87% 3.56%
0 - 30% 10 - 50 4.18% 3.83%
30 - 90% 10 - 50 4.14% 3.80%
0 - 90% 10 - 50 4.16% 3.81%
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5.14.5 Selection Efficiency

Next, we will estimate uncertainties due to the B-meson selection efficiency. The

efficiency correction heavily relies on the MC performance. The poor descriptions

of detector performance in the MC simulation, the limited MC statistics, and poor

underlying physics processes modeling of the MC B-meson spectra will contribute

to the uncertainties in efficiency correction. In fact, this is the major systematic

uncertainty throughout the analysis.

Data-MC Discrepancy

We have previously compared the data and MC distributions BDT scores of 𝐵0
𝑠 and

𝐵+ mesons. To quantify the systematic uncertainties due to Data-MC discrepancy,

we can simply apply the Splot weights 𝑤 obtained using Splot techniques in the BDT

distributions to obtain a weighed 2D efficiency correction map 𝑤
𝛼×𝜖 . Then, we compute

the weighed efficiency correction factor ⟨ 1
𝛼×𝜖⟩𝑤. Finally, we take the percent deviation

(% Dev) of the BDT Splot weighed ⟨ 1
𝛼×𝜖⟩𝑤 to the nominal efficiency correction factor

⟨ 1
𝛼×𝜖⟩ as the systematic uncertainties.

%𝐷𝑒𝑣 =
⟨ 1
𝛼×𝜖⟩𝑤 − ⟨ 1

𝛼×𝜖⟩
⟨ 1
𝛼×𝜖⟩

(5.28)

This method works for 𝐵+ since it has sufficient statistics. However, for 𝐵0
𝑠 , due

to its limited statistics, we decide to apply the Splot weights obtained from kinematic

variables of the kaon track in 𝐵+ to the efficiency correction factor and quote the

largest one as the systematic uncertainties. The list of kinematic variables are shown

below:

∙ The transverse distance of closest approach the kaon track to the primary vertex

∙ The error on the transverse distance of closest approach the kaon track to the

primary vertex

∙ The longitudinal distance of closest approach the kaon track to the primary

vertex
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∙ The error on the longitudinal distance of closest approach the kaon track to the

primary vertex

∙ The kaon track pseudorapidity

∙ The kaon track rapidity

∙ The kaon track transverse momentum

Table 5.25 and Table 5.26 summarize the systematic uncertainties due to MC-Data

discrepancy on 𝐵0
𝑠 and 𝐵+ respectfully

Table 5.25: The 𝐵0
𝑠 systematic uncertainty due to Data-MC discrepancy for each 𝑝𝑇

and centrality bin is summarized below.

Centrality 𝐵0
𝑠 𝑝𝑇 (GeV/c) % Dev

0 - 90% 7 - 10 34.65%
0 - 90% 10 - 15 5.64%
0 - 90% 15 - 20 4.66%
0 - 90% 20 - 50 10.24%
0 - 30% 10 - 50 3.09%
30 - 90% 10 - 50 3.66%
0 - 90% 10 - 50 3.19%

Table 5.26: The 𝐵+ systematic uncertainty due to Data-MC discrepancy for each 𝑝𝑇
and centrality bin is summarized below.

Centrality 𝐵+ 𝑝𝑇 (GeV/c) % Dev
0 - 90% 7 - 10 4.17%
0 - 90% 10 - 15 15.25%
0 - 90% 15 - 20 3.01%
0 - 90% 20 - 50 1.65%
0 - 30% 10 - 50 13.28%
30 - 90% 10 - 50 8.49%
0 - 90% 10 - 50 11.51%
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Finite MC Statistics

Another source of uncertainties on the selection efficiency is the statistics of the MC

samples. Ideally, this kind of uncertainty should be 0 because we can in principle

simulate as many MC events as we want. However, in reality, we only generated

about 2.5 million MC events, which is finite. Particularly, when we create the finely

binned 2D maps of efficiency vs B-meson 𝑝𝑇 and |𝑦|, due to the limited acceptance

and fine binning, very low 𝑝𝑇 B mesons will have very few candidates.

To quantify the systematic uncertainties due to limited B-meson MC events, the

following procedures are carried out

∙ Generate 10000 2D maps of efficiency vs B-meson 𝑝𝑇 and |𝑦| according to the

smear with Gaussian distribution according to the mean and error of the nom-

inal 2D map

∙ Carry out the analysis workflow to obtain the efficiency correct factors for ⟨ 1
𝛼×𝜖⟩

all 10000 2D maps using the same B-meson experimental data

∙ Plot the distribution of the efficiency correct factors for ⟨ 1
𝛼×𝜖⟩

∙ Compute the RMS/Mean and quote it as the systematic uncertainties due to

finite MC statistics

Figure 5-63 and Figure 5-64 show the ⟨ 1
𝛼×𝜖⟩ distributions for 𝐵0

𝑠 and 𝐵+ respect-

fully

As expected, the distributions have symmetric Gaussian shapes. Their means of

the distributions agree with the nominal value of ⟨ 1
𝛼×𝜖⟩ in the analysis, which makes

sense and thus validates the procedures. Table 5.27 and Table 5.28 summarize the

RMS/Mean results of the distribution for 𝐵0
𝑠 and 𝐵+ respectfully

The systematic uncertainties due to finite MC simulation events are particularly

large at low 𝑝𝑇 due to the limited statistics.
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Table 5.27: The 𝐵0
𝑠 systematic uncertainty due to limited MC sample statistics for

each 𝑝𝑇 and centrality bin is summarized below.

Centrality 𝐵0
𝑠 𝑝𝑇 (GeV/c) % Dev

0 - 90% 7 - 10 26.5%
0 - 90% 10 - 15 6.28%
0 - 90% 15 - 20 3.08%
0 - 90% 20 - 50 3.21%
0 - 30% 10 - 50 6.59%
30 - 90% 10 - 50 2.27%
0 - 90% 10 - 50 4.37%

Table 5.28: The 𝐵+ systematic uncertainty due to MC sample statistics for each 𝑝𝑇
and centrality bin is summarized below.

Centrality 𝐵+ 𝑝𝑇 (GeV/c) % Dev
0 - 90% 7 - 10 9.22%
0 - 90% 10 - 15 3.36%
0 - 90% 15 - 20 1.92%
0 - 90% 20 - 50 1.35%
0 - 30% 10 - 50 3.37%
30 - 90% 10 - 50 2.26%
0 - 90% 10 - 50 2.49%

Residue 𝑝𝑇 Shape Effect

According to the B-meson measurement in 𝑝𝑝 collisions from LHCb in Figure 1-35,

we do not see significant rapidity dependence of the B-meson. Assuming similar

insignificant rapidity depend also holds in PbPb collisions, the rapidity does not

contribute to the weigh function 𝑤(𝑥). Hence, only 𝑝𝑇 shape plays an important role

in creating systematic uncertainties to selection efficiency.

As demonstrated in Section 4.10.4, in the limit of zero bin width, the uncertainties

due to the unknown kinematic of B-meson will be completely eliminated. However,

since we have a very fine but still finite 𝑝𝑇 binning, there will still be residue effects

on systematic uncertainties 𝑝𝑇 shape. To quantify the uncertainties, we simply apply

the B 𝑝𝑇 weights obtained in Section 4.3.4 according to the fits functions obtained in
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Figure 5-4 and Figure 5-5.

We apply the B 𝑝𝑇 weights to the 2D 1
𝛼×𝜖 map. Then, we compute ⟨ 1

𝛼×𝜖⟩
𝑤𝑝𝑇 and

take the percent deviation to the nominal efficiency correction factor ⟨ 1
𝛼×𝜖⟩. Then,

we choose the largest percent deviated from 0 and quote them as the systematic

uncertainties due to the B-meson 𝑝𝑇 shape. Table 5.29 and Table 5.30 summarize the

results

Table 5.29: The 𝐵0
𝑠 systematic uncertainties due to unknown B-meson 𝑝𝑇 shape in

PbPb collisions for each 𝑝𝑇 and centrality bin are summarized below.

Centrality 𝐵0
𝑠 𝑝𝑇 (GeV/c) % Dev

0 - 90% 7 - 10 0.015%
0 - 90% 10 - 15 0.050%
0 - 90% 15 - 20 0.010%
0 - 90% 20 - 50 0.022%
0 - 30% 10 - 50 0.067%
30 - 90% 10 - 50 0.015%
0 - 90% 10 - 50 0.037%

Table 5.30: The 𝐵+ systematic uncertainties due to unknown B-meson 𝑝𝑇 shape in
PbPb collisions for each 𝑝𝑇 and centrality bin are summarized below.

Centrality 𝐵+ 𝑝𝑇 (GeV/c) % Dev
0 - 90% 7 - 10 0.166%
0 - 90% 10 - 15 0.198%
0 - 90% 15 - 20 0.009%
0 - 90% 20 - 50 0.005%
0 - 30% 10 - 50 0.158%
30 - 90% 10 - 50 0.093%
0 - 90% 10 - 50 0.140%

We can see that the remaining 𝑝𝑇 systematic uncertainties are essentially negligi-

ble, which demonstrates the success of ⟨ 1
𝛼×𝜖⟩ efficiency correction approach.
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Total Uncertainties on Selection Efficiency

Hence, in summary, the total uncertainties due to selection efficiency are simply the

sum of uncertainties due to data-MC discrepancy, finite MC events, and the remaining

B-meson 𝑝𝑇 shape in quadrature: efficiency = data-MC discrepancy ⊕ finite MC

events ⊕ remaining B-meson 𝑝𝑇 shape. Table 5.31 and Table 5.32 summarize the

selection efficiency of 𝐵0
𝑠 and 𝐵+ respectfully

Table 5.31: The 𝐵0
𝑠 selection efficiency uncertainty is summarized below.

Centrality 𝐵0
𝑠 𝑝𝑇 (GeV/c) MC-Data MC Stat. 𝑝𝑇 Shape Total Uncertainties

0 - 90% 7 - 10 34.65% 26.5% 0.015% 43.62%
0 - 90% 10 - 15 5.64% 6.28% 0.050% 8.44%
0 - 90% 15 - 20 4.66% 3.08% 0.010% 5.85%
0 - 90% 20 - 50 10.24% 3.21% 0.022% 10.73%
0 - 30% 10 - 50 3.09% 6.59% 0.067% 7.28%
30 - 90% 10 - 50 3.66% 2.27% 0.015% 4.31%
0 - 90% 10 - 50 3.19% 4.37% 0.037% 5.41%

Table 5.32: The 𝐵+ selection efficiency uncertainty is summarized below.

Centrality 𝐵+ 𝑝𝑇 (GeV/c) MC-Data MC Stat. 𝑝𝑇 Shape Total Uncertainties
0 - 90% 7 - 10 4.17% 9.22% 0.166% 10.12%
0 - 90% 10 - 15 15.25% 3.36% 0.198% 15.62%
0 - 90% 15 - 20 3.01% 1.92% 0.009% 3.57%
0 - 90% 20 - 50 1.65% 1.35% 0.005% 2.13%
0 - 30% 10 - 50 13.28% 3.37% 0.158% 13.70%
30 - 90% 10 - 50 8.49% 2.26% 0.093% 8.79%
0 - 90% 10 - 50 11.51% 2.49% 0.140% 11.78%

5.14.6 Signal Extraction

Finally, there are also systematic uncertainties due to signal extraction. To evaluate

the uncertainties, we try different models for the signal and background components
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in the unbinned fit to the B-meson invariant mass distributions. Then, we quote the

percent deviation (% Dev) of variated signal raw yield 𝑁
′
𝑆 from the nominal signal

raw yield 𝑁𝑆 as the systematic uncertainties.

Signal PDF Variation

For the signal component, we consider several variations listed as follows. First, we

consider switching the nominal double Gaussian to triple Gaussian PDF.

∙ Switch double Gaussian to triple Gaussian

∙ Fix the mean of the double Gaussian to be the mean from the MC fits

∙ Increase/decrease the widths nominal double Gaussian function by 10%: 𝜎1,2 →

(1 +±10%)𝜎1,2

Figure 5-65 and Figure 5-66 show examples of signal PDF variation done in 𝐵0
𝑠

and 𝐵+ invariant mass fits to estimate the systematic uncertainties due to signal

extraction

Next, we simply take the largest percent variations of the variated signal raw

yields compared to the nominal ones and quote them as the systematic uncertainties.

Table 5.33 and Table 5.34 summarize the signal PDF systematic uncertainties

Table 5.33: The 𝐵0
𝑠 systematic uncertainty due to signal PDF variation in 𝑝𝑇 and

centrality bin is summarized below.

Centrality 𝐵0
𝑠 𝑝𝑇 (GeV/c) Triple Gaussian Fixed Mean +10% Width -10% Width

0 - 90% 7 - 10 0.862% 0.762% 0.066% 0.056%
0 - 90% 10 - 15 0.144% 0.137% 1.83% 2.34%
0 - 90% 15 - 20 0.110% 0.066% 1.02% 1.00%
0 - 90% 20 - 50 0.629% 0.056% 1.40% 1.88%
0 - 30% 10 - 50 0.241% 0.192% 1.47% 1.74%
30 - 90% 10 - 50 2.96% 0.208% 0.840% 0.767%
0 - 90% 10 - 50 1.56% 0.20% 1.33% 1.65%
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Table 5.34: The 𝐵+ systematic uncertainty due to signal PDF variation in 𝑝𝑇 and
centrality bin is summarized below.

Centrality 𝐵+ 𝑝𝑇 (GeV/c) Triple Gaussian Fixed Mean +10% Width -10% Width
0 - 90% 7 - 10 0.004% 1.13% 3.84% 4.46%
0 - 90% 10 - 15 0.235% 0.046% 2.27% 2.67%
0 - 90% 15 - 20 0.050% 0.025% 2.32% 2.74%
0 - 90% 20 - 50 0.750% 0.010% 1.79% 2.36%
0 - 30% 10 - 50 0.415% 0.155% 2.12% 2.50%
30 - 90% 10 - 50 0.370% 0.064% 2.10% 2.57%
0 - 90% 10 - 50 0.494% 0.060% 2.19% 2.60%

Background PDF Variation

The variation of background is simpler. We replace the nominal exponential decay

function with first-, second-, and third-order polynomials. Again, same as the signal

PDF variation, we quote the percent deviation from the variated signal raw yield to

the nominal signal raw yield as the background PDF systematic uncertainties.

Figure 5-67 and Figure 5-68 show examples of signal PDF variation done in 𝐵0
𝑠

and 𝐵+ invariant mass fits to estimate the systematic uncertainties due to signal

extraction

Again, we simply take the largest percent variations of the variated signal raw

yields compared to the nominal ones and quote them as the systematic uncertainties.

Table 5.35 and Table 5.36 summarize the background PDF systematic uncertainties

Total PDF Variation

To calculate the total PDF variation, we simply add the PDF variation of the signal

and background into quadrature: signal extraction uncertainties = PDF variation

of signal ⊕ background. Table 5.37 and Table 5.38 show the total PDF systematic

uncertainties contributing to 𝐵0
𝑠 and 𝐵+ signal extraction respectfully.
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Table 5.35: The 𝐵0
𝑠 systematic uncertainty due to background PDF variation in 𝑝𝑇

and centrality bin is summarized below.

Centrality 𝐵0
𝑠 𝑝𝑇 (GeV/c) First Order Second Order Third Order

0 - 90% 7 - 10 0.02% 0.92% 0.96%
0 - 90% 10 - 15 1.45% 2.69% 2.64%
0 - 90% 15 - 20 1.45% 1.36% 0.28%
0 - 90% 20 - 50 3.30% 3.54% 6.11%
0 - 30% 10 - 50 1.83% 0.495% 0.029%
30 - 90% 10 - 50 1.14% 1.33% 0.912%
0 - 90% 10 - 50 1.58% 0.773% 0.592%

Table 5.36: The 𝐵+ systematic uncertainty due to background PDF variation in 𝑝𝑇
and centrality bin is summarized below.

Centrality 𝐵+ 𝑝𝑇 (GeV/c) First Order Second Order Third Order
0 - 90% 7 - 10 0.021% 0.117% 0.093%
0 - 90% 10 - 15 0.312% 0.380% 0.546%
0 - 90% 15 - 20 0.386% 0.432% 0.576%
0 - 90% 20 - 50 0.196% 0.238% 1.03%
0 - 30% 10 - 50 0.157% 0.245% 0.412%
30 - 90% 10 - 50 1.13% 0.065% 0.102%
0 - 90% 10 - 50 0.384% 0.427% 0.422%

5.14.7 Summary

Finally, we collect all studies above and all sources of systematic uncertainties into

quadrature to obtain the total systematic uncertainties. We compile the summary

for the systematic uncertainties in measurements shown in Table 5.39 and Table 5.40

for 𝐵0
𝑠 𝑝𝑇 and centrality cross section measurements

Table 5.41 and Table 5.42 show 𝐵+ 𝑝𝑇 and centrality cross section measurements

respectfully

Finally, Figure 5-69 and Figure 5-70 below illustrate the plot of all sources of 𝐵0
𝑠

and 𝐵+ systematic uncertainties respectfully for each 𝑝𝑇 and centrality bin.
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Table 5.37: The 𝐵0
𝑠 signal extraction systematic uncertainty due to PDF variation in

𝑝𝑇 and centrality bin is summarized below.

Centrality 𝐵0
𝑠 𝑝𝑇 (GeV/c) Signal PDF Background PDF Total Uncertainties

0 - 90% 7 - 10 0.762% 0.96% 1.23%
0 - 90% 10 - 15 2.34% 2.69% 3.57%
0 - 90% 15 - 20 1.02% 1.45% 1.77%
0 - 90% 20 - 50 1.88% 6.11% 6.39%
0 - 30% 10 - 50 1.74% 1.83% 2.53%
30 - 90% 10 - 50 2.96% 1.33% 3.25%
0 - 90% 10 - 50 1.65% 1.58% 2.28%

Table 5.38: The 𝐵+ signal extraction systematic uncertainty due to PDF variation
in 𝑝𝑇 and centrality bin is summarized below.

Centrality 𝐵+ 𝑝𝑇 (GeV/c) Signal PDF Background PDF Total Uncertainties
0 - 90% 7 - 10 4.46% 0.117% 4.46%
0 - 90% 10 - 15 2.67% 0.546% 2.73%
0 - 90% 15 - 20 2.74% 0.576% 2.80%
0 - 90% 20 - 50 2.36% 1.03% 2.57%
0 - 30% 10 - 50 2.50% 0.412% 2.53%
30 - 90% 10 - 50 2.57% 1.13% 2.81%
0 - 90% 10 - 50 2.60% 0.427% 2.64%

Table 5.39: Summary of systematic uncertainties from each 𝐵0
𝑠 𝑝𝑇 bin. All the values

are shown in percentage.

𝐵0
𝑠 𝑝𝑇 (GeV/c) 7 - 10 10 - 15 15 - 20 20 - 50

Tracking Efficiency 10% 10% 10% 10%
Muon Efficiency +8.88% +5.97% +3.73% +3.91%

−7.49% −5.24% −3.46% −3.60%
Selection Efficiency 43.62% 8.44% 5.85% 10.73%
Signal Extraction 1.23% 3.57% 1.77% 6.39%

Total +45.64% +14.82% +12.18% +16.47%
−45.39% −14.54% −12.10% −16.40%

NMB 1.26% 1.26% 1.26% 1.26%
𝑇𝐴𝐴 2.2% 2.2% 2.2% 2.2%

Branching Ratio 7.5% 7.5% 7.5% 7.5%
Global Systematics 7.92% 7.92% 7.92% 7.92%

248



Figure 5-63: The distribution of 𝐵0
𝑠 ⟨ 1

𝛼×𝜖⟩ for centrality in 0 - 90% in the 𝑝𝑇 range
of 7 - 10, 10 - 15, 15 - 20, and 20 - 50 GeV/c as well as 0 - 90%, 0 - 30%, and 30 -
90% in the 𝑝𝑇 range of 10 - 50 GeV/c are shown above. The red dash lines are our
nominal value for efficiency correction.
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Figure 5-64: The distribution of 𝐵+ ⟨ 1
𝛼×𝜖⟩ for centrality in 0 - 90% in the 𝑝𝑇 range

of 7 - 10, 10 - 15, 15 - 20, and 20 - 50 GeV/c as well as 0 - 90%, 0 - 30%, and 30 -
90% in the 𝑝𝑇 range of 10 - 50 GeV/c are shown above. The red dash lines are our
nominal value for efficiency correction.
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Figure 5-65: Invariant mass fit of 𝐵0
𝑠 candidates for 𝐵0

𝑠 𝑝𝑇 from 20 - 50 GeV/c and
centrality from 0 to 90% in 5.02 TeV PbPb. The signal pdf from left to right is triple
gaussian (with widths and relative proportions fixed from MC), double gaussian with
all the parameters fixed (including the mean), increased width (a=1.1), and decreased
width (a=0.9).
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Figure 5-66: Invariant mass fit of 𝐵+ candidates for 𝐵+ 𝑝𝑇 from 20 - 50 GeV/c and
centrality from 0 to 90% in 5.02 TeV PbPb. The signal pdf from left to right is triple
gaussian (with widths and relative proportions fixed from MC), double gaussian with
all the parameters fixed (including the mean), increased width (a=1.1), and decreased
width (a=0.9).
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Figure 5-67: Invariant mass fit of 𝐵0
𝑠 candidates for 𝐵0

𝑠 𝑝𝑇 from 20 - 50 GeV/c and
centrality from 0 to 90% in 5.02 TeV PbPb. The background PDFs from left to right
are first-, second-, and third-order polynomials.
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Figure 5-68: Invariant mass fit of 𝐵+ candidates for 𝐵+ 𝑝𝑇 from 20 - 50 GeV/c and
centrality from 0 to 90% in 5.02 TeV PbPb. The background PDFs from left to right
are first-, second-, and third-order polynomials.

 (GeV/c)
T

 psB
0 10 20 30 40 50 60 70 80 90 100

S
ys

te
m

at
ic

 U
nc

er
ta

in
tie

s

1−

0.8−

0.6−

0.4−

0.2−

0

0.2

0.4

0.6

0.8

1

Global Systematics
Total Systematics
Signal Extraction Systematics
Selection Efficiency Systematics
Muon Efficiency Systematics
Tracking Efficiency Systematics

Centrality (%)
0 20 40 60 80 100 120

S
ys

te
m

at
ic

 U
nc

er
ta

in
tie

s

1−

0.8−

0.6−

0.4−

0.2−

0

0.2

0.4

0.6

0.8

1

Global Systematics
Total Systematics
Signal Extraction Systematics
Selection Efficiency Systematics
Muon Efficiency Systematics
Tracking Efficiency Systematics

Centrality (%)
0 20 40 60 80 100 120

S
ys

te
m

at
ic

 U
nc

er
ta

in
tie

s

1−

0.8−

0.6−

0.4−

0.2−

0

0.2

0.4

0.6

0.8

1

Global Systematics
Total Systematics
Signal Extraction Systematics
Selection Efficiency Systematics
Muon Efficiency Systematics
Tracking Efficiency Systematics

Figure 5-69: The summary of 𝐵0
𝑠 systematic uncertainties plotted as a function of 𝑝𝑇

(left), centrality in 0 - 30%, and 30 - 90% (middle), and the inclusive centrality bin 0
- 90% (right) are shown above.
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Table 5.40: Summary of systematic uncertainties from each 𝐵0
𝑠 centrality bin. All

the values are shown in percentage.

PbPb Collision Centrality 0 - 30% 30 - 90% 0 - 90%
Tracking Efficiency 10% 10% 10%
Muon Efficiency +5.52% +4.63% +5.29%

−4.85% −4.19% −4.70%
Selection Efficiency 7.28% 4.31 % 5.41%
Signal Extraction 2.53% 3.25% 2.28%

𝑇𝐴𝐴 2% 3.6% 2.2%
NMB 1.26% 1.26% 1.26%
Total +13.68% +12.71% +13.00%

-13.52% -12.60% -12.77%
Branching fractions 7.5% 7.5% 7.5%
Global Systematics 7.5% 7.5% 7.5%

Table 5.41: Summary of systematic uncertainties from each 𝐵+ 𝑝𝑇 bin. All the values
are shown in percentage.

𝐵+ 𝑝𝑇 (GeV/c) 7 - 10 10 - 15 15 - 20 20 - 50
Tracking Efficiency 5% 5% 5% 5%
Muon Efficiency +7.21% +4.29% +3.83% +3.87%

−6.28% −3.92% −3.53% −3.56%
Selection Efficiency 10.12% 15.62% 3.57% 2.13%
Signal Extraction 4.46% 2.73% 2.80% 2.57%

Total +14.04% +17.14% +7.75% +7.15%
−13.59% −17.05% −7.61% −6.99%

NMB 1.26% 1.26% 1.26% 1.26%
𝑇𝐴𝐴 2.2% 2.2% 2.2% 2.2%

Branching Ratio 2.9% 2.9% 2.9% 2.9%
Global Systematics 3.85% 3.85% 3.85% 3.85%
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Table 5.42: Summary of systematic uncertainties from each 𝐵+ centrality bin. All
the values are shown in percentage.

PbPb Collision Centrality 0 - 30% 30 - 90% 0 - 90%
Tracking Efficiency 10% 10% 10%
Muon Efficiency +4.18% +4.14% +4.16%

−3.83% −3.80% −3.81%
Selection Efficiency 13.70% 8.79% 11.78%
Signal Extraction 2.53% 2.81% 2.64%

𝑇𝐴𝐴 2% 3.6% 2.2%
NMB 1.26% 1.26% 1.26%
Total +15.53% +11.89% +13.92%

-15.43% -11.77% -13.82%
Branching fractions 2.92% 2.92% 2.92%
Global Systematics 2.92% 2.92% 2.92%
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Figure 5-70: The summary of 𝐵+ systematic uncertainties plotted as a function of
𝑝𝑇 (left), centrality in 0 - 30%, and 30 - 90% (middle), and the inclusive centrality
bin 0 - 90% (right) are shown above.
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5.15 Final Results

5.15.1 Overview

At this point, we have fully validated the analysis with detailed evaluations of both

statistical and systematic uncertainties. We are ready to report the experimental

measurements of 𝐵0
𝑠 and 𝐵+ cross section and the 𝐵0

𝑠/𝐵+ ratio as functions of 𝑝𝑇

and PbPb collision centrality.

5.15.2 𝐵0
𝑠 and 𝐵+ Cross Section

When B-meson measurement as a function of 𝑝𝑇 plots are created, the abscissa of

each data point is set to the mean value of the 𝑝𝑇 distribution, after background

subtraction via Splot. Figure 5-71 shows 𝐵0
𝑠 and 𝐵+ 𝑝𝑇 differential cross section

1
𝑇𝐴𝐴

𝑑𝑁
𝑑𝑝𝑇

as a function 𝑝𝑇 in PbPb collisions at
√
𝑠𝑁𝑁 =5.02 TeV with the CMS detector

using the 2018 dimuon PbPb dataset.

Table 5.43 and Table 5.44 summarize the 𝐵0
𝑠 and 𝐵+ cross section as functions of

𝑝𝑇 :

Table 5.43: The numerical values and uncertainties of the 𝐵0
𝑠 cross section as a

function of 𝑝𝑇 are summarized below.

𝑝𝑇 (GeV/c) 1
𝑇𝐴𝐴

𝑑𝑁
𝑑𝑝𝑇

(pb c/GeV) Stat. Up (+) Stat. Down (-) Syst. Up (+) Syst. Down (-)
7 - 10 160432 51.3% 48.3% 45.6% 45.4%
10 - 15 75523.7 22.4% 25.6% 14.8% 14.5%
15 - 20 25355 21.6% 20.7% 12.2% 12.1%
20 - 50 2272.18 21.6% 16.3% 16.5% 16.4%

It should note that for the 𝑝𝑇 bin 7 - 10 GeV/c, the measurement is a fiducial

measurement correcting to B mesons rapidity only up to 1.5 < |𝑦| < 2.4. The

measurement has a 𝑝𝑇 range of 7 - 50 GeV/c. The uncertainties are large for 𝐵0
𝑠 𝑝𝑇

from 7 to 10 GeV/c due to the limited statistics.

Figure 5-72 shows 𝐵0
𝑠 and 𝐵+ 𝑝𝑇 integrated cross section as a function of average
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Figure 5-71: The measurement of 𝐵0
𝑠 and 𝐵+ 𝑝𝑇 differential cross section 1

𝑇𝐴𝐴

𝑑𝑁
𝑑𝑝𝑇

as a
function of B-meson 𝑝𝑇 within 0 - 90% centrality is shown above. It should be pointed
out that the cross section results are plotted in the unit of pb c/GeV since 𝑇𝐴𝐴 is in
the unit of pb−1 while the 𝑝𝑇 is in the unit of GeV/c. The open markers from 7 - 10
GeV/c stand for the fiducial measurement at the B-meson rapidity of 1.5 < |𝑦| < 2.4.
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Table 5.44: The numerical values and uncertainties of the 𝐵+ cross section as a
function of 𝑝𝑇 are summarized below.

𝑝𝑇 (GeV/c) 1
𝑇𝐴𝐴

𝑑𝑁
𝑑𝑝𝑇

(pb c/GeV) Stat. Up (+) Stat. Down (-) Syst. Up (+) Syst. Down (-)
7 - 10 311668 15.9% 14.3% 14.0% 13.6%
10 - 15 270167 6.63% 7.95% 17.1% 17.1%
15 - 20 64384.4 6.54% 6.50% 7.75% 7.61%
20 - 50 7704.11 6.90% 5.26% 7.15% 6.99%

number of participant nucleons ⟨𝑁𝑝𝑎𝑟𝑡⟩, with the correspondence to PbPb collision

centrality labeled in the plot

Table 5.45 and Table 5.46 summarize the 𝐵0
𝑠 and 𝐵+ cross section as functions of

centrality and their statistical and systematic uncertainties.

Table 5.45: The numerical values and uncertainties of 𝐵0
𝑠 cross section as a function

of centrality bin are summarized below.

Centrality 1
𝑇𝐴𝐴

𝑁 (pb) Stat. Up (+) Stat. Down (-) Syst. Up (+) Syst. Down (-)
0 - 30% 650790 21.2% 22.0% 14.0% 13.7%
30 - 90% 497359 19.5% 19.7% 12.8% 12.7%
0 - 90% 595064 17.9% 16.3% 13.0% 12.8%

Table 5.46: The numerical values and uncertainties of 𝐵+ cross section as a function
of centrality bin are summarized below.

Centrality 1
𝑇𝐴𝐴

𝑁 (pb) Stat. Up (+) Stat. Down (-) Syst. Up (+) Syst. Down (-)
0 - 30% 1780710 5.52% 6.72% 15.5% 15.4%
30 - 90% 2286890 6.71% 7.06% 11.9% 11.8%
0 - 90% 1936560 4.47% 4.76% 13.9% 13.8%

It also should note that this is the first centrality differential fully measurement

of reconstructed 𝐵0
𝑠 with the CMS experiment. From the cross section above, we can

see that the nominal value of the cross section is lower for both 𝐵0
𝑠 and 𝐵+ in more
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Figure 5-72: The measurement of 𝐵0
𝑠 and 𝐵+ 𝑝𝑇 differential cross section 1

𝑇𝐴𝐴

𝑑𝑁
𝑑𝑝𝑇

measurement as a function of ⟨𝑁𝑝𝑎𝑟𝑡⟩ at different PbPb collision centrality within
B-meson 𝑝𝑇 from 10 - 50 GeV/c is shown above.
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central collision (0 - 30%) compare to the peripheral collision (30 - 90%). However,

given the large uncertainties, we could not draw a conclusion that such suppression

is due to the QGP medium effect.

5.15.3 𝐵0
𝑠/𝐵

+ Ratio

Since we have measured the 𝐵0
𝑠 and 𝐵+ cross section, the next step is to obtain their

ratio, which is an experimental observable to study beauty hadronization mechanism

as mention in Section 1.8.4. We should note that when we take the ratio between

𝐵0
𝑠 and 𝐵+, the systematic uncertainties of 𝑇𝐴𝐴 and 𝑁𝑀𝐵 cancel. Also, the sys-

tematic uncertainties of tracking efficiency are reduced to 5% instead of adding into

quadrature. Finally, the systematic uncertainties of muon efficiency are treated as

perfectly correlated. This means we both vary the 𝐵0
𝑠 and 𝐵+ cross section with the

muon efficiency systematics up and down and compute the ratio. Then, we calculate

the percent deviation of up and down variated 𝐵0
𝑠/𝐵

+ to the nominal 𝐵0
𝑠/𝐵

+ and

quote those numbers as the systematic uncertainties. Other sources of systematic

uncertainties from 𝐵0
𝑠 and 𝐵+ cross section are added into quadrature for 𝐵0

𝑠/𝐵
+

ratio.

Figure 5-73 shows the 𝐵0
𝑠/𝐵

+ ratio as a function of B-meson 𝑝𝑇

Table 5.48 summarizes 𝐵0
𝑠/𝐵

+ ratio as a function of B-meson 𝑝𝑇

Table 5.47: The numerical values and uncertainties of 𝐵0
𝑠/𝐵

+ cross section ratio as a
function of 𝑝𝑇 are summarized below.

𝑝𝑇 (GeV/c) Abc. (GeV/c) 𝐵0
𝑠/𝐵

+ stat. up (+) stat. down (-) syst. up (+) syst. down (-)
(7,10) 8.75 0.5148 53.7% 50.4% 46.0% 46.1%
(10,15) 12.6 0.2795 22.3% 26.8% 19.3% 19.3%
(15,20) 17.4 0.3938 22.6% 21.7% 9.10% 9.11%
(20,50) 27.3 0.2949 22.7% 17.1% 13.9% 13.9%
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Figure 5-73: The measurement of 𝐵0
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+ as a function of 𝑝𝑇 is shown above. The
open markers from 7 - 10 GeV/c stand for the fiducial measurement at the B-meson
rapidity of 1.5 < |𝑦| < 2.4.
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Figure 5-74 shows the 𝐵0
𝑠/𝐵

+ ratio as a function of PbPb collision centrality
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Figure 5-74: The measurement of 𝐵0
𝑠/𝐵

+ as a function of 𝑝𝑇 is shown above.

Table 5.48 summarizes 𝐵0
𝑠/𝐵

+ ratio as a function of PbPb collision centrality

Table 5.48: The numerical values and uncertainties of 𝐵0
𝑠/𝐵

+ cross section ratio as a
function of centrality are summarized below.

Centrality 𝐵0
𝑠/𝐵

+ stat. up (+) stat. down (-) syst. up (+) syst. down (-)
0 - 30% 0.3655 21.9% 23.0% 17.2% 17.2%
30 - 90% 0.2175 20.6% 20.9% 12.0% 12.0%
0 - 90% 0.3073 18.4% 17.0% 14.5% 14.6%

Finally, we can also cross check our measurement with the 2015 published 𝐵0
𝑠/𝐵

+

ratio. Figure 5-75 shows the direct comparison of our data.

Within uncertainties, we see that our new results are fully consistent with the

2015 published results but provide much more information since our measurement is

more precise and differential.
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Hence, we have reported the measurement of 𝐵0
𝑠 and 𝐵+ mesons cross section and

the 𝐵0
𝑠/𝐵

+ ratio in PbPb collisions at
√
𝑠𝑁𝑁 = 5.02 TeV with the CMS experiment.

Moreover, we have successfully reproduced our data with the 2015 published results

with enhanced performance. In the next chapter, we will answer the questions raised

in Section 2.4 through the comparison of our data with other experimental references

and theoretical predictions.
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Chapter 6

Conclusions

With fully reconstructed 𝐵0
𝑠 and 𝐵+ measurements in PbPb collision, we can study

the beauty hadronization mechanism and answer the questions raised in Section 2.7.

6.1 𝑝𝑝 Reference and Theoretical Models

Because our fully reconstructed B-meson analysis in 𝑝𝑝, which serves as the reference

for PbPb, is still ongoing, in order to understand our PbPb data, we need to add the

B-meson 𝑝𝑝 measurements from other experiments at the LHC. The 𝑝𝑝 references we

use to compare our PbPb measurement are described below:

LHCb 7 TeV pp result at 2 < |𝑦| < 5: This reference is chosen because it is

one of the most precise 𝐵0
𝑠/𝐵

+ measurements with energy is closest to the 5.02 TeV

in our analysis [113]. The original results are presented as the efficiency corrected

yield ratio ℛ = 𝑁(𝐵0
𝑠→𝐽/𝜓𝜑)

𝑁(𝐵+→𝐽/𝜓𝐾+)
· 𝜖(𝐵

+→𝐽/𝜓𝐾+)
𝜖(𝐵0

𝑠→𝐽/𝜓𝜑)
[113]. We multiply ℛ by the branching

ratios of 𝐵𝑅(𝐵0
𝑠 → 𝐽/𝜓𝜑 → 𝜇+𝜇−𝐾+𝐾−)/𝐵𝑅(𝐵+ → 𝐽/𝜓𝐾+ → 𝜇+𝜇−𝐾+) and

make them be the same quantity as our 𝐵0
𝑠/𝐵

+ measurement.

ATLAS 7 TeV pp results at |𝑦| < 2.5: This reference is chosen because it is

measured over a rapidity range similar to our measurement range [198]. The original

results are the ratio of the fragmentation fraction 𝑓𝑠/𝑓𝑑. Using the isospin symmetry,

we get 𝑓𝑑 = 𝑓𝑢. So 𝑓𝑠/𝑓𝑑 = 𝑓𝑠/𝑓𝑢. In addition, the ATLAS paper uses the QCD

calculation 𝐵𝐹 (𝑄𝐶𝐷) = 𝐵𝑅(𝐵0
𝑠→𝐽/𝜓𝜑)

𝐵𝑅(𝐵0→𝐽/𝜓𝐾*0)
= 0.83 instead of directly quoting the PDG
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the branching ratios 𝐵𝐹 (𝑃𝐷𝐺) = 𝐵𝑅(𝐵0
𝑠→𝐽/𝜓𝜑)

𝐵𝑅(𝐵0→𝐽/𝜓𝐾*0)
= 0.85. Hence, we relate ATLAS

𝑓𝑠/𝑓𝑑 to our 𝐵0
𝑠/𝐵

+ via 𝐵0
𝑠/𝐵

+ = 𝐵𝐹 (𝑃𝐷𝐺)/𝐵𝐹 (𝑄𝐶𝐷) × 𝑓𝑠/𝑓𝑑 and compare the

ATLAS scaled 𝑝𝑝 data to our data.

LHCb and ATLAS are measured at different rapidity ranges. However, since the

rapidity dependence is not significant in 𝐵0
𝑠/𝐵

+ ratio as demonstrated in Figure 1-35

according to the LHCb publication [113], assuming it is also insignificant in PbPb,

we can use the 𝑝𝑝 reference at different rapidity ranges as references in our 𝐵0
𝑠/𝐵

+

measurement.

In addition to the 𝑝𝑝 references, we also include the theoretical predictions from

TAMU (labeled as “PbPb: TAMU” in orange) and Cao, Sun, Ko (labeled as “PbPb:

Langevin” in green) models which have been introduced in Section 1.6. Figure 6-

1 show the comparison between our 𝐵0
𝑠/𝐵

+ measurement with 𝑝𝑝 references and

theoretical model calculations.
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Figure 6-1: The fully reconstructed 𝐵0
𝑠/𝐵

+ (left) and 𝐵0
𝑠/𝐵

+ 𝑅𝐴𝐴 ratio (right) as a
function of 𝑝𝑇 using the 2015 CMS pp and PbPb datasets are shown above. Both plot
include the ATLAS (magenta) and LHCb (blue) 7 TeV 𝑝𝑝 references. The TAMU
model (orange) has only 𝑝𝑇 dependent predictions shown on the left figure while the
Cao, Sun, Ko model (green) has both 𝑝𝑇 and centrality predictions plotted on both
figures.
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6.2 Implications from the Experimental Data

Figure 6-1 conveys a lot of information. We will discuss the physics messages by

comparing the PbPb data with the pp references and theoretical model prediction:

Substantial Uncertainties at Low 𝑝𝑇 : Both statistical and systematic uncer-

tainties of 𝐵0
𝑠/𝐵

+ ratio are large in 7 < 𝑝𝑇 < 10 GeV/c. They all come from 𝐵0
𝑠 .

However, we know that the statistics of 𝐵0
𝑠 in the 𝑝𝑇 range 7 - 10 GeV/c is indeed

very small. In fact, from the FONLL calculation, we expect to get only about 13 𝐵0
𝑠

signal candidates. Unfortunately, some of the systematic uncertainties, for instance,

the one due to finite MC simulation statistics, which contributes a lot (26.5%) to the

total systematic uncertainties (46%) can be in principle further reduced.

No significant 𝑝𝑇 dependence: According to 𝐵0/𝐵+ ratio as a function of B-

meson 𝑝𝑇 , apparently, there is no significant change of the central values for 𝑝𝑇 >10

GeV/c. For 7 - 10 GeV/c, the central value jumps from 0.28 up to 0.51. However, the

uncertainties of the measurement are also very large. Considering all the uncertainties,

we do not observe significant 𝑝𝑇 dependence on the 𝐵0
𝑠/𝐵

+ ratio.

Good Agreement with theoretical models: Comparing the PbPb data to

TAMU and Cao, Sun Ko model calculations, the 𝐵0
𝑠/𝐵

+ vs 𝑝𝑇 data agree well with

these two models. They both predict the trend of the central values of our data,

which decreases and then approaches flat values as 𝑝𝑇 increases. The TAMU model

always lies above the Cao, Sun, Ko model because it only employs the quark coa-

lescence model in hadronization. However, in Cao, Sun, Ko model, fragmentation

hadronization is also considered.

However, we know that in the limit 𝑝𝑇 → ∞, the 𝐵0
𝑠/𝐵

+ in PbPb collisions will be

very similar to 𝑝𝑝 collisions since the fast-moving beauty quarks traverse through the

medium within a very short time and are not likely to combine with any quarks in the

medium because they speed are very different. Hence, fragmentation hadronization

dominates in b-hadron production at very high 𝑝𝑇 .

As for the centrality measurement, the Cao, Sun, Ko model predictions are also

reasonably consistent to our in the range of 0 - 30% and 0 - 90%. However, in the
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peripheral 30 - 90% collisions, the Cao, Sun, Ko model has a lager 𝐵0
𝑠/𝐵+ ratio,

roughly 2 𝜎, compared to our data point, which lies right on the 𝑝𝑝 references.

Compatible to pp references: While the centers of 𝐵0
𝑠/𝐵

+ data points sys-

tematically lie above the 𝑝𝑝 references, taking into account all uncertainties, they are

within about 1 𝜎 except the peripheral 30 - 90% bin with a very small number of

participants which behaves like 𝑝𝑝. However, it should note that the energy of 𝑝𝑝

reference is higher than the PbPb data. LHCb has reported that the 𝐵0
𝑠/𝐵

+ ratio

increases as energy goes up [113]. Therefore, it would make the comparison much

better if we could also perform 𝐵0
𝑠/𝐵

+ measurement in 𝑝𝑝 collisions with CMS and

compare it to the PbPb results directly.

6.3 Conclusions

With the physics messages obtained from the discussions, we are prepared to answer

the questions raised in Section 2.3 and draw conclusions of our studies in this thesis

below:

First Observation of 𝐵0
𝑠 in Nucleus-Nucleus Collisions: In the analysis,

we have fully reconstructed 𝐵0
𝑠 with greater 5𝜎 significances in all 𝑝𝑇 and centrality

bins. Therefore, we have improved our measurement compared to the 2015 published

results and first observed fully reconstructed 𝐵0
𝑠 in heavy-ion collisions.

Significant Improvement of the Previous Results: We have successfully

reproduced the published results using 2015 datasets with higher precision. Moreover,

our new results measure 𝐵0
𝑠/𝐵

+ as a function of centrality for the first time. In

addition, thanks to the higher statistics of the dataset, we are able to measure four

𝑝𝑇 bin, providing more information about the 𝑝𝑇 dependence of the 𝐵0
𝑠/𝐵

+ ratio. In

our measurement, we find no significant 𝑝𝑇 dependence of 𝐵0
𝑠/𝐵

+ down to at least

10 GeV/c. In addition, there is a hint of suppression of B-meson cross section in

central collision compare to peripheral collisions, which will be confirmed with larger

statistics later.

Inconclusive about Strangeness Enhancement: There is a weak hint of
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potential strangeness enhancement for beauty quark hadronization in PbPb collisions,

particularly at low 𝑝𝑇 , compared to 𝑝𝑝 collisions. The 𝐵0
𝑠/𝐵

+ ratios in PbPb are

systematically higher than pp with about 1 - 1.3 𝜎. However, the hint is not strong

enough. We will need more statistics to confirm this hint in the future.

The fragmentation hadronization mechanism alone is not enough to

describe our data: We can see that the quark coalescence effect must be consid-

ered because our data points lie systematically above the 𝑝𝑝 references. Looking at

the most central collision from 0 - 30 %, the 𝐵0
𝑠/𝐵

+ ratio is about 1.25𝜎, which

corresponds to about 80% confidence, above the LHCb pp reference. The explicit

computation is shown as follows:

%𝐷𝑒𝑣 = (0.3655− 0.2353)/(0.3655 *
√
0.232 + 0.1722) ≃ 1.25 (6.1)

Not Enough Precision to Constrain Theoretical Models: Base on the

uncertainties of our data, we find that the theoretical models using quark coalescence

as hadronization model, for instance, the TAMU and Cao, Sun, Ko models, are all

in reasonable agreement with the PbPb data, both in terms of central values and the

decreasing trends as 𝑝𝑇 increases.

Missing B-meson Measurement in 𝑝𝑝 with CMS as A Reference: Cur-

rently, the B-meson 𝑝𝑝 analysis is still working in progress. More results will be

coming in the near future to answer the questions such as beauty energy loss mecha-

nism in the QGP and hadronization mechanism in small systems. Our B-meson 𝑅𝐴𝐴

measurements will be able to constrain the heavy-quark spatial diffusion coefficient

and the jet transport parameter to probe the inner workings of the QGP.

In conclusion, the larger PbPb datasets that should be accumulated in upcom-

ing LHC Run 3 and high-luminosity (HL) LHC heavy-ion runs will provide greater

precision and allow more differential B-meson measurements not only on traditional

observables with but also on modern observables such as 𝐵 − �̄� angular correlations

with more fully reconstructed b-hadron species such as Λ𝑏, 𝐵0
𝑐 , and Ω𝑏. In addi-

tion, the CMS MIP Timing Detector (MTD) upgrade [199] will allow us to perform
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hadronic PID. We will be able to fully reconstruct beauty hadrons down very low 𝑝𝑇

and carry out measurements with high precision. These future b-hadron measure-

ments could help further investigate beauty hadronization in vacuum and QGP.

6.4 Future Outlooks

As mentioned previously, our 𝑝𝑝 data analysis is still ongoing. Figure 6-2, Figure 6-3,

and Figure 6-4 show our ongoing analysis of fully reconstructed 𝐵0
𝑠 , 𝐵+, and 𝐵0 using

the 2017 𝑝𝑝 datasets at
√
𝑠𝑁𝑁 = 5.02 TeV at very low 𝑝𝑇 respectfully.

0

20

40

60

80

100

120

)2
E

ve
nt

s 
/ (

20
 M

eV
/c

lambda1 = -0.99472 +/- 0.0830

mean1 =  5.27333 +/- 0.00530

nbkg1 =  1889.3 +/- 45.9

npeakbg1 =  0.0 +/- 48.0

nsig1 =  92.8 +/- 17.8

+B
 < 1 GeV/c

T
0 < p
|y| < 2.4

5 5.2 5.4 5.6 5.8 6

)2 (GeV/c+ KψJ/m

2−
0
2

P
ul

l

)-1pp 5.02 TeV(302.3 pbCMS Work In Progress*

S = 92.8

S_err = 17.8

B = 361.9

Significance: 6.0

Figure 6-2: The fully reconstructed 𝐵+ via the decay channel of 𝐵+ → 𝐽/𝜓𝐾+ →
𝜇+𝜇−𝐾+ in the 𝑝𝑇 range of 0 - 1 GeV/c using the full CMS 2017 𝑝𝑝 dataset is shown
above. The statistical significance is about 6. The selection is optimized with the
BDT algorithm using a subset of topological variables used in PbPb 𝐵+ studies.

Thanks to the powerful machine learning algorithms, even without hadronic PID,

very clear B-meson signals have still been observed down to 𝑝𝑇 = 0. The estimated

significances are all greater than 4. With these significant signals, we can perform

precise measurement on 𝐵+ cross section in 𝑝𝑝 collisions down to 𝑝𝑇 = 0, which allows

us to study inclusive beauty production cross section. In addition, we will also be
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Figure 6-3: The fully reconstructed 𝐵0 via the decay channel of 𝐵0 → 𝐽/𝜓𝐾0* →
𝜇+𝜇−𝐾𝜋 in the 𝑝𝑇 range of 2 - 4 GeV/c using the full CMS 2017 𝑝𝑝 dataset is shown
above. The statistical significance is about 5.1. The selection is optimized with the
BDT algorithm using a subset of topological variables used in PbPb 𝐵0

𝑠 studies.

271



0

20

40

60

80

100

120

140

160

)2
E

ve
nt

s 
/ (

20
 M

eV
/c

s
0B

 < 4 GeV/c
T

2 < p
|y| < 2.4

5 5.2 5.4 5.6 5.8 6

)2 (GeV/c-K+KψJ/m

2−
0
2

P
ul

l

)-1pp 5.02 TeV(302.3 pbCMS Work In Progress*

S = 70.8

S_err = 19.8

B = 602.6

Significance: 3.9

Figure 6-4: The fully reconstructed 𝐵0
𝑠 via the decay channel of 𝐵0

𝑠 → 𝐽/𝜓𝜑 →
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𝑠 studies.
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able to measure 𝐵0
𝑠/𝐵

+ ratio down to 2 GeV/c. Finally, according to the multiplicity

studies, we can also 𝐵0
𝑠/𝐵

+ as a function of multiplicity up to about 150, which helps

us answer many questions raised in Chapter 2. These fully B-meson measurements

down to very low 𝑝𝑇 and up to very high multiplicity will shed light on the beauty

quark hadronization mechanisms in vacuum and QGP.

In the future era of LHC Run 3 and HL-LHC, much more data will be collected to

perform exciting measurements on fully reconstructed 𝐵+
𝑐 and Λ𝑏 hadrons. Finally,

at RHIC, as the sPHENIX experiment is taking data in 2023, we can also fully recon-

struct b hadrons at lower energies to study a QGP medium at lower temperatures and

higher baryon chemical potentials. The fully reconstructed b-hadron measurement at

RHIC will be complementary to the measurements at the LHC. Together, these will

help determine the heavy-quark diffusion coefficient at different temperatures, con-

strain the fundamental property of QGP 𝜂/𝑠, and probe the inner workings of QGP.

Lots of challenges and opportunities are waiting for us to explore and overcome. A

bright and exciting chapter of relativistic heavy-ion physics is forthcoming in the near

future.
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