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Quantum dynamical systems are capable of powerful computation but
are hard to emulate on digital computers. We show that four novel ana-
log circuit parts can emulate the phase-coherent unitary dynamics of such
systems. These four parts are: a Planck capacitance analogous to a neu-
ronal membrane capacitance; a quantum admittance element, together
with the Planck capacitance, analogous to a neuronal quadrature oscil-
lator; a quantum transadmittance element analogous to a complex neu-
ronal synapse; and a quantum transadmittance mixer element analogous
to a complex neuronal synapse with resonant modulation. These parts
may be emulated classically, with paired real-value voltages on paired
Planck capacitances corresponding to the real and imaginary portions
of a probability amplitude; and appropriate paired real-value currents
onto these Planck capacitances corresponding to diagonal (admittance),
off-diagonal (transadmittance), or controlled off-diagonal (transadmit-
tance mixer) Hamiltonian energy terms. The superposition of 2" simulta-
neously phase-coherent and symmetric probability-voltage amplitudes
with O(n) of these parts, in a tensor-product architecture enables ana-
log emulation of the quantum Fourier transform (QFT). Implementation
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Quantum-Inspired Computing With Classical Analog Circuits 857

of our circuits on an analog integrated circuit in a 0.18 um process yield
experimental results consistent with mathematical theory and computer
simulations for emulations of NMR, Josephson junction, and QFT dy-
namics. Our results suggest that linear oscillatory neuronal networks
with pairs of complex subthreshold/nonspiking sine and cosine neurons
that are coupled together via complex synapses to other such complex
neurons can architect quantum-inspired computation with classical ana-
log circuits. Thus, an analog-circuit mapping between quantum and neu-
ral computation, both of which exploit analog computation for powerful
operation, can enable future synergies between these fields.

1 Introduction

Feynman first described the powerful computational possibilities inherent
in the physics of coherent wave interference as well as the ability of quan-
tum dynamical systems to emulate quantum physics efficiently (Feynman,
1982; Nielsen & Chuang, 2010). Efficient simulation of hard problems in
quantum mechanics can sometimes be accomplished with more conven-
tional means. Often the efficiency comes from a physical system, such as
linear optics, designed to evolve in similar ways to the quantum system in
question (Cohen et al., 2021). An advantage of such physical emulation is
that it can be designed to inherently take advantage of coherent feedback
dynamics or probabilistic computation with noise, both of which are auto-
matically present in the physical system. Such systems also have applica-
tions in fields such as machine learning, which is largely founded on neural
computation (Yamamoto, Leleu, Ganguli, & Mabuchi, 2020).

Analog accelerators for linear algebra have been shown to be capable of
order-of-magnitude improvements over digital computation (Huang, Guo,
Seok, Tsividis, & Sethumadhavan, 2016). Analog circuits can be used to ex-
ploit the stochastic nature of the behavior of electrons at different energy
barriers, which is normally avoided in other applications (Fukami et al.,
2020). Probabilistic computation with natural thermal noise in thermody-
namic analog computers enables vast speed-ups for emulating biological
stochastic computation and can also solve problems like integer factoriza-
tion (Kim, Woo, & Sarpeshkar, 2018; Borders et al., 2019). Powerful analog
computational basis functions were identified to have benefits for emulat-
ing neuron-inspired computation in the brain and for pattern recognition
(Mead, 1989; Hahnloser, Sarpeshkar, Mahowald, Douglas, & Seung, 2000;
Lee & Seung, 1999). Similarly, novel physical devices like memristors can
emulate short-term and long-term synaptic plasticity in the brain (Wang
etal., 2017). The nature of measurement and causality can be explored with
loaded alternating current (AC) circuits (Weinstein, 2021). Finally, quan-
tum information processing in conventional commercial integrated cir-
cuits can be enabled in the future by elegant techniques for single-electron
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spin-to-charge conversion and detection (Xiao, Martin, Yablonovitch, &
Jiang, 2004).

All of this prior work suggests that physical collective analog compu-
tation, whether probabilistic or deterministic, classical or quantum, is a
powerful alternative to traditional digital computation. It is also readily
available in commercial integrated circuits at room temperature. In partic-
ular, the power of using unitary transforms that exploit phase to compute,
such as the quantum Fourier transform (QFT), has applications in many
domains. Examples include search (Grover, 1996), quantum chemistry
simulations (Whitfield, Biamonte, & Aspuru-Guzik, 2011), and integer fac-
torization (Shor, 1994). It is worth noting that unlike traditional analog
computation, collective analog computation is scalable to arbitrary com-
plexity and precision because global-function discrete outcomes or dig-
itization enable signal restoration and divide-and-conquer computation
(Nielsen & Chuang, 2010; Sarpeshkar, 1998, 2010; Woo & Sarpeshkar, 2013).
For example, it is possible to do 16-bit-precise (or arbitrarily precise) analog
addition with four 4-bit-precise spiking-neuron analog units using physical
basis functions of Kirchoff’s current law and the mechanism of a signal-
restorative pulsatile spiking carry rather than via traditional full-adder
digital logic (Woo & Sarpeshkar, 2013). Such spiking-neuron circuits are
capable of powerful arbitrary general-purpose computation, from gener-
alizations of synchronous finite state machines in the digital domain to
asynchronous hybrid state machines in the spiking domain, and are also
capable of learning (Sarpeshkar & O'Halloran, 2002). Emulating coherent
quantum computation with classical analog circuits over a broadband, scal-
able frequency range is difficult; to be unitary, one must conserve energy,
which is satisfied by approximately lossless passive inductor-capacitor cir-
cuits that can renormalize their signals to account for small loss. However,
the magnitude-phase relationships of such circuits at just one narrow res-
onant frequency are not sufficient for them to correctly emulate quantum
dynamics at all frequencies. When such circuits are composed together to
emulate quantum mechanics over a broadband frequency range, nonmod-
ular, current-voltage interactions due to the interacting effects of one circuit
on another alter the quantum computation being emulated. The circuit is
neither broadband as it is required to be nor easily scalable due to such
loading and associated frequency-dependent interactions.

Perfect —90° phase shifts are required over a broad frequency range
to represent the complex number 7 in classical analog dynamical systems
when emulating quantum dynamical systems (Kish, 2003; La Cour, Os-
trove, Ott, Starkey, & Wilson, 2016). Unfortunately, such perfect phase shifts
with no magnitude change are physically impossible to architect by real-
voltage, real-current single-element classical circuits over all frequencies.
They need an infinite number of lumped classical circuit elements to em-
ulate (Sarpeshkar, 2019a, 2019b, 2019¢, 2020). Coherent unitary quantum
computation needs fundamentally new analog circuits that represent its
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complex-number mathematics with complex-voltage /complex-current cir-
cuits. These circuits have no direct real-voltage /real-current classical equiv-
alent. Furthermore, even narrowband emulations of quantum dynamics
need exponential hardware resources to mimic the tensor-product proper-
ties of quantum computing (Kish, 2003). Active real-valued classical analog
circuits seem ill suited for emulating unitary quantum computation because
they do not inherently conserve energy like passive circuits. However, we
show that one passive and three active complex-valued quantum analog
circuits can conserve both probability and energy and implement unitary
transforms. These four parts can reformulate the Hamiltonian equations
of quantum mechanics in a circuits language that is easily scalable, broad-
band, and modular. They can be used together to compose tensor-product
systems that do not require exponential resources in hardware. Most im-
portant, although these parts with complex voltages and complex currents
have no direct classical equivalent, we can emulate these four parts classi-
cally using only real-valued voltages and currents. Alternatively, complex
neurons with paired sine and cosine quadrature oscillations that inter-
act via a complex Hamiltonian synaptic matrix can classically emulate
powerful aspects of quantum computation, thus building a circuit bridge
between quantum and neural computation. Both of these forms of compu-
tation exploit analog computation, whether with complex numbers or with
real numbers, respectively.

Recent work (Budzinski et al., 2021) on using complex numbers to more
clearly understand coupled oscillations in nonlinear systems (Kuramoto,
1984) via a more linear framework is in accord with our complementary
work here. As we show, it is consistent with our measurements and emu-
lations of reactive power-flow currents in Josephson junction emulations.
Other recent work has shown that quantum spin-based Ising systems, in-
cluding probability distributions corresponding to those seen in quantum
entanglement, can be learned and emulated by networks of leaky integrate-
and-fire spiking neurons on VLSI chips. These implementations effectively
architect positive operator-valued measures (Czischek et al., 2021). Our
work is complementary and consistent with such work since we effectively
architect linear, nonspiking classical analog quadrature oscillator circuits to
represent phase. In contrast, spiking systems can architect modular repre-
sentations of real numbers by effectively encoding 0° phase at the spike
onset (Sarpeshkar & O’Halloran, 2002).

2 Emulation of Quantum Hamiltonian Dynamics with Classical Analog
Circuits

We start by showing how we can emulate the coherent dynamics of quan-
tum dynamical systems classically. We observe that quantum complex-
valued analog computation naturally maps to classical paired-real-value
analog computation if we make one simple but critical observation: Since
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—i(R+il) = —iR + I, the Schrodinger equation, hd|y)/dt = —iH|y), al-
ways leads to real-valued components in H|y) creating imaginary-valued
dynamic components in d|)/dt with a sign change and imaginary-valued
components in H|y) creating real-valued dynamic components in d|v) /dt
with no sign change. Thus, if we keep separate track of the real and
imaginary components and their interacting dynamics, an N x N quan-
tum Hamiltonian that is Hermitian with N complex-valued state variables
maps to an equivalent classical analog 2N x 2N Hamiltonian. This Hamil-
tonian is anti-Hermitian with 2N paired real-value (R, I) state variables. In
general, because i> = —1 and real and imaginary parts always reciprocally
affect each other, quantum complex dynamics always manifests with equiv-
alent paired-real-value classical variables that interact via active negative-
feedback loops. Equivalently, there are always two corresponding dual
dynamical systems that interact. Below, we prove that a real eigenvalue, E,
of a quantum Hermitian system with an N x 1 eigenvector |y) transforms
to a pair of eigenvalues, —iEy and +iE,, with corresponding 2N x 1 eigen-
vectors of an equivalent classical anti-Hermitian system, which are denoted
by |; —ir) and [¢*; +iy*), respectively. These eigenvectors naturally sum
in complex-conjugate fashion to create real-valued classical analog dynam-
ics, analogous but not always equal to cosine and sine components of the
exactly emulated complex exponential quantum dynamics. Hermitian
Hamiltonian dynamics, which conserve probability and energy in quan-
tum systems, map to corresponding anti-Hermitian Hamiltonian dynamics
in our classical emulations, which conserve energy and power, respectively,
making unitary transforms realizable.

The quantum Schrodinger equation, which is intentionally rewritten
such that h can be mapped to a Planck capacitance in our emulations (i.e., i
has been moved to the right-hand side), may be written as

d )
ﬁalw = —iH[y).

If we separate the probability amplitude and Hamiltonian into real and
imaginary parts (here using superscripts R and I for real and imaginary
parts, respectively),

d
Iy (IR +ilyh) = —i(HR +iH") (jv®) +ily'))

hd 1//R B H! HR ,(//R
dr v | T | —HR H! |

We can then see how an N x N quantum Hamiltonian with complex
numbers has been mapped to an equivalent 2N x 2N classical Hamiltonian
with real numbers and an N-dimensional complex state vector has been
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Quantum-Inspired Computing With Classical Analog Circuits 861

mapped to an equivalent 2N-dimensional classical state vector with real
numbers.

We now discuss how the eigenvalues and eigenvectors of the classical
Hamiltonian, which is anti-Hermitian, relate to the eigenvalues and eigen-
vectors of the quantum Hamiltonian, which is Hermitian. Suppose that |E;)
is an eigenvector of the quantum Hermitian Hamiltonian with eigenvalue
E;. Then,

d
ih—|E;) = H|E;) = E{|E;).
1 dtl ) |Ei) = Ei|E:)
And by taking complex conjugates of each side,
od o | o x
—zha|Ei) = H*|E}) = E{|E}).

Therefore, in the classical Hamiltonian,
H' HR |E) —iH|E;)
—HR H! || —E) | | —=HIE)
E;
K, |') 7
—i|E;)

such that the latter vector in the equation above is an eigenvector of the
classical Hamiltonian with eigenvalue —iE;.
Similarly,

H B EDT [ HIED
—HR H' [ |iEn | | —HYEF)
ilE?)

such that the latter vector in the equation above is an eigenvector of the clas-
sical Hamiltonian with eigenvalue +iE;. Thus, we have a homomorphism
with a single E; quantum eigenvalue and associated eigenvector mapping
to two classical —iE; and +iE; eigenvectors with associated eigenvectors.

It is worth noting that as for all ordinary oscillators in classical systems,
the eigenvectors for each eigenvalue sum with their complex-conjugate
halves (with appropriate initial-condition weighting that also turns out to
be complex conjugate) throughout the dynamics to yield values for each
real and imaginary component that is real-valued. Therefore, these compo-
nents are physically instantiable, classically, as our experiments and theory
show. An example that bears strong similarity and provides intuition is that
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right-hand, circularly polarized (RHCP) ¢! and left-hand, circularly polar-
ized (LHCP) ¢ components sum in complex-conjugate fashion to create
linearly polarized cosine and sine components on the x- and y-axes.

If we replace the HR and H! terms with G and G! complex admittance
terms (complex admittance = complex current/complex voltage), circuit
dynamics of probability amplitude voltages across Planck capacitors whose
value is /i can represent quantum Hamiltonian dynamics:

c d [ VR IR Gl GRT[VR
Parlvi ||| =GR G || vt
Here, VR and V! are vectors with N real components. The G matrix repre-
sents admittances connected to these Planck capacitors in an appropriate
feedback fashion as we show later. Note that our G matrix is itself antisym-
metric, and the conjugate transpose is simply the transpose in this formu-

lation GT = —G. One can see this more clearly by looking at G in a factored
form:

—i (G*+iG") (IVR) +ilVh) = (G'IVR) + GRIV!) +i (=GR VR + G'[V1)

[ o]V ]
= [-i(G*+iG)]" = +i((6")' -i(c)")

= +i (G} +iG")
-Gl -GR
R
While this arrangement of the real and imaginary parts (real parts
stacked on imaginary parts) is useful in this context, it is some-
times more conveniTent to alternate real and imaginary parts (e.g., |V) =
[V} v V¥ VI]'), which better illustrates the connections between
real-imaginary pairs of different Planck capacitors. Figure 1 illustrates how
a simple 2 x 2 quantum Hamiltonian is then mapped to an equivalent clas-

sical 4 x 4 Hamiltonian.
For later convenience, we note that

d

CnalV) = |I) =GIV)
d 1
EIV) = EHGIV)

d 1
—I|I) = =—G*|V).
ik GIV)

=c

d-ajo11B/008U/NPa W I08IIP//:dY WOy papeojumod

©7008U/001£002/958/¥/7E/4P!

220z aunr g} uo sasn saleiqr LIN Aq jpd L8110



Quantum-Inspired Computing With Classical Analog Circuits 863
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Quantum Hamiltonian Classical Hamiltonian

Figure 1: A quantum Hamiltonian can be simply mapped to an equivalent clas-
sical Hamiltonian.

3 Four Classical Analog Circuit Components to Emulate Quantum
Dynamics

We have described how a quantum Hamiltonian can be emulated by
equivalent classical circuit dynamics. To review, quantum complex-valued
analog computation naturally maps to classical paired-real-value analog
computation if we make one simple but critical observation, since, —i(R +
il) = iR + I, the Schrodinger equation, hd|y)/dt = —iH|y), always leads
to real-valued components in H|y), creating imaginary-valued dynamic
components in d|y) /dt with a sign change and imaginary-valued compo-
nents in H|y) creating real-valued dynamic components in d|) /dt with no
sign change. Thus, complex currents that flow onto what we call & Planck
capacitors (whose voltage represents probability amplitude) can architect
probability-amplitude component changes on these capacitors and repre-
sent changing dynamics of the quantum system. Each complex probability-
amplitude voltage component in the quantum Hamiltonian can, in general,
architect diagonal or self-dynamics by generating currents that are fed to its
own Planck capacitors (via what we term a “quantum admittance” element
that corresponds to the E; term in Figure 1) or architect off-diagonal or trans
dynamics by generating currents that are fed to other Planck capacitors (via
what we term a “complex transadmittance” element that corresponds to
the A term in Figure 1). Controlled off-diagonal interactions can be imple-
mented via what we term a “quantum transadmittance mixer” element, for
example, if A in Figure 1 is modulated by another input.

We now describe these four circuit components in more detail. They can
serve as the building blocks for larger circuits. Later, we also show how they
can be used in a superposition context, analogous to the signal representa-
tion described in La Cour et al. (2016) but with O(n) scaling in hardware
resources for our tensor-product architecture that leverages symmetry use-
ful in the QFT and in several quantum algorithms, rather than O(2") for the
arbitrary case.

3.1 Planck Capacitor. A complex voltage on a Planck capacitor can rep-
resent a single probability-amplitude component and be emulated by a pair
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Ch T T
= Emulation of Complex Planck
Complex Planck capacitor Capacitor

Figure 2: The complex Planck capacitor (which has no physical realization) can
be emulated with a pair of capacitors for the real and imaginary components.

of voltages on two identical classical capacitors, as shown in Figure 2. Since
the capacitance naturally represents h, we refer to this component as the
“Planck capacitor.” We use the capacitor symbol in all circuit drawings.
This capacitance, analogous to the neuronal membrane capacitance, scales
all dynamics in inverse proportion to its capacitance value.

3.2 Quantum Admittance Element. A diagonal self-dynamical term of
the quantum Hamiltonian is represented via a quantum admittance ele-
ment that creates a current Ir = —iGgVg representing an E; term of the
quantum Hamiltonian with Gg, the admittance/transconductance propor-
tional to E;. The physical instantiation in the classical emulation leads to
IR = GpV% and IL = —GgVE with such currents altering the voltages VX and
V] on the Planck capacitances Cy, that they are implicitly connected to (these
Planck capacitances are like those explicitly shown in Figure 2). We note
that the transconductance values relate to the energy values E; and E; from
Figure 1. We have introduced a new symbol for this element (see Figure 3).
Figure 4 shows a simple implementation of this element.

3.3 Complex Transadmittance Element. An off-diagonal transdynami-
cal term of the quantum Hamiltonian is represented via a quantum transad-
mittance element that creates a current I, = —i(—Gyx)V; representing an —A
or —A* term of the quantum Hamiltonian with G4, the transadmittance
proportional to A (or A*). The physical instantiation in the classical em-
ulation leads to IR = —G4V! and Il = G4V} if A is purely real with such
currents altering the voltages VX and V! on the Planck capacitances Cj, that
they are connected to, which are different from the input voltages to the
element, VX and V] . The physical instantiation in the classical emulation
leads to I¥ = —G4V} and Il = —G4V], if A is purely imaginary with such
currents altering the voltages VX and V! on the Planck capacitances Cy, that
they are connected to, which are different from the input voltages to the
elements, Vlﬁ and VL The signs of these currents are consistent with the
classical Hamiltonian of Figure 1, which is also derived by keeping track of
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VE Vi
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;IE I};’; %{;
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L

Emulation of Quantum
Quantum Admittance Element Admittance Element

Figure 3: The complex quantum admittance element can be emulated with an
element that takes the real and imaginary parts as separate inputs. The resulting
current is [ = —iGgVE.

+
Vief GE,

Figure 4: A simple implementation of the quantum admittance element us-
ing two transconductance amplifiers in feedback with each other (Sarpeshkar,
2019a, 2019b, 2019c¢, 2020).

real and imaginary components. Internally they can be realized as voltage-
controlled current sources with simple multipliers and adders to facilitate
complex multiplication. We introduce a new symbol for this element as well
(see Figure 5).

3.4 Complex Transadmittance Mixer Element. An off-diagonal trans-
dynamical term of the quantum Hamiltonian is represented via a quantum
transadmittance mixer element that creates a current I, = —i(—Gx)V1V3)
representing complex mixing of two inputs V; and V, that leads to a com-
plex output current I,. The physical instantiation in the classical emula-
tion leads to IR = —G(V{V] + V]VX) and Il = +GA(VRVR — VIV]). This
part enables emulation of off-diagonal interactions corresponding to a time-
dependent control input (Feynman, Leighton, & Sands, 2011), for example,
in atoms interacting with light, in NMR physics, in universal controlled-
NOT quantum gates (Nielsen & Chuang, 2010), and in the QFT. It is
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I,A
Vi
— O
Ga
Complex Transadmittance Emulation of Complex
Element Transadmittance Element

Figure 5: The complex transadmittance element can be emulated with an ele-
ment that takes the real and imaginary parts as separate inputs. A simple im-
plementation can be had with voltage-controlled current sources that add ap-
propriately to perform complex multiplication (complex G, multiplying com-
plex V; as in Sarpeshkar, 2019a, 2019b, 2019¢c, 2020). The resulting current is
I, = —i(=Ga)V}.

Lo R I
IO IO
V'lR VQR
Vi Vs ° °
G o )
A I I
Vi Ga Va
Complex Transadmittance Mixer Emulation of Complex
Element Transadmittance Mixer Element

Figure 6: The complex transadmittance element can be emulated with an el-
ement that takes separate real and imaginary parts. The mixer first multiplies
the two input signal voltages (using complex multiplication as in Sarpeshkar,
2019a, 2019b, 2019c¢, 2020) before scaling the current by G4, which may be com-
plex. The resulting current is I, = —i(—G4)V1 V5.

also analogous to a complex neuronal synapse with a complex resonant
modulating input. The symbol we use for this element resembles the com-
plex transadmittance element by design (see Figure 6).
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dvir) _ _d{lv)

2 o = pm— O
dd i [H H} —0 at at
dt hL™’ Ch
(i) =1 o W) =F
(H)=FE (Vylly) = —iP
Conservation Laws Conservation Laws

Figure 7: A summary of how the conservation laws in quantum mechanics
map to conservation laws in our analog circuit emulations of such dynamical
systems.

4 Emulation of Quantum Dynamics in Two-State Systems and
Conservation Laws

In this section, we provide theory, measurements, and simulations of how
probability and energy conservation in quantum Hamiltonians maps to
Planck capacitor energy conservation and conservation of reactive power
flow in our classic Hamiltonians that emulate it, the summary of which can
be seen from Figure 7 (Sarpeshkar, 2019, 2019b, 2019¢, 2020; Feynman et al.,
2011).

It is important to note that quantum mechanics generalizes the key no-
tion of conserved reactive power in classical passive inductor-and-capacitor
circuits to significantly more symmetric and general notions of conserved
reactive power in our active analog circuits that emulate its Hamiltonians.
From a circuit standpoint, each of the four parts that we have discussed re-
quires two real-valued voltages and two real-valued currents to operate and
cannot be instantiated with one real-valued voltage and one real-valued
current as in passive classical LC (or lossy LCR) circuits. We now discuss
the mapping of conservation laws in more detail.

4.1 Conservation of Probability Maps to Conservation of Planck Ca-
pacitor Energy. First, we recall the mapping of the complex quantum
Hamiltonian to the purely real-valued circuit system:

. d
ih-1¥) = HIy)
U
)= ][V
dt | ¢! _HR HI ol |

We want to show that (i/|y) = 1 corresponds exactly to %Ch(V|V) = E, the
sum of the capacitor energies of the circuit system:
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1 1
SCrVIV) = 5Cn (VR —ivT)) (IVRy +4v1h)

= %Ch [(VRIVR) + (VIIVD) +i (VRIVE — (Vv ER))]

N
1 Ry2 1\2
=5ch;(vi) + (V)
1=
=E.

We note that we must maintain the complex number structure of the inner
product, as we lose the cross-terms when simply using row /column vectors
for the real/imaginary parts. To show that the capacitor energy remains
constant, we now show that the time derivative is zero:

d[1 1 _d . .
T [ECMVIV)] =5Cng [(VRI =iV (VR +iv!)
1 . d .
+5Cn (VR —ivh) T [(IV®) +ivh)]
= % (VR —i(v!)) GT (JVR) +i|Vv1h)
+ % (VR =iV G (VR +iv1)

= %(V| (GT+G)|V)

=0.

Figure 8 shows that in two-state systems such as those in Figure 12, as
probability ideally shuttles back and forth between two states undergoing
constant transitions (a resonant control input may be always on to enable
such transitions), capacitive energy shuttles back and forth between Planck
capacitors corresponding to each state. However, the total energy is always
conserved corresponding to the fact that total probability is always con-
served in the unitary evolution. These are ideal, lossless results performed
via circuit simulation software (Cadence).

Actual measured capacitor energies from our chip in the Figure 9 are
similar but are not as ideal due to circuit mismatch and inevitable loss (seen
in the two-state dynamics of Figure 12 as well).

4.2 Conservation of Energy Maps to Conservation of Planck-Capacitor
Power Flows. Similarly, we may show that (y|H|y/) = E corresponds ex-
actly to the reactive power flows in the circuit (V|I) = —(I|V) = —iP.
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Figure 8: A simulation of how the Planck capacitive energies oscillate back and
forth between the two states, as the “probability” flows from one side to the

other.

Now,

(V1I) =

= (IIV)

(VR =vT)) (I1%) +4lI")

= ((VRIIRy + (vIII) + i ((VRITy — (vI|IRy)
(VR — (VIIIRy)
i((VIIRy — (VR|I)

—(VII).

Note that the (VR|IR) + (VI|I') term disappears since it is simply

Cn ((VR|VR)

zero The (V!|IR) —

+ (vhvt )), which from our previous discussion is exactly

(VR|I) term is identified with the reactive power.

To show that the reactive power flows remain constant, we now show
that the time derivative is zero:

d
dt

—(VII) =

d R R 1
T [(VR] =iV ] (1% + 1)

+ (VR =iv) di [(11%) +il1)]
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Capacitor Energies (Probabilities) - Chip Results
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Figure 9: Experimental results of the Planck capacitive energies, which are not
as ideal due to circuit mismatches (finite Q and loss as in actual quantum sys-
tems as well).

= [(<VR| ) 2—2] [G (V5 +ivh)]

GZ
+ (VR =iv'))] [c_h (VR + i|V’>)}
= Ci (VR = i) (GG + G?) (IVF) + V1))
h
=0.

An equivalent derivation (of both cases) is based on Ehrenfest’s well-
known theorem for the average rate of change of an operator (Feynman
etal., 2011), summarized in Figure 7 (Sarpeshkar, 2019a, 2019b, 2019c, 2020;
Feynman et al., 2011), which this derivation has stepped through in more
detail.

Energy conservation in quantum Hamiltonians maps to reactive Planck
capacitor power flow conservation in our classical Hamiltonian emula-
tions. As energy oscillates back and forth in a conservative fashion between
two states in a quantum system, reactive power oscillates back and forth
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Figure 10: Simulation of Planck capacitor reactive power flows, which sum to
a constant value.

between the corresponding two states in the corresponding classical two-
state emulation. Ideal circuit simulations and chip results are shown in Fig-
ures 10 and 11.

5 Emulation of Controlled Quantum Dynamics in Two-State Systems _

The circuit to classically create and emulate the dynamics of a quantum two-
state system with a ugE control input and V); state probability-amplitude
outputs is shown in Figure 12, representing those in NMR or optical sys-
tems (Nielsen & Chuang, 2010; Feynman et al., 2011). Such a two-state sys-
tem may correspond to one with a control input like a dynamic B, or B,
field architecting state transitions between two spin states of an electron in
a strong nonvarying B; field. The energy levels of the two states are propor-
tionally represented by the values of the two quantum admittances Gg, and
Gr,, and the probability amplitudes of the corresponding states are repre-
sented by the voltages on the Cj; Planck capacitors as shown. The quantum
transadmittance mixer elements use dynamic control inputs proportional
to e~ or e™™! explicitly instantiated via classical sine and cosine wave-
forms. They architect resonant complex up-mixing or down-mixing state
transitions between the energy levels separated in energy by E, — E; = ho
or, equivalently, Gg, — Gg, = Crw. The layout for an actual classical analog
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Energy (Power Flow) Conservation - Chip Results
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Figure 11: Experimental results of the Planck capacitor reactive power flows,
which again are not as ideal due to circuit mismatch losses.
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Figure 12: A demonstration of a lossy controlled two-state system in both sim-
ulation and using fabricated chips.
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circuit instantiation built on an integrated circuit is shown on the right in
Figure 12 with the die photo.

The oscillations of all voltage probability amplitudes in the circuit of row
1 in response to a persistent control input are shown. There is a slow oscil-
lation of probability amplitude from one state to another and back as in a
Rabi oscillation. The Matlab simulation of the dynamics that incorporates
a small amount of loss is shown on the left. Such loss is due to dissipation
and incoherence that are always present in experimental quantum or clas-
sical analog systems that must inevitably couple with their environments
or have nonidealities such that they are not perfectly energy conserving
and Hamiltonian. The loss is easily incorporated as a small conductance in
parallel with the C;, capacitors, corresponding to finite d.c. gain in circuit
transconductances as described in Sarpeshkar (2019a, 2019b, 2019¢, 2020),
or, equivalently, Gg has a small imaginary component. The dynamics of the
actual experimental analog circuit are seen to be very similar. However, due
to circuit offsets, nonlinearities, and the propensity for slight instability, all
common in high-Q active systems, it is hard to always get perfectly zero
amplitudes in all waveforms simultaneously. As in prior reported quan-
tum (Arute et al., 2019), neuromorphic (Pedroni, Deiss, Mysore, & Cauwen-
berghs, 2020), and classical (Sarpeshkar, 2010) systems, future implementa-
tions with well-known digital calibration techniques and machine learning
can help make such practical realizations more perfectly ideal.

6 NMR and Josephson Junction Emulation with Two-State Circuits ____

Using these circuit building blocks, Figure 12 shows how to create and em-
ulate an important coherent quantum dynamical system: a two-state sys-
tem with a controlled input that can architect state transitions analogous
to single qubit gates in quantum computation. Here, our parts enable state
transitions between two states at different energy levels with simulations
and measured data from our chip in good agreement. Two-state systems are
important in nuclear magnetic resonance (NMR) where pulses of finite du-
ration (e.g., 90° or 180° pulses) architect transitions in two-state systems in a
controlled fashion. Figure 13 shows that controlled pulses of finite duration
architect similar state transitions with our building blocks in our chip and
in circuit simulations. Measured data in Figure 13 also show that reactive
power flows in the Planck capacitors in our two-state system, which cor-
respond to probability currents from the conservation theorems of Figure
7, successfully emulate currents in Josephson junctions. The latter currents
are directly proportional to these probability currents (Feynman et al., 2011)
ideally or to normalized probability currents if there is loss.

In Figure 13, both circuit simulations (left) and actual chip results (right)
show that pulsatile control inputs of finite duration (e.g., an 180° pulse)
can cause state transitions wherein energy is transferred from one state to
another or vice versa.
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Figure 13: Demonstration of a 180° pulse (top row) and emulation of a Joseph-
son junction (bottom row).

Josephson junction currents can be modeled to correspond to probabil-
ity current flow in a two-state system with the energy difference between
the two states imposed by the voltage across the junction and the current
proportional to the strength of the coupling between the two sides of the
junction (Feynman et al., 2011). Thus, in our two-state emulations, in which
probability is represented by Planck capacitor energies corresponding to
each state, probability current flows in computer simulations in Figure 13
(left) and experimentally measured reactive power flow into the Planck
capacitors on our chip in Figure 13 (right) show similar sinusoidal oscil-
lations. The oscillations arise as probability current flows back and forth
across a junction or two-state system with symmetric and constant coupling
between the two states. The reactive power flows were measured by deter-
mining voltage-current or C;V - dV/dt products on the Planck capacitors on
our chip. A larger energy difference between the two states corresponding
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Figure 14: An illustration of how the required pulse times scale with the
strength of the pulse (A).

to a greater voltage difference across the junction leads to higher-frequency
sinusoidal oscillations in actual junctions as well as in our emulations.

It is worth noting here that the Kuramoto model (Kuramoto, 1984) for
nonlinear oscillator coupling has been used to model Josephson junctions
as well as coupling among fireflies and neurons. Recent work (Budzinski
et al., 2021) has shown that the use of complex-number-like quadrature
oscillations enables nonlinear coupling to be more easily understood in a
more linear framework. Our complementary work described here and in
Sarpeshkar (2019a, 2019b, 2019¢, 2020) is in accord with such recent work.

Figure 14 shows simulations of the two-state circuit corresponding to
Figure 12. In these simulations, we can vary the pulse width of the control
input that architects state transitions, T, as we change its signal strength
A. We observe that as in actual NMR systems, a strong pulse (large A) that
integrates for a short time is as effective at causing a transition as a weak
pulse (small A) that integrates for a shorter time. Thus, A is proportional to
1/T. The 90° pulse, which architects state transitions in which both states
have equal probability amplitude, as expected has a slope that is half that of
the 180° pulse, which architects state transitions wherein energy flips com-
pletely from one state to another. The data points were obtained from circuit
simulations of the circuit shown in Figure 12. The lines are merely straight-
line fits to such simulation data.
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Figure 15: Left: An architecture for the tensor product as a series of cascading
complex multiplications. Right: We compare the theoretical and experimental
spectra of a simple tensor product input.

7 A Classical Tensor-Product Architecture for Efficient Emulation
of a Superposition of Quantum States

One important benefit of quantum systems is that they can simultaneously
be in a superposition of many states even if we cannot access all of them si-
multaneously. Figure 15 shows a classical tensor-product architecture that
efficiently creates superpositions of an exponential number of states with
a linear number of our complex mixer circuits even though they are not
all simultaneously accessible (Sarpeshkar, 2019a). More formally, the clas-
sical circuit shown in Figure 15 emulates a superposition of 2" quantum
states as the spectrum of two real and imaginary output classical signals.
The circuit hardware resources are proportional to 17 4+ 1, as can be easily
seen from Figure 15. These comprise n emulated quantum two-state sys-
tems, indexed by k =0, 1,2, 3, ..., n, with each two-state system with two
emulated quantum admittance circuits with quantum admittance values of
+iEg2F and —iE2*. The complex outputs of each of the two admittances at
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each level are summed to architect a superposition of two states within each
two-state system. These are then mixed, in a complex mixer, with analogous
superposed signals from the corresponding two-state system with index
k + 1 such that the resulting mixed signal creates a new signal that repre-
sents a superposition of 21 states at exponentially many distinguishable
frequency locations. We then reinitiate this process in a recursive fashion
such that recursive process initiates at k = 0 and terminates at k =n — 1.
The final output signals will then represent a superposition of 2" quantum
states. For maximum superposition capability, the probability of the two
states of each of the emulated two-state quantum systems of any index k
is 1/5. In this case, the superposition of all 2" quantum states in the final
output signal has an equally balanced probability among all states, as for
well-known Hadamard-transformed bases in quantum computing. Figure
15 also shows that circuit simulations and measured data from our silicon
chip show good agreement.

Our silicon integrated-circuit chip was built in a 0.18 um process using
transconductor-capacitor circuits with our four circuit parts to instantiate
the architecture of Figure 15. The circuits are similar to those described in
depth in Sarpeshkar (2019a, 2019b, 2019¢, 2020).

The analog-circuit parts enable unitary dynamics as we have shown
in mathematics and discussions pertinent to Figures 1 to 14. They can be
used to compose any 2N x 2N matrix Hamiltonian with state maintained
on Planck capacitors, diagonal terms implemented with quantum admit-
tance parts, and off-diagonal terms implemented with controlled or con-
stitutive quantum transadmittance parts. Tensor-product emulations like
that of Figure 15, which are also built with these parts, provide us with a
foundation for emulating more complex transforms (e.g., the QFT), as we
show below. In our emulations, nondestructive coherent measurement and
readout is possible, which can be useful in quantum-inspired systems that
do not need to have probabilistic readout, as in many quantum systems.
However, it is also possible to emulate probabilistic readout with amplified
thermal noise and Poisson processes as described in Kim et al. (2018)
to emulate quantum measurement. Finally, by converting differential
to difference equations that approximate them, distributed systems like
Schrodinger’s equation can be built using these parts as well (Sarpeshkar,
2019a, 2019b, 2019¢, 2020). While we can emulate many quantum systems,
we focus on the important example of the QFT below. The maximally su-
perposed states of Figure 15 are particularly important in the QFT.

8 The Quantum Fourier Transform

8.1 Architecture. Figure 16 shows an architecture for emulating the
QFT that builds on the foundational tensor-product architecture of Fig-
ure 15. Suppose each of the quantum admittances in the tensor-product
architecture of Figure 4 has its quantum admittance value synchronously
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Figure 16: An architecture for the QFT. In the lower left, we generate the nec-
essary carrier signals, in the upper left we take an input signal, and along the
right we read out the voltages corresponding to each value in the QFT of the
input.

modulated at an angular frequency much slower than G5E,/Cj, and propor-
tional to it, such that there is slow phase modulation at all GgEO /Cp, carrier
frequencies. Then, when the smallest quantum admittances at the bottom
rung of the hierarchy architect a full & phase change, the quantum ad-
mittances at the next rung of the hierarchy will architect a full 2 phase
change, the quantum admittances at the rung above that will architect a
full +47 phase change, and so on. The phase changes from any rung of the
hierarchy will affect all rungs above it and add to them. The cascade of mix-
ing operations in Figure 15 will then effectively scan through every single
column of a QFT phase-modulation matrix within one time period of the
slowest modulation rung (the bottom rung), modulating the phases of the
eigenfrequencies/carrier frequencies of Figure 15 according to the columns
of a QFT matrix as modulation time proceeds.

If, during this time, we weight the final R and I outputs in Figure 15
by values corresponding to the complex column input vector of the QFT, a
row scan of the input column vector that is synchronous with the QFT ma-
trix column scan results. Figure 16 shows the weighting input admittances,
G,, and inputs necessary to perform the latter operations. Note that contin-
uous analog synchrony is maintained throughout the process such that a
discrete clock to maintain synchrony is not necessary. However, when one
time period of the slowest modulation rung is complete, every carrier fre-
quency will have acquired a net phase, which can be read out via classical
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demodulation of an array of mixers tuned to the eigenfrequencies as shown
in Figure 16, and with the integration duration for demodulation being the
latter time period. The demodulators can be multiplexed to save hardware
resources, but equivalent costs then manifest in time rather than in hard-
ware resources, so we have shown them in parallel in Figure 16, and as
implemented in our current chips.

Our nondestructive classical readout scales like 2" (analogous to the
probabilistic readout of 2" in quantum systems), and our scanning classi-
cal read-in scales like 2", the best that can possibly be done to read in 2"
input values of classical information in any architecture, conceptually or
physically, quantum or classical. However, as Figure 16 illustrates, the pro-
cessing hardware for our emulated QFT is inspired by and emulates the
tensor-product and superposition advantages of the actual QFT and scales
like n with respect to the use of hardware resources. If we read out the out-
put with just a global property such that full readout is not necessary or if
the classical input column information is read in only once during initial-
ization of a state, the costs due to classical read-in and readout can be min-
imized with regard to the costs of the QFT. For example, we can continue
to perform many unitary phase-change operations in sequence (Gilyén, Su,
Low, & Wiebe, 2019) with an eventual final readout that reflects a global
property. Later, we show that the ideal QFT as computed via Matlab sim-
ulations is in accord with that of experimental measurements of the QFT
implemented on our chip.

8.2 Measurements. In the QFT instantiation of Figure 15, based on
that figure’s tensor-product architecture, we employ three complex mix-
ers to multiply four analog inputs together, each of the form x(t) =
et p27lot for ke (1,..., 4}, to generate the tensor-product signal
m(t) = ZZ:_7 e~*et for odd k. Hence, using such a form of xi(t) makes
inaccessible the computation of the quantum Fourier transform coeffi-
cients for even k’s. Nevertheless, a simple modification to the input sig-
nals xx(t) makes it possible to generate a tensor product of the form m(t) =
SN ye @ for all integers k € {=N, ..., N}. The trick is to add a constant
term into each x(t) while choosing appropriate frequencies for its com-
plex sinusoids. For example, we can make x;(t) = 1 + e~ + ¢! xy(t) =
1 + e—iBth + ei3wft’ X3 (t) -1 + e—i9wct + ei9a)(t, and X4(t) -1 + e—i27wct + ei27wct.
Multiplying these input signals together will give us m(t) = Y jo .
The result in Figures 17 and 18 shows the QFT of an input sequence «; which
consists of spectral lines atall k € {-7,...,7}.

Our chip results are in reasonably good agreement with theory, just as
for another example shown in Figure 19. In the example shown in Figure 19,
there is better agreement between the real portions of all signals, which are
relatively strong and nonzero than the imaginary components, which are
weak and zero. Nevertheless, our first-time silicon proves the experimental
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Figure 17: Demonstration of generating the real and imaginary input signals
for the QFT (continuous signal superimposed on the ideal rectangular pulse
sequences).
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Figure 18: Demonstration of the QFT readout.

feasibility of the architecture of the quantum-inspired architecture of Fig-
ure 15 from a fundamental and scientific point of view. Standard digi-
tal calibration and machine learning improvements in analog integrated
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Figure 19: Another demonstration of a QFT readout.

circuit engineering can architect significant improvements in the future
(Sarpeshkar, 2010).

It is worth noting that prior work has proposed using a cascade of mix-
ers to solve the subset sum problem (SSP; Traversa, Ramella, Bonani, & Di
Ventra, 2015). It also exploits the exponential growth in spectral content that
arises from mixing of an underlying set of inputs. However, as it attempts
to solve a different problem from ours, its circuit and algorithmic architec-
ture is different from our tensor-product circuit architecture of Figure 15.
Its architecture is also different from the algorithm and architecture needed
for the QFT in Figure 16. We now outline these differences since they shed
further insight into our implementation.

Cascades of mixers are well known in RF circuits for implementing
single-stage or multistage super-heterodyne RF receivers via summation
and differencing of spectral lines (Sarpeshkar, 2010) to generate new har-
monic content. We exploit this feature in our tensor-product architecture
such that O(2") spectral lines with the right phase and magnitude are gen-
erated via O(n) quantum-transadmittance-emulating mixers and quantum-
admittance-emulating oscillators to faithfully emulate quantum superposi-
tion and dynamics. These lines must have no overlap (Sarpeshkar 2019a,
2019b, 2019¢, 2020) or they cannot coherently represent a superposition of
all quantum states in the spectral domain in general, without having them
degenerate into one another. In contrast, the SSP exploits the fact that the
harmonic amplitude of input-subset spectral lines can sum in various ways
to create the same degenerative output spectral output line in many convo-
lutionally different ways; thus, the harmonic amplitude of an output spec-
tral line is nonzero if there is a solution and larger if there are many subset
sums that all sum to the same output. As in our scheme or in quantum
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Figure 20: The die photo of our fabricated 0.18 ;um chip.

measurement, the specific output readout requires demodulation, as is
also implemented in Traversa et al. (2015). Neither scheme solves an NP-
complete problem unless infinite-precision analog variables with no noise
exist (impossible by the quantum fluctuation-dissipation theorem at any
finite temperature; Sarpeshkar, 2019a, 2019b, 2019¢) or, alternatively, if
Heisenberg time-frequency uncertainty trade-offs are ignored (also impos-
sible). Nevertheless, finite-precision collective analog computation, with
real or complex numbers, can be powerful as we have outlined here and
elsewhere (Sarpeshkar, 1998, 2002, 2010) and as also outlined in (Traversa
etal., 2015).

Finally, our QFT also requires a coherent slow modulation on the phase
of all of these spectral 2" spectral lines and leverages the very same tensor-
product architecture to architect it. Therefore, it creates exponentially gen-
erated phase content that, for an arbitrary 2" QFT inputs synchronously
scanned with such phase, yields the correct output phase, available for read-
out, on all 2" QFT outputs via demodulation or on the synchronously su-
perposed time-domain, real-valued output pair. The SSP, with its n inputs,
does not have to, and does not, have slow phase modulation on its inputs.
Therefore, it does not implement all of these 2" matrix multiples in a parallel
and coherent fashion with # resources.

9 Details of Experimental Chip Measurements

The die photo for our fabricated 0.18 um chip is shown in Figure 20. This
chip was used to instantiate all of our digitally programmable analog cir-
cuits and tested with the experimental setup described. In sequence, we
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External Input

Figure 21: The two-state system test setup.

describe our measurements for the various analog circuits and systems re-
ported in this article.

Figure 21 shows a measurement system to verify the functionality of
the on-chip quantum two-state system. The system can be configured as
either a quantum transadmittance (requiring no external inputs) or a quan-
tum transadmittance mixer (requiring external inputs through the on-chip
complex mixers). Programming the chip into any one of the two settings is
performed via an on-board field programmable gate array (Cmod A7,
Artix-7 FPGA from Digilent Inc.). For the quantum transadmittance setting,
we program the two on-chip tunable quantum admittance cells to oscillate
at two slightly different frequencies and couple them together via the on-
chip tunable coupling admittance cells, whose coupling strengths can also
be controlled by the FPGA. For the quantum transadmittance mixer setting,
which requires external inputs, we have digital-to-analog converter boards
(two columns of four vertically stacked DAC boards, labeled “External In-
put” in Figure 21) to convert digital waveforms—generated by the FPGA
with the direct digital synthesis technique—into two analog complex input
signals into the chip. The output of the chip is then read out by an 8-bit USB
mixed-signal oscilloscope (PicoScope 3000 Series, Pico Technology) into a
computer for further processing by Matlab.
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Figure 22: The tensor product test setup.

Figure 22 shows the measurement system to verify the functionality of
the on-chip tensor-product circuit. The chip, emulating a four-stage tensor
product circuit, consists of several adders and three complex mixers to gen-
erate a tensor product from eight complex analog inputs, which are gener-
ated via digital synthesis by an on-board FPGA (Cmod A7, Artix-7 FPGA
from Digilent Inc.) and eight DAC boards. The frequency of each complex
analog input can be programmed to range from 10 Hz to 100 kHz in steps of
0.025 Hz. The output of the chip (the tensor product) is then buffered by on-
board circuits before being read out into a computer by a USB mixed-signal
oscilloscope (Analog Discovery 2, Digilent Inc.).

Figure 23 shows the QFT circuit based on the on-chip tensor product
circuit. Provided the input sequence «;, j € {0, ..., N — 1} where N is the
number of points, the QFT circuit is to perform a discrete Fourier transform
operation g = \Lm ZI]-\I;(} o jei%kj . The QFT circuit makes use of the on-chip,
tensor-product circuit to construct a superimposed state to compute each S
in a quantum Fourier transform manner. First, from the input sequence «;,
the QFT generates an interpolated analog signal «(t) of the period T—by
the input interpolator consisting of two vertically stacked DAC boards and

an FPGA—such « (t = I%,T) = a;. It then generates a tensor product m(t) =

Sy ¢+ T _yia the tensor-product generator consisting of an FPGA,
eight DAC boards, and an on-chip tensor-product circuit (chip 1)—where w,
is the fundamental carrier frequency and 277 /T the frequency offset from ..
The interpolated input signal «(t) is then multiplied to the tensor product
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Figure 23: The quantum Fourier transform test setup.

m(t) by an on-chip complex mixer (within chip 2) to create a complex signal
of the form y(t) = a(t) - m(t) = Yp_y («()el ¥ ) e,

Note that the spectrum of y(t) now consists of amplitude-and-phase-
modulated spectral lines centered at multiples of w.. To compute the Fourier
transform coefficient for each k, we generate a demodulating signal of the
form d(t) = e~**¢ via the demodulating signal generator (consisting of two
DAC boards), multiply it to y(t)—by another complex mixer within chip
2—and then low-pass-filter the result with a fourth-order Butterworth filter
with a —3 dB cutoff frequency at 400 Hz to get rid of unwanted harmonics,

thus providing the output of the form a (t)e/ 7. The discrete-time integrator
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then samples this signal at the time instants t; = %T, je{0,....N—1}and
sums all of the N samples to provide the output of the form le\’:})l o jei%kj .
The output of the discrete-time integrator is then read into a computer via
a USB oscilloscope and is normalized by a factor of 1/+/N to provide the
coefficient f. The process is then repeated in time to obtain the coefficients
for all k’s.

10 Discussion

Coherent computation requires careful maintenance of phase relationships
among classical analog real variables just as it does among quantum ana-
log complex variables as well. Thus, as in Arute et al. (2019) and Pedroni
et al. (2020), machine learning and digital calibration of analog mismatch
and error are useful, as is well known in the field of analog and biological
circuit engineering, for example, in low-power cochlear-implant processors
for the deaf (Sarpeshkar, 2010) or in digitally programmable cytomorphic
processors for biological cell simulations (Woo, Kim, & Sarpeshkar, 2018;
Teo & Sarpeshkar, 2020). Here, we have focused on the more fundamental
science of how to formulate and emulate quantum systems with good scal-
ing with respect to hardware costs without which such engineering would
not even be feasible. Our integrated-circuit hardware implementation in a
0.18 um silicon process with classical operation at room temperature proves
feasibility, experimentally. Our mathematical results with associated circuit
topologies prove how unitary dynamics for arbitrary N arise, theoretically.
In our current embodiments, our circuits are limited in operating time to
the slowest Ey/h frequency of oscillation of the smallest Ey quantum admit-
tance and, for some applications like the QFT, require a fastest oscillation
frequency of (E¢2")/h, corresponding to the largest quantum admittance.
Fortunately, in modern silicon processes, where more than 10 GHz oper-
ation is easily possible, real-time operation with n ~ 40 may enable many
practical quantum-inspired applications on room-temperature integrated-
circuit chips in the future (e.g., for computational quantum chemistry).

Our work is not meant to be a classical alternative to quantum com-
putation, but complementary and synergistic with it, as in, for example,
hybrid quantum and classical systems or in quantum-inspired systems.
For example, we have described a “quantum cochlea” (Sarpeshkar, 2019b),
a traveling-wave spectrum analyzer inspired by the biological inner ear,
that ports ideas from sound spectrum analysis, a classical nonlinear fluid-
membrane-distributed analog computation, to electromagnetic spectrum
analysis, a quantum analog computation with distributed WKB-like travel-
ing waves, that is, effectively a slow-wavelength-varying Schrodinger-like
equation with loss. Thus, we can create quantum-inspired and bio-inspired
spectrum analysis, leveraging the power of computation in nature, in both
physics and in biology.
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In summary, we have shown that four novel complex-voltage/complex-
current analog-circuit parts can reformulate and architect unitary and
coherent quantum-inspired dynamical systems in an easily scalable, mod-
ular, and broadband fashion for any N x N Hamiltonian. Classical emula-
tions and instantiations of these parts with paired-real-value circuits enable
any N x N quantum Hamiltonian to be mapped to an equivalent 2N x 2N
classical one. Theoretically and on a silicon integrated-circuit chip, we also
show that tensor-product and QFT computations on 2" simultaneously su-
perposed states can be implemented with O(n) of these parts. Our work
may help build a circuit bridge between quantum and neural computation,
both of which exploit analog computation, whether with complex numbers
or with real numbers, respectively.
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