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ABSTRACT

Solid state quantum memories, such as color centers in diamond, are a leading platform

for the distribution of quantum information. Quantum repeaters will require many qubit

registers at every quantum network node, each with long-lived spin states and high-quality

single photon emissions. Here, we present techniques for large-scale characterization of color

centers in diamond. We first demonstrate automated confocal microscopy and apply it to

characterize silicon vacancies in diamond overgrown via chemical vapor deposition and tin

vacancies in overgrown and high pressure high temperature treated diamond, yielding narrow

inhomogeneous distributions of both emitters. We then demonstrate widefield photolumines-

cence excitation microscopy as a tool to multiplex the characterization of color center optical

properties, and apply it to measure the optical properties of silicon vacancies in a sample

implanted with a focused ion beam. These techniques pave the way for future large-scale

characterization efforts necessary to construct quantum memory nodes.
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Chapter 1

Introduction

Quantum mechanics enables a wealth of theoretical and experimental possibilities that can-

not be realized in a classical information framework, including quantum key distribution [1],

provably secure [2] communication, long baseline interferometry [3], and distributed quan-

tum computing. Of particular interest is the realization of a quantum internet comprised

of quantum networks that enable the distribution of entanglement over long distances and

between many users [4, 5]. Unfortunately, demonstrations of entanglement over long links

have been hampered by exponential loss in optical fibers [6]. In classical communications

over fiber networks, loss can be overcome by periodically passing through a repeater that

amplifies and re-transmits the encoded information. However, quantum information cannot

be amplified or copied without destroying the quantum state of interest, as described by

the no-cloning theorem [7]. Fortunately, quantum information can be stored and distributed

with the help of quantum memories that take the place of classical photonic amplifiers. Ul-

timately, the construction of a scalable quantum network requires quantum repeater nodes

with many long-lived, optically accessible quantum memories.

Diamond color centers are well-suited quantum memories for use in quantum networks.

They feature spin-selective transitions between optical ground and excited state manifolds,

enabling the generation of spin-photon entanglement. In the framework of photon-emission

based protocols, remote spin-spin entanglement can be generated via entangling operations

between spin-entangled photons from two memories [8]. In this thesis, we develop processes

12



that yield high quality Group-IV emitters in diamond. We report the distribution of opti-

cal linewidths and emission frequency of these emitters –two critical metrics for quantum

information applications –with robust, high-throughput characterization tools.

1.1 Solid state quantum memories

Atom-like systems in solids have been widely investigated for use in quantum information

applications since the turn of the millennium. These solid state quantum memories can be

classified by their charge, spin, and optical properties, and quantum applications generally

require access to and control over all of these degrees of freedom. Notably, quantum mem-

ories in solids have been used to demonstrate applications in quantum sensing, quantum

computing, and quantum communication [9]. However, scaling solid state systems remains

a critical challenge, as large numbers of co-located physical qubits will be required to encode

fault-tolerant logical qubits for computing applications [10] and practical quantum repeaters.

Quantum memories for computing and networking applications require long-lived spin life-

times and optical access. Solid state defects typically offer an electron or nuclear spin that

serves as the quantum memory, while the host crystal is typically a wide-semiconductor

transparent to infrared or even visible light. Spin-photon entanglement can be generated via

a number of emission, absorption, or reflection-based schemes, depending on the details of

the spin-photon interface and the protocol of interest [8, 11, 12]. Unlike trapped ion or neu-

tral atom memories that rely on purely atomic optical transitions, the energetic transitions

of solid state quantum memories couple to the environment and are less frequency-stable.

Additionally, vibrational modes in the lattice couple to defects, reducing the spectral quality

of emitted photons. Some photons are emitted a narrow band at the energy of the optical

transition called the zero photon line (ZPL), while some lose energy to the lattice as phonons

and are emitted into a broad phonon sideband (PSB) with lower energy [13].

The fraction of light that is emitted into the ZPL versus the PSB is characterized by the

Debye-Waller factor. The spontaneous emission rate into the frequency band of interest can
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be engineered via quantum electrodynamics (QED), wherein defects are coupled to nano-

fabricated waveguides or cavities [14]. Such devices can be heterogeneously integrated with

photonic integrated circuits [15], coupled to tapered fibers [16] or solid-immersion lenses [17],

or vertically coupled into an objective [18] to efficiently extract the spin-coupled photons.

All of these strategies rely on emitters with high-quality optical transitions. For the remain-

der of this thesis, we will turn our attention to defects in diamond, and focus on scalable

characterization of optical properties.

1.2 Color centers in diamond

1.2.1 Physical properties of diamond

Diamond is a natural host for optically active defect centers. It is a wide-bandgap semicon-

ductor with an indirect bandgap of 5.5 eV, so it is transparent to visible light [19]. Diamond

crystals consist of sp3 hybridized carbon atoms: the unit cell is described by a two-atom

basis with carbon atoms at (0,0,0) and (a
4
,a
4
,a
4
) arranged in a face-centered cubic (FCC)

lattice, yielding the typical inter-penetrating diamond cubic lattice. The lattice constant a

of diamond is a = 3.567Å. Mineral diamond is naturally occurring: the high pressures and

temperatures deep in the Earth’s mantle create an environment in which diamond is the

most stable phase of carbon. However, the presence of other elements during this uncon-

trolled natural synthesis typically yields crystals with large impurity concentrations.

A number of advances have been made in recent years to grow high quality single crys-

tal synthetic diamonds, typically by high pressure high temperature (HPHT) synthesis or

chemical vapor deposition (CVD). As a result, single crystal synthetic diamonds with ul-

tralow impurity concentrations are commercially available. Electronic grade diamonds with

low nitrogen concentrations are particularly attractive for quantum optics applications [20].
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1.2.2 Nitrogen-vacancy centers

The negatively charged nitrogen vacancy center (NV) in diamond is a leading solid state

quantum memory [21]. It consists of a single substitutional nitrogen atom neighboring a

vacancy in the diamond lattice (Fig. 1.1). The NV possesses a spin-1 triplet ground state

that is optically addressable, enabling optical readout of the spin state. A narrow optical

transition ZPL near 637 nm is accompanied by a broad PSB at lower energies.

Figure 1.1: Nitrogen vacancy center in diamond. The negatively-charged nitrogen vacancy center
(NV) is formed by a single substitutional nitrogen atom adjacent to a vacancy in the diamond lattice.

Because the NV has a permanent electric dipole, it is sensitive to electric fields. Local

charge noise in the diamond and from nearby surfaces can cause inhomogeneous broadening

of the NV transition linewidths by several orders of magnitude. This process is dominated

by spectral diffusion, so the resultant photons cannot be reliably used to produce high-

fidelity entanglement. In particular, it is difficult to integrate NV centers into nanophotonic

waveguides and cavities without destroying the spectral properties [22, 23]. Additionally,

only 3% of light is emitted into the narrow ZPL, so the majority of NV fluorescence is not

useful for quantum information applications [24]. In spite of these challenges, NVs have

been used in a number of quantum information demonstrations, primarily via integration

into solid immersion lenses that direct the NV emission out of the crystal [4, 25].
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1.2.3 Group IV-vacancy centers

In recent years, the negatively-charged Group IV-vacancy centers in diamond have emerged

as a promising alternative to the NV. Group IV-vacancy centers consist of a single interstitial

Group IV atom (Si, Ge, Sn, or Pb) surrounded by two lattice vacancies (Fig. 1.2). The

centers are oriented along the 〈111〉 family of directions, so like the NV, there are four

distinct orientations from the perspective of the surface of single-crystal diamond. Group

IV vacancies also possess a narrow ZPL with distinct optical transitions that enable spin

initialization and readout, and a PSB in which some of the transition energy is dissipated

into vibrational modes in the diamond lattice.

Figure 1.2: Silicon vacancy center in diamond. The negatively-charged silicon vacancy (SiV) in
diamond is formed by a single interstitial silicon and a symmetric pair of vacancies. Other Group

IV-vacancy centers involve a Ge, Sn, or Pb atom in place of the Si.

Notably, Group IV-vacancy centers are first-order insensitive to electric field noise due to

their inversion symmetry. These properties are explored further in Chapter 2. Throughout

this thesis, the negatively-charged Group IV-vacancy centers will be referred to as the Group

IV-vacancy centers (or SiVs, GeVs, SnVs, and PbVs), and any references to the neutral
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centers SiV0, GeV0, SnV0, PbV0 will be noted as such.

1.3 Thesis outline

Chapter 2 details the relevant theory describing the electronic structure of Group IV color

centers in diamond. We provide details on the Hamiltonian and observed optical transitions,

and present a simple model for inhomogeneous broadening processes.

Chapter 3 describes the optical microscopes used to perform experiments. We discuss the

working principles and specific implementations of confocal and widefield microscopes, and

the process by which experiments are automated to enable large-scale optical characteriza-

tion.

Chapter 4 details the experimental observation of silicon vacancy centers in high-purity

diamond deposited by chemical vapor deposition. We observe a narrow inhomogeneous dis-

tribution of silicon vacancies across the sample.

Chapter 5 compares the tin vacancies observed in two samples that have been overgrown

by chemical vapor deposition and then high pressure high temperature treated. We observe

spectrometer-limited photoluminescence spectra, and find a narrow inhomogeneous distri-

bution of tin vacancy centers in both samples.

Chapter 6 describes a technique to measure photoluminescence excitation using widefield

microscopy. We walk through the experimental process and develop a noise model to de-

scribe frequency-correlated background modulation, and present the optical properties that

result from our analysis.

Finally, in Chapter 7, we conclude by examining future prospects for the automated tech-

niques and sample innovations described in the previous Chapters. We discuss the implica-

tions of this work and potential for further work in these directions.
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Chapter 2

Theory

Group IV-vacancy color centers in diamond possess D3d symmetry with their axis along

the 〈111〉 family of directions in the diamond lattice [26]. The symmetry group contains a

wealth of information about the properties of group IV emitters. They contain a C3 rotational

symmetry about their axis and three C2 rotational axes that lie in the perpendicular plane.

They contain three mirror planes perpendicular to their axis, and an inversion center located

at the interstitial Group IV atom. Altogether, the irreducible representations that make up

D3d symmetry include A1g, A2u, Exg, Eyg, Exu, and Eyu. The total electronic makeup of

the Group IV-vacancy complex contains 11 electrons [27]: 6 contributed from C– dangling

bonds, 4 from the interstitial Group IV valance electrons, and one electron donated from

the lattice that yields the overall negative charge and ground state paramagnetism. In the

simplest picture, the SiV consists of a two-level system with an optically-split ground and

excited state. Spin-orbit coupling and the dynamic Jahn-Teller interaction split both the

ground and excited states, and the presence of lattice strain distorts the electronic orbitals.

The application of an external magnetic field yields a Zeeman interaction. In this Chapter,

we explore these contributions in detail, discussing the critical role symmetry plays in the

electronic structure of Group IV-vacancy centers and the resulting observables.
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2.1 Hamiltonian

The 11-electron SiV can be treated as a single-hole system [28, 29]: applying molecular

orbital theory, the ground state configuration of the SiV will be a2
1ga

2
2ue

4
ge

3
u and the excited

state configuration a2
1ga

2
2ue

3
ge

4
u. In this picture, the hole is promoted to the eg state upon

excitation [28]. A reasonable choice of basis is therefore given by:

Ground state: 2Eg {|eg,x〉}, {|eg,y〉} (2.1)

Excited state: 2Eu {|ee,x〉}, {|ee,y〉} (2.2)

2.2 Interaction terms

2.2.1 Spin-orbit coupling

The single unpaired electron in the Group IV-vacancy system yields a defect with spin S = 1
2
.

The electron spin interacts with the neighboring orbitals via the spin-orbit interaction, which

is described by the Hamiltonian

ĤSO = λg,eL̂ · Ŝ (2.3)

where λg,e is the coupling constant for the ground (excited) state, Ŝ is the electron spin

operator Ŝ = Sxx̂ + Syŷ + Sz ẑ, and L̂ is the orbital operator L̂ = Lxx̂ + Lyŷ + Lz ẑ. The

spin-orbit interaction breaks the degeneracy of the ground and excited state basis vectors

given in Eqs. 2.1-2.2. The spin-orbit interaction in the Group IV-vacancy centers is purely

orbital and does not mix spin terms, enabling the observation of spin-tagged fluorescence

[30].

2.2.2 Jahn-Teller interaction

The Jahn-Teller interaction couples orbital states via vibrational modes supported by the

diamond lattice. The Jahn-Teller Hamiltonian for the gorund (excited) state can be written
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in the basis defined by Eqs. 2.1-2.2:

ĤJT =

Υx,(g,e) Υy,(g,e)

Υy,(g,e) −Υx,(g,e)

 (2.4)

The eigenvalues of Eq. 2.4 give the level splitting of the ground (g) and excited (e) state

caused by the Jahn-Teller interaction. The mechanisms are distinct, but the Jahn-Teller

and spin-orbit interactions can be grouped together as perturbations that lift the orbital

degeneracy, yielding four optical transitions that can be collectively described by a ground

state splitting, an excited state splitting, and the optical transition between the ground and

excited states. Experimental reports of the ground and excited state splittings of Group

IV-vacancy centers in diamond are summarized in Table 2.1.

Emitter ∆g ∆e Ref.

SiV 46 GHz 255 GHz [31]
GeV 152 GHz 981 GHz [32]
SnV 850 GHz 3 THz [33]
PbV 2 THz 70.6 THz∗ [34]

Table 2.1: Group IV-vacancy center ground (∆g) and excited (∆e) state splittings. All values are
experimentally measured except for ∗, which was predicted with density functional theory. The magnitude

of the splitting increases with the mass of the Group IV element of the color center.

2.2.3 Strain

When force is applied to a material, the deformation response of the material is described by

the stress-strain relationship. Stress is the applied force per unit area, and the stress tensor

can be represented by

σ =


σ11 σ12 σ13

σ21 σ22 σ23

σ31 σ32 σ33

 (2.5)

Each σij is the component of stress along a plane normal to the ith primitive lattice vector

with stress is applied in the direction parallel to the jth primitive lattice vector. In cubic

lattices, diamond included, the diagonal elements represent principal stress along the cubic
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directions, and the off-diagonal elements represent shear stress. Strain is the elongation per

unit length along each coordinate:

ε =


ε11 ε12 ε13

ε21 ε22 ε23

ε31 ε32 ε33

 (2.6)

The diagonal elements represent principal strain along the primitive lattice vectors, in which

the elongation occurs in the same direction as the applied stress. The off-diagonal terms rep-

resent shear strain, in which the deformation response is non-zero in the plane perpendicular

to the applied stress. In the linear-elastic regime, typically valid for small displacements in

crystals such as diamond, the stress-strain relationship is governed by a modified Hooke’s

law:

σij =
3∑

k=1

3∑
l=1

cijklεij (2.7)

The stiffness tensor cijkl is a rank-4 tensor which relates stress to strain element-wise. How-

ever, given the cubic crystal structure of diamond and associated symmetry, only three

independent elastic modulii are necessary to fully describe the elastic response to applied

stress when the principle axes are aligned with the 〈100〉 family of crystallographic directions:



σ11

σ22

σ33

σ12

σ13

σ23


=



c11 c12 c12 0 0 0

c12 c11 c12 0 0 0

c12 c12 c11 0 0 0

0 0 0 c44 0 0

0 0 0 0 c44 0

0 0 0 0 0 c44





ε11

ε22

ε33

2ε12

2ε13

2ε23


(2.8)

In the context of the local crystallographic environment around a Group IV-vacancy center

in diamond, lattice strain leads to deformation of the electronic orbitals that make up the

defect, correspondingly modulating the energy spectrum. There are a number of sources

of anisotropic lattice strain in diamonds, including the presence of point and line defects.

Strain can be seeded during the growth process, but even low-strain substrates that are im-
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planted with ions to generate defect centers can have high strain regions. The implantation

process damages the lattice, knocking some carbon atoms out of place and generating local-

ized regions of high strain and lattice anisotropy. There are also a few ways in which some

lattice strain can be alleviated, as will be discussed further in subsequent Chapters. All of

these mechanisms yield permanent (or at least temporally stable) deformation in the lattice,

so it follows that they result in plastic deformation rather than a linear-elastic response.

It is therefore appropriate to describe the relationship of the static response of the Group

IV-vacancy energy spectrum relative to the strain environment rather than the applied stress.

It is convenient to move into a coordinate system defined by the axes of high symmetry

for the Group IV-vacancy centers to describe the effect of strain, as shown in Fig. 2.1. The

axial direction ẑ is defined to be parallel to the Group IV-vacancy axis, which lies along one

of the four equivalent crystallographic directions [111], [11̄1], [111̄], and [1̄11]. Transverse

strain is applied in the plane perpendicular to the axial direction; without loss of generality,

a reasonable choice to construct an orthogonal basis is to define x̂ along the [1̄1̄2] and ŷ along

[11̄0] (for ẑ‖[111]).

The strain Hamiltonian can be written in terms of the D3d irreducible representations [35]:

Ĥstrain = εA1g ,(g,e)A1g,(g,e) + εEx,g ,(g,e)Ex,g,(g,e) + εEy,g(g,e)Ey,(g,e) (2.9)

In the basis defined by Eq. 2.1 (2.2) , the strain Hamiltonian for the ground (excited) state

is

Ĥstrain =

εA1g ,(g,e) − εEg,x,(g,e) εEg,y ,(g,e)

εEg,y ,(g,e) εA1g ,(g,e) + εEg,x,(g,e)

 (2.10)

where the matrix elements can be written in terms of strain applied in the coordinate refer-

ence frame of the Group IV-defect and using empirically determined strain susceptibilities

for the ground (excited) state, following the convention of Meesala et al. [31]:

εA1g = t⊥,(g,e)(εxx + εyy) + t‖,(g,e)εzz (2.11)
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Figure 2.1: Crystallographic orientation of the silicon vacancy center. The SiV center is oriented
along the 〈111〉 family of axes in the diamond lattice, so there are four equivalent crystallographic

orientations the defect could lie upon. Axial strain is defined to be applied along the z axis, parallel to one
of the 〈111〉 directions, while transverse strain is applied in the x− y plane, perpendicular to the z axis. An
orthogonal basis can be constructed in terms of crystallographic directions by letting x̂ lie along the 〈1̄1̄2〉
family of directions and ŷ lie along the 〈11̄0〉 family of directions. For other Group IV-vacancy centers, the

Si atom is replaced with a Ge, Sn, or Pb atom.

εEg,x = d(g,e)(εxx − εyy) + f(g,e)εxz (2.12)

εEg,y = −2d(g,e)εxy + f(g,e)εyz (2.13)

Here, t⊥,(g,e), t‖,(g,e), d(g,e), and f(g,e) are the empirically determined prefactors. From Eq.

2.10, it is clear that εA1g ,(g,e) strain leads to an overall shift in the energy levels in the ground

(excited) states, while εEg ,(g,e) strain leads to modification of the splittings ∆e and ∆g.

2.2.4 Zeeman interaction

Both the orbital angular momentum and spin magnetic moment of the Group IV-vacancy

center couple to external magnetic fields via the Zeeman interaction:

ĤZeeman = gL
µB
h̄

(
L̂ ·
−→
B + gsŜ ·

−→
B
)

(2.14)

Where the Lande g-factor for orbital angular momentum gL = 1 and for spin gs ≈ 2,
−→
B = Bxx̂ + Byŷ + Bz ẑ is the vector applied magnetic field, L̂ = L̂xx̂ + L̂yŷ + L̂z ẑ is the
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orbital angular momentum operator, and Ŝ = h̄
2
(σ̂xx̂+ σ̂yŷ + σ̂z ẑ) is the spin operator. Un-

der application of sufficient magnetic field to fully split out the Zeeman sublevels, the basis

defined in Eq. 2.1-2.2 can be modified as follows:

Ground state: {|Eg,x ↑〉}, {|Eg,x ↓〉}, {|Eg,y ↑〉}, {|Eg,y ↓〉} (2.15)

Excited state: {|Eu,x ↑〉}, {|Eu,x ↓〉}, {|Eu,y ↑〉}, {|Eu,y ↓〉} (2.16)

2.2.5 Summary

The perturbative interactions described in sections 2.2.1-2.2.4 are summarized in Fig. 2.2,

and the total Hamiltonian for the Group IV-vacancy center can be written as

Ĥ = Ĥ◦ + ĤSO + ĤJT + Ĥstrain + ĤZeeman (2.17)

The combined effects of spin-orbit coupling, the Jahn-Teller interaction, and crystal strain

yield four optical transitions A, B, C, and D, where A is the highest energy transition between

the upper excited state and the lower ground state, and D is the lowest energy transition

between the lower excited state and upper ground state (Fig. 2.2). The application of a

magnetic field lifts the double degeneracy of each of these optical transitions via the Zeeman

interaction: the qubit state can then be encoded in the spin states of the ground state man-

ifold and read out optically.

In low-strain diamond, spin-orbit coupling is the dominant contribution to the energy split-

ting [35, 36], so the eigenbasis of ĤSO is a good basis to describe the Group IV-vacancy

emission spectrum. In highly strained environments such as nanodiamonds and bulk dia-

mond that has been densely implanted via bulk implantation or focused ion beam (FIB),

the eigenbasis of Ĥstrain is more suitable.
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Figure 2.2: Energy spectrum of a single silicon vacancy center. The fourfold degenerate 2Eg and
2Eu energy manifolds are split into four doubly-degenerate optical transitions by the combined effect of
spin-orbit and Jahn-Teller interactions. Axial strain in the lattice around the SiV shifts absolute energy
difference between 2Eg and 2Eu levels, while strain transverse to the SiV axis impacts the ground and

excited state splittings ∆g and ∆e. Finally, the application of a magnetic field yields a Zeeman interaction,
splitting out individual spin states. The other Group IV-vacancy centers exhibit an energy spectrum of the

same form.

2.3 Atomic interactions with electromagnetic fields

2.3.1 Dipole transitions

The interaction of an atom with dipole d̂ = er̂ and an electric field
−→
E can be described by

the dipole Hamiltonian

Ĥdipole = −d̂ ·
−→
E = −

∑
i

∑
j

|ψi〉 〈ψj| 〈ψi| d̂ |ψj〉 ·
−→
E (2.18)

where |ψi〉 are atomic basis functions. Transitions between arbitrary atomic states are subject

to constraints, and allowed transitions must obey

〈ψj| r̂ |ψi〉 6= 0 (2.19)
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The dipole Hamiltonian can be written in the basis of Group IV-vacancy basis functions

(Eqs. 2.1-2.2), which are general to defect centers with D3d symmetry:

〈eg,x| d̂x |eu,x〉 〈eg,x| d̂x |eu,y〉
〈eg,y| d̂x |eu,x〉 〈eg,y| d̂x |eu,y〉

 =

e 0

0 −e

 (2.20)

〈eg,x| d̂y |eu,x〉 〈eg,x| d̂y |eu,y〉
〈eg,y| d̂y |eu,x〉 〈eg,y| d̂y |eu,y〉

 =

 0 −e

−e 0

 (2.21)

〈eg,x| d̂z |eu,x〉 〈eg,x| d̂z |eu,y〉
〈eg,y| d̂z |eu,x〉 〈eg,y| d̂z |eu,y〉

 =

e 0

0 e

 (2.22)

There are four distinct dipolar orientations of the Group IV-vacancy center, oriented along

the internal coordinates of the Group IV-vacancy center (Fig. 2.1). Of the four optical tran-

sitions exhibited by the Group IV-vacancy center with no applied magnetic field (Fig. 2.2),

the B and C transitions involve the Z dipole alone and are therefore linearly polarized, while

the A and D transitions involve an equal mixture of the X and Y dipole and are circularly

polarized [29, 35].

The transition probabilities between atomic orbitals can be calculated explicitly with Fermi’s

golden rule:

P = 2πρ| 〈ψf | d̂ |ψi〉 |2 (2.23)

where ρ is the density of states, ψi is the initial atomic state, and ψf is the final atomic state.

2.3.2 Two-level atom

Consider the simplest interaction between an atom and an electromagnetic field: a two-level

atom with states |1〉 and |2〉 under excitation by a weak, nearly-resonant classical light field.

A monochromatic light field can be written as

E(r, t) = ε(r, t)e−i(νt−k·r) + ε∗(r, t)ei(νt−k·r) (2.24)
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The dipole operator can be expanded in the basis states of the two-level atom:

d̂ = −(|1〉 〈2|µ12 + |2〉 〈1|µ21) (2.25)

The total system Hamiltonian is therefore

Ĥ = h̄ω |2〉 〈2| − (|1〉 〈2|µ12 + |2〉 〈1|µ21) ·
(
εe−iνt + ε∗eiνt

)
(2.26)

The time-dependent state can be expressed in terms of the atomic eigenstates:

|ψ(t)〉 = c1(t) |1〉+ c2(t) |2〉 (2.27)

The time evolution of the state is governed by the time-dependent Schrodinger equation

ih̄
d

dt
|ψ(t)〉 = Ĥ |ψ(t)〉 (2.28)

The equations of motion are therefore

ċ1 = ic2
µ

h̄
·
(
εe−iνt + ε∗eiνt

)
(2.29)

ċ2 = −iωc2 + ic1
µ∗

h̄
·
(
εe−iνt + ε∗eiνt

)
(2.30)

To simplify these expressions, first move into a frame rotating with the frequency of the

optical excitation by defining

c2 = c̃2e
−iνt (2.31)

The equations of motion in the rotating frame (relabeling c̃2 → c2) are

ċ1 = ic2
µ

h̄

(
εe−2iνt + ε∗

)
(2.32)

ċ2 = i(ν − ω)c2 + ic1
µ

h̄

(
ε+ ε∗e2iνt

)
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Finally, in the rotating wave approximation, valid for weak, nearly resonant fields that

oscillate much faster than the relevant dynamics, fast-oscillating terms ∝ e±2iνt can be

ignored. Further, let the detuning δ ≡ ν − ω and the Rabi frequency Ω ≡ µε
h̄

, so the

equations of motion are

ċ1 = iΩ∗c2 (2.33)

ċ2 = iδc2 + iΩc1 (2.34)

These equations of motion can be solved analytically by direct substitution, and are partic-

ularly simple on resonance with δ = 0:

c̈1 = −|Ω|2c1 (2.35)

c̈2 = −|Ω|2c2

Choosing initial conditions such that the atom is in the ground state at t = 0, the time-

dependent evolution of the two level atom is given by

c1(t) = cos|Ω|t (2.36)

c2(t) = i
Ω

|Ω|
sin|Ω|t (2.37)

The time-dependent probability to find the atom in |1〉 or |2〉 is simply the square of the

probability amplitude:

P|1〉 = |c1(t)|2 = cos2|Ω|t (2.38)

P|2〉 = |c2(t)|2 = sin2|Ω|t (2.39)

2.3.3 Optical Bloch equations

The simple two-level picture is sufficient to describe the evolution of population between

atomic states, but it does not capture some processes observed in real atoms, including

spontaneous emission and decoherence. These phenomena are succinctly described in the

density matrix formalism. The optical Bloch equations (OBE) describe the dynamics of a
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two-level atom under illumination that has a spontaneous emission rate γ:

ρ̇11 = γρ22 + i(−Ω∗ρ21 + Ωρ12) (2.40)

ρ̇22 = −γρ11 + i(Ω∗ρ21 − Ωρ12) (2.41)

ρ̇12 = −(γ12 − iδ)ρ12 − iΩ∗(ρ22 − ρ11) (2.42)

ρ̇21 = −(γ21 + iδ)ρ21 + iΩ(ρ22 − ρ11) (2.43)

In this system, γ12 = γ21 = γ
2
. A phenomenological term can be added to the decay rate of

coherence to account for dephasing from other sources, such as the finite linewidth of the

excitation laser:

γ12 → γ̃12 =
γ

2
+ γd (2.44)

These equations cannot generally be solved analytically, but under certain circumstances,

approximate solutions offer useful insight. For example, for continuous wave excitation in

the long time limit (t−1 � Ω, γ), the OBEs can be solved in steady state:

ρ21 =
iΩ(ρ22 − ρ11)

γ21 + iδ
(2.45)

The steady-state population in the excited state is therefore

ρ22 =
2|Ω|2

γ
γ21

(γ2
21 + δ2) + 4|Ω|2

(2.46)

2.3.4 Optical linewidths

The amount of time that an emitter spends in the excited state before undergoing sponta-

neous emission is referred to as the excited state lifetime. Spontaneous emission is described

by an exponential decay process in time:

P (t) = P (t = 0)e−|t|/T1 (2.47)
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where the excited state lifetime is the inverse of the spontaneous emission rate, T1 = 1/γ. The

finite luminescence lifetime constrains the lineshape of the emitted photons. The narrowest

possible frequency bandwidth of an emitted photon is given by the Fourier transform:

I(ω) =

√
2

π

γ

γ2 + (ω − ω0)2
(2.48)

A summary of the lifetime and transform-limited linewidth of quantum emitters in diamond

is given in Table 2.2

Emitter Excited state lifetime Transform-limited linewidth Reference

NV 12.24 ns 13 MHz [28]
SiV 1.96 ns 94 MHz [37]
GeV 6 ± 0.1 ns 26 ± 1 MHz [32]
SnV 4.5 ± 2 ns 35 ± 5 MHz [36]
PbV 3 ns 53 MHz [34]

Table 2.2: Excited state lifetime and corresponding transform-limited linewidth for NVs and Group
IV-vacancy centers in diamond.

2.3.5 Broadening

Solid state emitters are susceptible to homogeneous and inhomogeneous processes that yield

measured linewidths broader than the lifetime limit. Homogeneous thermal broadening is

related to phonon dephasing and has a Lorentzian profile [18]. Inhomogeneous broadening

processes result in Gaussian lineshapes, and are often attributed to electric or magnetic field

noise in the local environment near the color center.

The NV center is particularly susceptible to charge (electric field) noise due to its large

permanent dipole moment. Field fluctuations in the local environment around an NV can

cause GHz-scale spectral diffusion, many times larger than the lifetime limited linewidth

over slow timescales [38]. As a result, each initialization of the NV center has a non-zero

probability to produce a photon in a completely different frequency band than the previous

measurement, an effect detrimental to the indistinguishably necessary for quantum infor-

mation applications. Further, NVs are so sensitive to charge noise from surfaces that it is
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impractical to integrate them into typical nanostructures such as waveguides and cavities.

To first order, inversion-symmetric Group IV-vacancy centers are protected from DC noise.

However, line broadening is observed in Group IV-vacancy centers, even in the bulk. The

primary mechanism presumed to account for this observed phenomenon is strain [18, 35, 39],

though it is observed even in samples which are presumed to be ultra-low strain based on

the absolute emission energies and small inhomogeneous distribution. In spite of promis-

ing experimental demonstrations of lifetime-limited SiVs [16], GeVs [32], and SnVs [40] in

nanostructures, spectral diffusion appears to play a role in Group IV-vacancy centers in bulk

[39, 41] and in nanostructures [16, 32].

Because all measurements in this thesis were conducted below 4 K, the primary contri-

bution to broadening processes is inhomogeneous, yielding Gaussian broadening on top of

the Lorentzian emission profile. The inhomogeneous broadening process can be approxi-

mated via Monte Carlo simulation in which an emitter experiences n broadening events with

magnitude m, where the values of n and m are each selected from a normal distribution.

The product nm yields the amount of inhomogeneous broadening δw, which is a parameter

that modifies the Gaussian linewidth in a modified pseudo-Voigt function:

fv = a

(
f

1 + 4(x−b
w

)2
+ (1− f) ∗ exp

(
− 4log(2)

( x− b
w + δw

)2))
(2.49)

The pseudo-Voigt function is parameterized by linewidth w, offset b, Lorentzian-Gaussian

character f , and a scaling factor a chosen to unit-normalize the area under the profile.

Consider an example in which the distribution of the discrete number of broadening events n

is distributed around 25 events with a standard deviation of 10, the magnitude of broadening

events is continuously distributed around 10 MHz with a standard deviation of 5 MHz, and

the Lorentzian-Gaussian character is 0.5. Let any negative broadening events that result

from the model be mapped to 0 broadening. This model is applied to the SiV, which has a

lifetime-limited linewidth of 94 MHz [16]. A histogram of the distribution of linewidths that
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results after 1000 iterations, simulating 1000 photoluminescence excitation measurements, is

shown in Fig. 2.3.
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Figure 2.3: Monte Carlo simulation of inhomogeneous broadening. SiVs with a lifetime-limited
linewidth of 94 MHz are considered. Each emitter encounters n discrete instances of broadening events of
m magnitude. In this example, n is chosen from a discrete distribution around 25 events with a standard

deviation of 10, and the magnitude of each event m is distributed around 10 MHz with a standard
deviation of 5 MHz and the constraint that all negative broadening events map to 0.
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Chapter 3

Optical setups

Now that we have explored the physics behind color centers in diamonds, we turn our

attention to measuring the optical properties of single emitters. The home-built cryogenic

microscope setups described in the following section serve to measure color center linewidths

and the inhomogeneous distribution of emitters in a sample. As previously described, these

metrics are critical to characterize and understand to build scalable quantum networks based

on color centers.

3.1 Confocal microscopy

3.1.1 Principles

Confocal microscopes are commonly employed in fluorescence microscopy because they en-

able the illumination of and collection from a small image volume. The image plane at the

sample is confocal with a pinhole on the collection path, which acts as a spatial filter to

remove any light originating outside the focal plane. The lateral resolution of a confocal

microscope is a function of the point spread function (PSF), and can be expressed in terms

of the numerical aperture (NA) of the objective [42]:

rlat = 0.37
λ

NA
(3.1)
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In order to image larger areas on a sample than the diffraction-limited spot size, galvanome-

ters (galvos) can be used to change the angle of the collimated light entering the 4f system.

In this approach, angular shifts in the Fourier plane are mapped to lateral shifts in the

image plane on the sample. Dual-axis scanning galvos enable the construction of a 2D sam-

ple image. Fig. 3.1 shows a schematic of the operating principle of our scanning confocal

microscope.

Figure 3.1: Working principle of our confocal microscope. A confocal microscope involves the
illumination of a small volume on the sample with focused light. In our setup, collimated input laser light
enters the microscope via the 10% port on a 90/10 beamsplitter (90/10 BS), while the reflected power is

discarded into a beam dump (BD). The incoming light is then incident on dual-axis scanning galvos in the
Fourier plane located at the back focal plane of L1. A 4f system comprising L1 and L2 maps the input laser
to the back focal plane of the objective, which focuses the light on a sample located at the working distance
(WD) of the objective. Light that has interacted with the sample reflects through the 90/10 BS and passes

through an additional 2f system with a pinhole (PH) at the image plane. The pinhole acts as a spatial
filter: only light that originates from the focus of the objective passes through. Finally, L5 focuses the

confocal image spot onto an avalanche photodiode (APD). Filters can be added to collect only fluorescence.

3.1.2 Experimental cryogenic confocal microscope setup

A cryogenic scanning confocal microscope was used to collect fluorescence from individual

Group-IV emitters. A detailed schematic of the setup is presented in Fig. 3.2. A Hubner

Cobolt 06-MLD laser at 515 nm was used for off-resonant excitation for fluorescence imaging

and charge state repump. The Cobolt had built-in power modulation with 70 dB extinction,

which was controlled via TTL pulses from a SpinCore Pulseblaster ESR Pro, with 2 ns res-

olution.
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Resonant excitation near 737 nm for SiVs was performed with an M2 Lasers SolsTiS ti-

tanium:sapphire (Ti:Sapph) laser, which was pumped with a 16W M2 Lasers Equinox pump

laser at 532 nm. Resonant excitation near 620 nm for SnVs was performed with an M2 Lasers

External Mixing Module (EMM). The EMM contained a periodically-poled lithium niobate

(PPLN) crystal in which near-infrared (NIR) Ti:Sapph light from another M2 Lasers Sol-

sTiS module light underwent sum frequency generation with a 1950 nm seed laser, yielding

visible light. This SolsTiS module was pumped with a Lighthouse Photonics 15 W Sprout-G

laser at 532 nm. Both resonant excitation lasers were stabilized via a HighFinesse WS7-60

wavemeter with an 8-channel switch. Each laser could be locked to the wavemeter with

10 MHz relative precision via a PID control loop that fed back to the laser diode, and the

frequency was read out in real time via software.

The excitation lasers mixed via two configurations involving the input polarizing beam split-

ter (PBS). The fiber-coupled Cobolt entered via one port: any fiber fluorescence noise was

removed with a 750 nm shortpass filter (for SolsTiS configuration) or a 640 nm shortpass

filter (for EMM configuration). The SolsTiS combined with the Cobolt in a wavelength divi-

sion multiplexer (Thorlabs RGB46HF, via the blue port). The EMM was free-space coupled

and entered via the other PBS port. Fine power control of each laser was achieved with

a half wave plate (HWP) immediately before the PBS. The SolsTiS power was controlled

independently at its input fiber port.

After the excitation lasers are combined and linearly polarized on the PBS, they passed

through a half waveplate that controlled the polarization axis. Then, a beamsplitter sent

10% of the excitation light into the confocal microscope: scanning galvonometer mirrors

(Nutfield QS-7 Galvonometer Scanner) preceded a 4f imaging setup and a NA=0.95 achro-

matic objective (Montana Instruments Cryo-Optic). The sample was mounted inside the

cryostat on a stage stack comprising three Attocube ANP101 piezoelectric nanopositioners

(piezo stages) that enabled motion in x, y, and z and a cold finger maintained at ∼ 4 K. A

radiation shield separated the sample space from the room-temperature objective.
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Figure 3.2: Cryogenic confocal microscope schematic. Details are provided in main text.
WDM = wavelength division multiplexer, HWP = half waveplate, SP = shortpass filter,

LP = longpass filter, PBS = polarizing beamsplitter, BS = beamsplitter, NA = numerical aperture,
APD = avalanche photodiode, AOM = acousto-optic modulator

Fluorescence from the sample, along with reflected laser light, was collected by the objective

and passed back through the 4f system. At the beamsplitter, 90% of the light was reflected

into the collection path, where a 600 nm longpass filter blocked the strong green laser. For

SiV measurements involving a resonant laser at 737 nm, a bandpass filter was used to col-

lect only the phonon side band (775/46-25 Semrock Brightline RazerEdge). The light then

passed through a spatial filter comprising a 2f system with a pinhole at the image plane.

An automated flip mirror directed the light to be focused into a spectrometer (Princeton

Instruments Isoplane SCT 320) or onto a free space avalanche photodiode (APD) (Exceli-

tas SPCM-AQRH-14). A 640 nm longpass filter (Semrock BLP01-635R) was used to block

620 nm or 637 nm resonant laser, enabling collection of the SnV or NV phonon side band.

The piezo stages were used to bring the sample into focus after cooldown and to image

regions of the sample beyond the view of the scanning galvos. An incoherent white light

source and a Photometrics Cascade 1K electron-multiplied charge coupled device (EMCCD)

were used to aide in focusing and moving the sample and for widefield measurements.
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3.2 Widefield microscopy

3.2.1 Principles

Unlike a confocal microscope, a conventional widefield microscope relies on the simultaneous

illumination of a broad region on a sample, with the entirety of the image plane mapped

onto a camera. There are two relevant operational modes: either the reflected light can be

collected directly, or it can be filtered and fluorescence can be collected. The illumination

volume of a widefield microscope is much larger than that of a confocal microscope, and

there is no pinhole to act as a spatial filter. The lateral resolution of an optical microscope

is given by Rayleigh’s criterion

rlat = 0.61
λ

N.A.
(3.2)

A schematic of the operating principle of our widefield microscope is shown in Fig. 3.3.

Figure 3.3: Working principle of our widefield microscope. In contrast to a confocal microscope, a
widefield microscope involves illumination of a large sample area with collimated light. In our setup,

collimated input laser light is first expanded with a Galilean beam expander (GBE), and then it enters the
microscope via the 10% port on a 90/10 beamsplitter (90/10 BS), while the reflected power is discarded
into a beam dump (BD). L1 focuses the collimated beam onto the 4F system, which maps it to the back
aperture of the objective. Together, the GBE + L1 make up the telescope. For our configuration to be
easily converted from confocal to widefield mode, we utilize the confocal 4f (L2, L3) to map the galvos
(which act as two simple mirrors) to the back aperture of the objective. The sample is located at the

working distance (WD) of the objective. Light that has interacted with the sample reflects through the
90/10 BS and is focused onto a camera sensor with L4. Filters can be added to collect only fluorescence.
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3.2.2 Experimental widefield microscope setup

The cryogenic confocal microscope described previously was additionally outfitted with flip-

in components to allow conversion between widefield and confocal imaging modes. The

widefield configuration is shown in detail in Fig. 3.4. In this configuration, which requires

much higher resonant laser power, the SolsTiS was fiber coupled directly into the setup to

avoid damaging the WDM and avoid additional loss through the WDM. A 2x magnification

telescope on a magnetic mount flipped into the excitation path to increase the illuminated

area on the sample. The rest of the microscope functioned in broadly the same configura-

tion as described previously, with the galvos fixed to a neutral position. The addition of

the telescope enabled widefield imaging of the entire field of view that could previously be

achieved by scanning the galvos in the confocal configuration. In widefield mode, scanning

was accomplished by moving the sample using the piezos.

Figure 3.4: Cryogenic widefield microscope schematic. Details are provided in main text. For
telescope and other imaging details, see Fig. 3.3. HWP = half waveplate, SP = shortpass filter, LP =
longpass filter, PBS = polarizing beamsplitter, BS = beamsplitter, NA = numerical aperture, APD =

avalanche photodiode, EMCCD = electron multiplied charge coupled device
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On the collection path, the widefield image was focused onto the EMCCD camera, which had

an active area of 1002 x 1004 pixels. The resolution was sufficient to image single emitters

with high resolution, as each pixel corresponds to approximately 80 nm of sample distance.

3.3 Automated microscopy

Automated microscopy enabled efficient large-scale characterization of diamond color cen-

ters. The experiments described here were controlled by a central control computer which

interfaced with auxiliary electronic control equipment, including a National Instruments

Data Acquisition module (NIDAQ) and a Spincore PulseBlaster via a hardware server. The

hardware server was used to send serial or TCP commands to the SolsTiS, EMM, and Ve-

locity lasers. A schematic of the control scheme is presented in Fig. 3.5 and a detailed

description of the experimental software front end (CommandCenter) and hardware server

back end (hwserver) is presented in [43].

Sample characterization was performed at ∼ 4 K in a Montana Instruments Cryostation

using the home-built confocal microscope described previously. Emitter candidates were

observed in confocal scans under 515 nm excitation as diffraction-limited bright spots, as

shown in Fig. 3.6. Peak finding was employed to identify these candidates amongst the noisy

background.

This list of candidate emitter sites served as the starting point for automated experiments.

Each site was stored as a set of (x,y) galvo coordinates that could be readily revisited by

setting a NIDAQ voltage output fed into the galvo controllers. Photoluminescence (PL)

measurements were performed at each candidate site using 515 nm green excitation. The

green light was filtered out with a 600 nm longpass filter and the fluorescence that remained

was focused on the spectrometer (see Fig. 3.2). A small region of interest (ROI) was selected

on the spectrometer camera to capture the entirety of the signal from the sample without

extra noise from the unused CCD pixels (Fig. 3.7).
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Figure 3.5: Automated microscope control scheme. A central control computer with
CommandCenter software [43] was used to communicate with auxiliary devices. Data was fed from the
spectrometer to the control computer via serial communication. The NIDAQ was controlled via serial

communication using the NIDAQ DLL. NIDAQ analog output lines were used to control the galvos, while
NIDAQ analog input lines read in counts from the APD using a digital gate. The control computer was
also used to load pulse sequences onto the PulseBlaster, which sent TTL pulses to trigger the Cobolt,

Velocity AOM driver, and EMM AOM driver. Finally, the control computer interfaced via serial
communication with the hardware server (hwserver). The hwserver initiated serial communication with the

wavemeter and TCP communication with the SolsTiS and EMM lasers, enabling active feedback on the
frequency setpoint and software triggering of pulse sequences when the laser was locked to the wavemeter

at the frequency of interest.

The spectrometer has a background offset that is present even when integrating for 0 s,

and the intensity of the last pixel is always artificially high-valued as a charge artifact in

the CCD, as shown in the left panel of Fig. 3.8. For this reason, the last pixel is removed

from consideration, and the average background value with 0 s integration time of 669 is

subtracted for all subsequent photoluminescence spectra in this thesis. A typical spectrum

of an NV center (with corrections) is shown in the right panel of Fig. 3.8.

Next, peaks were fit to each of the PL spectra collected, and sites with a peak were selected for

photoluminescence excitation (PLE). PLE involves probing the photoluminescence response

of a color center as it is driven with a resonant laser that is scanned across the transition:

these measurements elucidate several important aspects of the emitter and its environment.
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2 um

Figure 3.6: Typical confocal scan image. Single nitrogen vacancy centers are visible as
diffraction-limited bright spots against the dark background of the diamond substrate. The 515 nm Cobolt

was used for excitation, and fluorescence above 640 nm was collected on the APD.

Figure 3.7: Region of interest on spectrometer charge coupled device. The bright spot in the
center is the image of a laser reflected off the surface of the diamond substrate and focused into the

spectrometer, through the grating, and onto a charge coupled device (CCD) camera. The ROI is selected
to encompass the focused spot but neglect the remaining CCD camera area, which add unwanted readout

noise.

PLE served as a measure of the frequency-domain behavior of the emitter, including the

linewidth and center frequency of emission. The spectrometer-limited bandwidth of the PL

measurements is determined by the spectrometer resolution (∆λ = 0.05 nm) and wavelength
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Figure 3.8: Typical photoluminescence spectrum. The left panel shows the 0 s integration time
spectrometer background, and the intensity spike at 666 nm corresponds to the last pixel of the CCD

camera, and is an artifact of charge build-up. These spectrometer artifacts are removed from subsequent
photoluminescence spectra. The mean value of the background (after removing the last pixel) is 669. In

the right panel, a single spectrometer-limited peak is observed for a nitrogen vacancy center under 515 nm
excitation. The 0 s integration time spectrometer background was subtracted, and the last CCD pixel was

removed.

of interest:

∆f = c
∆λ

λ2
(3.3)

Conveniently, the resonant laser could be tuned to the center frequency of a spectrometer-

limited PL peak and then scanned around the center frequency to find the much narrower

PLE peak with high probability (Table 3.1).

Emitter Resonant excitation Spectrometer limited Resonant laser Tuning range
wavelength bandwidth

SnV 620 nm 39 GHz M2 EMM 25 GHz
NV 637 nm 37 GHz Velocity 80 GHz
SiV 737 nm 28 GHz M2 SolsTiS 25 GHz

Table 3.1: Resonant excitation wavelength, spectrometer-limited bandwidth, resonant laser used, and
mode-hop free tuning range available for the emitters of interest. For each color center, the tuning range
covers enough of the spectrometer-limited bandwidth that scanning the full resonator range was likely to

yield a PLE peak.

Frequency steps were selected to be smaller than the lifetime limited linewidth of the emit-

42



ter under investigation. At each frequency step, the laser frequency was tuned via software

command. When tuning was complete, the frequency was read out on the wavemeter to

ensure the laser frequency was successfully tuned.

To avoid ionization, the emitter was reset and initialized at each frequency step via an

off resonant (515 nm) “repump” pulse. In all experiments described in this thesis, the ini-

tialization period tinit = 2 µs was followed by a wait period twait = 100 ns and a data period

of resonant excitation tdata = 10 µs during which APD counts were collected and integrated.

This sequence, shown in Fig. 3.9, was repeated 5000 times at each frequency step to obtain

the average behavior over many excitations and resets.

Figure 3.9: Pulse sequence and collection window for photoluminescence excitation
experiments. The emitter is initialized by appling green repump laser for tinit = 2µs. After a wait period

twait = 100 ns, resonant laser is applied and counts are collected on the APD for tdata = 10µs. The
sequence is repeated 5000 times at each frequency step during the PLE scan to obtain the average

fluorescence response.

The pulse sequence was synchronized by the PulseBlaster, which sent TTL pulses to the

Cobolt laser and to the AOM drivers for the Velocity or EMM. SiV measurements per-

formed with the SolsTiS utilized continuous wave resonant laser as two-photon excitation

leading to ionization was not observed to be a significant problem. For each laser, the re-

sponse latency was characterized and precompensated. APD counts were collected as TTL

pulses into a NIDAQ input line and integrated during the resonant excitation period. During

PLE measurements, the resonant laser and ZPL emissions were blocked from reaching the

APD, and only phonon side band counts were collected. A summary of the filters used for
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each relevant emitter is provided in Table 3.2.

Emitter Debye-Waller factor Reference PLE filter used

NV 0.03 [24] 640 nm LP
SnV 0.6 [41] 640 nm LP
SiV 0.7 [44] 775/46 nm BP

Table 3.2: Debye-Waller factors. The Debye-Waller factor represents the fraction of the total
fluorescence emitted into the zero-phonon line (ZPL), with the remaining fluorescence emitted into the

phonon side band (PSB). For photoluminescence excitation (PLE) characterization, the resonant laser and
ZPL are filtered out and only PSB photons are collected. The specific filters used for each emitter are listed.

The result of a typical PLE measurement on a single NV center in the confocal volume is

shown in Figure 3.10. The measurement employed the pulse sequence in Fig. 3.9 and the

Newport Velocity laser served as the resonant excitation laser. The splitting between the

two peaks, shown in red, was 6.656 GHz, and the average position of the two peaks was

470.474 THz. Together, these metrics can be used to assess the strain environment of the

color center, similar to the discussion presented in Chapter 2 for Group IV color centers.
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Figure 3.10: Typical photoluminescence excitation measurement. The left panel shows the results
of a nitrogen vacancy PLE scan with 515 nm repump and 637 nm excitation using the pulse sequence

described previously and shown in Fig. 3.9. The scan is centered on the center of the PL peak shown in
Fig. 3.8 and spans the mode-hop free tuning range range of the Velocity laser. The right panel shows a
zoomed-in version, with two clear narrow transitions split by 6.658 GHz and centered at 470.474 THz.

Only the phonon sideband was collected on the APD.
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Chapter 4

Characterization of SiVs in CVD

diamond

4.1 Chemical vapor deposition of diamond

4.1.1 Principles

Chemical vapor deposition (CVD) of diamond involves generating favorable conditions for di-

amond growth using the chemical environment rather than the standard thermodynamically-

required high temperature high pressure conditions. Typically, a single crystal diamond sub-

strate is placed in contact with methane gas. When heated, the carbon plasma can deposit

as a metastable diamond film on top of the single crystal seed. By engineering the growth

times and temperatures, the properties of the resulting films can be modulated.

One advantage of CVD growth of diamond is that defects can be incorporated naturally

during growth. These processes have been explored in depth for the incorporation of NV

centers, particularly for sensing and magnetometry applications [45]. In-situ incorporation

of SiVs in CVD diamonds has produced high quality color centers for quantum applications

[46], including the demonstration of Hong-Ou-Mandel interference from distinct color centers

[39]. The narrow inhomogeneous distribution of emitters represented a significant advance

over typical implanted samples, which require postselection of emitters and/or strain en-
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gineering [31] to tune distinct emitters into resonance. In this Chapter, we characterize

the inhomogeneous distribution and optical transitions of SiVs produced in-situ in diamond

grown via CVD.

4.1.2 Sample

The starting substrate was an ultralow strain single crystal diamond sourced from NDT. A

diamond film was overgrown on the sample, and silicon was incorporated naturally during

the growth process. Some of this silicon incorporated next to lattice vacancies to form SiVs.

An optical micrograph of the film after growth is shown in Fig. 4.1.

Figure 4.1: Optical micrograph of overgrown diamond. Growth pyramids are visible on top of the
diamond film.

On top of the low-strain film, growth pyramids are visible. For the measurements reported

in the subsequent sections of this thesis, we focus on the regions between growth pyramids

to maintain a single focal plane.
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4.2 Experimental results

4.2.1 Sample preparation

Following diamond growth, the sample was tri-acid cleaned in a 1:1:1 mixture of sulfuric,

nitric, and perchloric acids at 345oC for 1 hour [38]. Immediately after tri-acid cleaning, the

sample was cleaned in 3:1 sulfuric acid:hydrogen peroxide piranha solution for 5 minutes.

The sample was then rinsed in an de-ionized (DI) water bath, then an isopropyl alchohol

(IPA) bath, and finally dried with nitrogen gas. The sample was immediately transferred to

a crucible for annealing to avoid organic contamination.

Following cleaning, the sample was annealed in a home-built high-vacuum furnace [47]. The

furnace was pre-baked prior to the annealing run to remove residual adsorbed gas. After

the sample was loaded, it was pumped to 2× 10−8 mbar and annealed using the following

temperature profile:

1. Ramp temperature to 400oC at 1oC/min

2. Hold at 400oC for 120 mins

3. Ramp temperature to 800oC at 1oC/min

4. Hold at 800oC for 120 mins

5. Ramp temperature to 1200oC at 1oC/min

6. Hold at 1200oC for 120 mins

7. Ramp temperature down to ambient temperature at -1oC/min

After annealing, the sample was tri-acid cleaned again to remove surface graphite, and

cleaned in 3:1 sulfuric acid:hydrogen peroxide piranha solution using the processes described

previously to remove any remaining organic contamination. The sample was then rinsed in

DI water, transferred to methanol, and then critical point dried on a heated silicon substrate.

The sample was transported between the clean room and the cryostat in a gel pak.
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4.2.2 Photoluminescence measurements

The sample was mounted in the Montana Instruments cryostation using Ted Pella Inc

PELCO colloidal silver paint, and the cryostation was pumped down to high vacuum (1 ×

10−6 mbar) prior to cooling to its base temperature ∼ 4 K. When the sample reached base

temperature, the attocube stages were used to raise the sample into focus. A confocal image

of flourescence from the overgrowth surface under 515 nm excitation is shown in Fig. 4.2.

All subsequent data reported in this Chapter was collected using the cryogenic confocal mi-

croscope described in Chapter 3 and depicted in Figs. 3.2 and 3.5.

2 um

Figure 4.2: Confocal image of diamond overgrowth layer. THe diamond was illuminated with
515 nm excitation laser, and fluorescence above 640 nm was collected on the APD.

Candidate emitter sites were located with a peakfinding algorithm to find bright sites
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amongst the background. First, the image was filtered with a spatial Gaussian bandpass

filter with highpass and lowpass parameters. A 2D Gaussian kernel fg was generated with

standard deviation σ selected to match the diffraction limited spot size:

fg(x, y) = e−
(x2+y2)

2σ2 (4.1)

This kernel was discretized and convolved with the image A(x, y) via discrete 2-dimensional

convolution to yield a filtered image C(x, y):

C(x, y) =
∑
i

∑
j

A(i, j)fg(x− i+ 1, y − j + 1) (4.2)

Here, the range of i and j in the sum spans the dimension of the image and the kernel.

Finally, candidate emitter sites were located with a 2D Gaussian fit over the filtered image.

This process is shown in Fig. 4.3.

2 um2 um

Figure 4.3: Image filtering and candidate emitter site selection. The left panel shows the
bandpass-filtered confocal image of the diamond overgrowth layer which is expected to contain SiVs. The
right panel shows the results of fitting 2D Gaussian peaks to the right confocal image. The peaks found

served as candidate emitter sites for further investigation.

A PL spectrum was then obtained at each candidate site as described in Chapter 3.3. An

example of one SiV PL peak and the Gaussian fit to it is shown in Fig. 4.4. For SiVs and
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other Group IV emitters, the difference between ground and excited state splittings (Table

2.1) is sufficiently large such that two clear peaks appear for each emitter. For the SiV, the

B and C transitions dominate at low temperatures [29].
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Figure 4.4: Example photoluminescence spectrum of silicon vacancy in overgrown sample. A
PL spectrum (shown in blue) was collected under 515 nm excitation on the Princeton Instruments Isoplane
spectrometer. The Gaussian fit peaks are overlaid in red. Two transitions are clearly visible, corresponding

to the B and C transitions near 736.7 and 737.1 nm, respectively, shown in Fig. 2.2.

After peaks were fit to each candidate site, the candidate sites were further classified by

whether they had a peak close to the expected SiV emission wavelength of 737 nm or not.

An example of this classification process is shown in the left panel of Fig. 4.5, where candi-

date sites with a fit peak between 730 and 745 nm are shown with red circles, while sites with

no peak in this range are shown with blue circles. The empirical inhomogeneous distribution

of photoluminescence was then determined by computing the probability density of PL peak

locations as a function of wavelength. The probability density function (PDF) was estimated

using the kernel distribution given by
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Figure 4.5: Candidate silicon vacancy sites and resulting photoluminescence inhomogeneous
distribution Candidate sites were determined with 2D Gaussian peak fitting. A PL spectrum was then

taken at each site. In the left panel, red circles represent sites that had a PL peak between 730 and
745 nm: these are SiV candidate sites. Blue circles did not have PL peaks in this range. The center

frequencies of all SiV candidate sites were used to generate a kernel estimate of the empirical probability
density function shown in the right panel.

fk(λ) =
1

n

n∑
i=1

K
(λ− λi

h

)
(4.3)

where n is the number of samples, λi are the sample values, K is the smoothing function,

and h is the smoothing bandwidth. A Gaussian smoothing function with bandwidth σ was

used:

K(λ) = e
(λ−λc)2

2σ2 (4.4)

This method generated an effective distribution around each data point and sums these dis-

tributions to generate a kernel estimate of the empirical probability density function. The

bandwidth σ chosen to be the spectrometer limited bandwidth of 0.05 nm, and λc for each

candidate site was set to be the center of the fit peaks at each candidate site. An example

PDF for emitters found in one confocal region is shown in the right panel of Fig. 4.5.

To gain a better picture of the inhomogeneous distribution of PL across the sample, this

process was repeated over multiple regions of the diamond surface. The PL PDFs for three
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distinct regions are shown in Fig. 4.6.
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Figure 4.6: Inhomogeneous distribution of silicon vacancy photoluminescence in three
regions of overgrown sample. Kernel estimates of the empirical probability density functions

representing the inhomogeneous distribution of PL are shown for three distinct regions in the overgrown
diamond layer. Region 1 represents 344 sites with fit peaks close to 737 nm, Region 2 represents 983 sites

with peaks close to 737 nm, and Region 3 represents 312 sites with peaks close to 737 nm.

Data for Regions 1 and 2 were collected during a single cooling cycle, with the attocubes

moved in between the two regions to reach a far-away spot on the surface of the diamond,

while data for Region 3 was collected during a second cool-down. Region 1 comprises 344

sites with peaks fit close to 737 nm, while Region 2 and 3 comprise 983 and 312 such sites.

Candidate sites in Region 1 were selected from a total sample area of 296 µm2, while candi-

date sites in Region 2 span 407 µm2 and in Region 3, 466 µm2.

A kernel estimate of the empirical probability density function of all of the emitters in

Fig. 4.6, representing the inhomogeneous distribution of PL in 1639 distinct candidate sites

with peaks close to 737 nm, is shown in Fig. 4.7. The majority of the PL probability density

was concentrated in two distinct peaks located close to 736.6 nm and 737 nm.

4.2.3 Photoluminescence excitation measurements

While photoluminescence is an efficient tool to understand the scope of the inhomogeneous

distribution, further investigation is required to investigate key optical properties of the SiV
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Figure 4.7: Summary of silicon vacancy photoluminescence inhomogeneous distribution in
overgrown sample. A kernel estimate of the empirical probability density function plotted versus

wavelength for 1639 individual sites with PL peaks near 737 nm is shown. Altogether, the PL peaks were
measured across three distinct regions in the overgrown surface over two cooldowns.

population in the sample. The technique described in Chapter 3.3 was utilized for SiV PLE

measurements, with resonant laser close to 737 nm provided by continuous wave excitation

from a M2 SolsTiS laser and pulsed 515 nm repump provided by the Cobolt laser. The pulse

sequence scheme is shown in Fig. 3.9, though the intensity of resonant laser is not modulated

as ionization was not observed to be a significant problem. An example of the experimental

stack comprising a representative confocal image, PL spectrum, and PLE spectrum at one

site is shown in Fig. 4.8.

This measurement was repeated over 113 candidate sites spanning two distinct regions in the

diamond overgrowth layer, and peaks are fit to determine the center frequency and linewidth.

Although the expected lineshape of the emitters in frequency space is Lorentzian, broadening

processes can result in a deviation from Lorentzian behavior as described in Chapter 2.3.5.

For this reason, pseudo-Voigt profiles are fit to each peak. Voigt profiles are a convolution
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Figure 4.8: Experimental stack and peak fitting for a silicon vacancy in the overgrown
sample. A confocal scan with candidate sites is shown in the left panel. The PL specrum associated with
the site highlighted in red is shown in the center. The center of the Gaussian peak fit to the PL peak was

used to center the resonant laser to obtain the PLE peak shown in the right panel. Finally, a Gaussian
peak was fit to the PLE peak in the right panel.

of a Lorentzian with a Gaussian peak, and they capture how ‘Lorentz-like’ an experimental

peak is via fit parameters. The pseudo-Voigt function uses a linear combination of a Gaussian

and a Lorentzian instead of a convolution. The pseudo-Voigt profile used is given by:

fv = a

(
e

1 + 4(x−b
c

)2
+ (1− e) ∗ exp

(
− 4log(2)

(x− b
c

)2))
+ d (4.5)

where the 5 fit parameters a, b, c, d, e represent the amplitude, center, composite width,

offset, and Lorentzian-Gaussian ratio, respectively. For each peak fit, the value of b is used

to determine the peak center, and the value of c is used to determine the peak width for gen-

erating the kernel estimate of the empirical probability density function for inhomogeneous

distribution or linewidth.

The two regions were measured over the span of two cryostat cooling cycles that occurred

approximately 4 months apart. A comparison of the two regions is provided in Fig. 4.9. In

the left panels, an example of a representative PLE measurement at a single site in Region 1

(top) and Region 2 (bottom) is shown. Each peak was fit with a pseudo-Voigt function (Eq.

4.5). Then, in the center panels, a kernel estimate of the empirical probability density func-

tion of the center frequency of 56 PLE peaks in Region 1 (top) and 57 PLE peaks in Region

2 (bottom) highlights the narrow inhomogeneous distribution of C transitions over many

54



sites across the diamond. Finally, the right panels show histograms and kernel estimates of

the empirical probability density functions of the linewidths of 56 SiV sites in Region 1 (top)

and 57 SiV sites in Region 2. The PDFs are calculated using Eqs. 4.3-4.4.
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Figure 4.9: Comparison of photoluminescence excitation taken in two regions of the
overgrown sample over two cooldowns. The top (bottom) row represents 56 (57) SiV sites from

Region 1 (2). Representative PLE measurements are shown on the left. Aa kernel estimate of the empirical
probability density function is computed for the frequency locations of the 56 (57) SiV sites in the center.
A kernel estimate of the empirical probability density function of the emitter linewidths is shown with a

histogram of linewidths measured in Region 1 (top) and Region 2 (bottom). No significant differences are
observed between the two regions/cooldowns.

No significant differences were observed in the two populations of SiVs over the two regions.

The top and bottom rows of Fig. 4.9 rows were combined into a summary of all 113 SiV sites

over the two regions in Fig. 4.6. The kernel estimate of the empirical probability density

function of the PLE peaks measured at all 113 sites was computed using Eqs. 4.3-4.4 and

is shown in the left panel. A Gaussian fit to the PDF has standard deviation σ = 73.5 MHz

(2σ = 147 MHz), which is about 1.56 times larger than the lifetime limit of the SiV. A his-

togram and the a kernel estimate of the empirical probability density function was computed

using of the linewidth distribution over the 113 PLE sites is provided in the right panel of

Fig. 4.10.
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Figure 4.10: Summary of silicon vacancy photoluminescence excitation in the overgrown
sample. The kernel estimate of the empirical probability distribution function associated with the center

frequency of 113 PLE measurements is plotted in the left panel. On the right, a kernel estimate of the
empirical probability density function associated with the linewidth of 113 PLE measurements is plotted,
along with a histogram of linewidths measured. The lifetime limited linewidth for a single SiV center is

indicated by a thin line at 94 MHz.

Finally, to explore the characteristics of the ground and excited state splittings, both the

B and C transitions of SiV sites were measured in a third cooldown. A kernel estimation

of the empirical probability density function representing the inhomogeneous distribution of

PL peaks at 52 sites explored is shown in the left panel of Fig. 4.11.

Like the previous measurements of the C transition, the center PLE frequencies of these 52

sites were found to have a narrow inhomogeneous distribution around 406.709 THz, while the

center frequencies of the B transitions in the same 52 sites were distributed around 406.920

THz, as shown in the left-center panel. Finally, the distribution of C transition linewidths is

nearly 500 MHz narrower than the distribution of B transition linewidths, as shown in the

right panels of Fig. 4.11.

The C transition linewidths summarized in the center left panel of Fig. 4.11 are overlaid

on the confocal image to visualize the spatial distribution of SiV properties. No significant

correlation between location on the sample and linewidth was observed.

Further, to investigate the spatial distribution of the energy spectra of SiVs in the overgrown
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Figure 4.11: Inhomogeneous distribution of silicon vacancy B and C transitions in the
overgrown sample. A kernel estimate of the empirical probability density function of PL peaks at 52

sites is shown in the left panel. The left-center panel contains a kernel estimate of the empirical probability
density function for the center frequency of PLE measurements of the C and B transitions at the 52 sites.
The C transition is located at 406.709 THz, and the B transition is located at 406.920 THz. Distributions
of linewidths for the C and B transitions are shown in the right plots, with histograms and kernel estimates

of the empirical linewidth probability density functions of each transition.

2 um

200

400

600

800

1000

1200

1400

1600
Li

ne
w

id
th

, M
H

z

Figure 4.12: Spatial map of silicon vacancy linewidths in the overgrown sample. The fit
linewidths, shown in the right-center panel of Fig. 4.11, of the 52 emitters measured are plotted spatially.

sample, the mean of the B and C transitions and the splitting between the B and C transi-

tions are shown against spatial maps in the top panel of Fig. 4.13. Most of the emitters have
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a splitting close to 211.3 GHz and a mean transition frequency of 484.8143 THz, indicating

there was low residual strain remaining substrate following overgrowth. The relationship

between the splitting between the B and C transitions and the mean frequency of the B and

C transitions is plotted in the bottom panels of Fig. 4.13. The bottom left panel shows

the relationship for all 52 emitters summarized in Figs. 4.11, and the right panel shows the

primary group in detail.
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Figure 4.13: Spatial map of silicon vacancy optical properties in the overgrown sample. In the
top left panel, the mean values of the B and C transitions at each site are plotted spatially. In the top right

panel, the difference between the B and C transitions at all sites are plotted spatially. The center panels
show this splitting between the B and C transitions as a function of the mean frequency of the B and C

transitions for all 52 sites with SiVs. The bottom right panel shows the cluster close to a 211.3 GHz
splitting and 406.8143 THz mean frequency in detail.
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Chapter 5

Characterization of SnVs in

HPHT-treated diamond

5.1 High pressure high temperature treatment

5.1.1 Principles

Tin vacancies in diamond have emerged as a promising Group IV color center, particularly

due to their large ground state splitting, which could yield long spin lifetimes at higher

temperatures than SiVs and GeVs [48]. Unfortunately, the optical properties of SnVs suffer

from spectral diffusion [41]. The Sn atoms that make up the SnV centers are more massive

and spatially large compared to the Si atoms in SiVs: the implantation process generates

more vacancies and lattice damage for larger atoms [49]. It has also been shown that the

linewidth of SnV centers decreases with higher annealing temperatures, but significant sur-

face graphitization is observed in high temperature anneals [33].

High pressure high temperature (HPHT) treatment offers the ability to achieve the high

temperatures thought to improve SnV optical properties while avoiding significant graphiti-

zation that occurs at atmospheric pressures. Seminal work in SnV spectroscopy has shown

that applying pressure of 7.7 GPz enables an annealing temperature of 2100o C, which yielded

a narrow inhomogeneous distribution of SnV emitters by effectively healing lattice damage
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generated during the implantation process [33]. These results were confirmed and extended

via the measurement of transform-limited linewidths in HPHT-treated diamond [41]. In this

Chapter, we present characterization of the inhomogeneous distribution and linewidths of

SnVs in two samples that are first implanted with tin, then overgrown, and finally HPHT

treated using two different processes.

5.1.2 Samples

Two 2mm x 2mm electronics grade (EG) CVD diamonds from Element 6 served as the

starting substrates. The samples will subsequently be referred to as Sample A and Sample

B.

Sample A was sonicated in acetone for 5 minutes followed by IPA for 10 minutes upon

receipt. Prior to ion implantation, a strain-relief etch was performed. Following cleaning in

3:1 sulfuric acid:hydrogen peroxide piranha solution for 5 minutes to remove organic con-

taminates, reactive ion etching (RIE) was performed with ArCl2 gas for 4 hours (9.4 sccm

Ar and 15 sccm Cl2). Immediately following, a second RIE step was performed with 30 sccm

O2 gas for 15 minutes. Sample A was then sent out for bulk ion implantation at Innovion

Corporation, and implanted with 1×1011/cm2 Sn-117 at 96 keV with a 7o tilt, aiming for

shallow implantation at ∼ 30 nm. Sample A was then tri-acid cleaned, cleaned in 3:1 sul-

furic acid:hydrogen peroxide piranha solution, and annealed using the process described in

Chap. 4.2.1. The diamond was then overgrown at MIT Lincoln Laboratory targeting a 1

µm overgrowth layer. Finally, Sample A was sent to the National Institute for Materials

Science of Japan for HPHT treatment, where it was annealed at 2100 oC under 7.7 GPa of

pressure for 15 minutes.

Sample B was implanted with Sn on half of its surface with 1×109/cm2, and on the other half,

1×1011/cm2 at 300 keV. Various nanostructures were fabricated on the surface for unrelated

work. Following implantation and fabrication, Sample B was tri-acid cleaned, cleaned in 3:1

sulfuric acid:hydrogen peroxide piranha solution, and annealed using the process described

in Chap. 4.2.1. The diamond was then overgrown at MIT Lincoln Laboratory targeting a 1
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µm overgrowth layer. Finally, Sample B was sent to Element 6 for HPHT treatment, where

it was annealed at 1850oC under 7-8 GPa of pressure for 10 minutes.

5.2 Experimental results

5.2.1 Sample preparation

Following HPHT treatment, the samples were sonicated for 5 minutes in acetone followed by

3 minutes in IPA and then cleaned in 3:1 sulfuric acid:hydrogen peroxide piranha solution

for 5 minutes. Both samples were rinsed in DI water and then methanol and dried with

nitrogen gas. Immediately prior to characterization, the samples were tri-acid cleaned by

boiling in a 1:1:1 mixture of sulfuric, nitric, and perchloric acids at 345oC for 1 hour, cleaned

in a 3:1 sulfuric acid:hydrogen peroxide solution for 5 minutes, rinsed in DI water, and rinsed

in methanol.

5.2.2 Photoluminescence measurements

The samples were first investigated with photoluminescence (PL) measurements using 515 nm

excitation from the Cobolt laser to gain a broad understanding of the optical properties of

any tin vacancies remaining post-HPHT treatment. Photoluminescence was collected on the

Princeton Instruments IsoPlane Spectrometer in the configuration described in Chap. 3 and

shown in Figs. 3.2 and 3.5. A typical spectrum for each sample is shown in Fig. 5.1. For

SnVs, the dominant peaks observed at ∼ 4 K correspond to the C and D optical transitions

(Fig. 2.2), as the thermal occupation of the upper excited state branch is very low [33].

An example confocal region for Sample A is shown in Fig. 5.2. In the left panel, the con-

focal image is overlaid with the identified candidate sites. Candidate sites were classified by

whether they had PL peaks near the expected SnV emission wavelength of 619 nm. Can-

didate sites with a fit peak between 610 and 630 nm are shown with red circles, while sites

with no peak in this range are shown with blue circles. The inhomogeneous distribution of

PL was then determined by finding the probability density of finding a peak as a function of
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Figure 5.1: Example photoluminescence spectra of tin vacancy centers in high pressure high
temperature-treated diamond samples. A typical photoluminescence spectrum under 515 nm

excitation for one confocal site in Sample A is shown in the right panel, and one for Sample B is shown in
the left panel.

wavelength. A kernel estimate of the empirical probability density function of the PL peaks

was estimated using Eqs. 4.3-4.4, and is shown in the right panel of Fig. 5.2.

An example confocal region for Sample B is shown in Fig. 5.3. Peaks were classified, fit,

and summarized using the same process as for Sample A. The left panel shows the candidate

sites, where red circles indicate candidate sites that head PL peaks between 610 and 630 nm,

and the right panel shows a a kernel estimate of the empirical probability density function

of SnV PL calculated using Eqs. 4.3-4.4.

Confocal PL measurements were taken over several regions on each sample to investigate

regional differences that may be caused by, for example, strain in the diamond. Confocal

images were filtered as described in Chapter 4.2 using Eqs. 4.1-4.2, and candidate emitter

sites were located with a 2D Gaussian fit over the filtered images.

The aggregate PL inhomogeneous distribution for each sample is shown in Fig. 5.4. The left
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Figure 5.2: Candidate tin vacancy sites and resulting photoluminescence inhomogeneous
distribution for Sample A. Candidate sites were determined with 2D Gaussian peak fitting. A PL
spectrum was then taken at each site. In the left panel, red circles represent sites that had a PL peak

between 610 and 630 nm: these are SnV candidate sites. The center frequencies of all 324 SnV candidate
sites were used to generate a kernel estimate of empirical probability density function of SnV PL shown in

the right panel.

panel shows a kernel estimate of the empirical probability density function of the location

of PL peaks for 1733 SnV sites over four regions of Sample A, and the right panel shows a

a kernel estimate of the empirical probability density function of the location of PL peaks

for 1677 SnV sites over two regions of Sample B. The kernel estimates were computed using

Eqs. 4.3-4.4. No significant regional differences are observed, and the C and D transitions

remain clearly distinguishable even over thousands of confocal sites.

At the edge of Sample A, relatively few SnVs are observed. However, fluorescence from SiVs

at 737 nm is prevalent close to the edge of Sample A, along with a bright, narrow peak at

720 nm. Two example PL spectra from the edge of Sample A are shown in Fig. 5.5. In the

left panel, a PL spectrum taken at one confocal site at the edge of the chip has a strong

SiV peak at 737 nm, a strong peak at 720 nm, and no evidence of SnV fluorescence. In the

right panel, a PL spectrum taken at a confocal site about 20 um in from the edge of the

Sample A has SiV fluorescence at 737 nm, the strong 720 nm peak, and two clear peaks close

to 620 nm that are from SnVs. The intensity of the SiV signal from the edge of Sample A
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Figure 5.3: Candidate tin vacancy sites and resulting photoluminescence inhomogeneous
distribution for Sample B. Candidate sites were determined with 2D Gaussian peak fitting. A PL
spectrum was then taken at each site. In the left panel, red circles represent sites that had a PL peak

between 610 and 630 nm: these are SnV candidate sites. The center frequencies of all 427 SnV candidate
sites were used to generate a a kernel estimate of the empirical probability density function shown in the

right panel.

(left panel) is much brighter than that further towards the center of Sample A (right panel),

though the two spectra were taken within 5 minutes using the same excitation power and

integration time: this indicates that there may be many more SiVs in the confocal spot near

the edge of the chip.

The SiVs observed likely originate from the overgrown layer, and the fact that they are ob-

served only at the edge of the sample can be attributed to inhomogeneity in the application

of pressure during HPHT treatment. A summary of PL measurements covering 600-800 nm

taken near the edge of the chip is presented in Fig. 5.6. The left panel shows all candidate

sites with circles: the edge of the chip is observed to be bright in the bottom-left corner

of the left panel. Candidate sites that had PL peaks at 720 nm and 737 nm are shown

as red circles, and candidate sites that had PL peaks at 720 nm, 737 nm, and 620 nm are

shown as black circles. The right panel shows a kernel estimate of the empirical probability
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Figure 5.4: Inhomogeneous distribution of tin vacancy photoluminescence for two high
pressure high temperature-treated samples. A kernel estimate of the empirical probability density
function for the location of photoluminescence peaks for 1733 SnV PL sites in Sample A (left panel) and
1633 SnV PL sites in Sample B (right panel). In both samples, the B and C transitions are clearly visible

and distinct.

600 650 700 750 800

Wavelength, nm

0

50

100

150

a.
u.

600 650 700 750 800

Wavelength, nm

0

500

1000

1500

2000

2500

a.
u.

Figure 5.5: Silicon vacancy and 720 nm photoluminescence peaks observed in high pressure
high temperature-treated Sample A. In the left panel, a PL spectrum taken at the edge of the chip
has optical signature of SiVs at 737 nm as well as a strong, narrow peak at 720 nm. In the right panel, a
PL spectrum taken further in towards the center of the sample has the same optical signatures as well as

620 nm peaks attributed to SnVs.

density function of the SiV PL peaks calculated using Eqs. 4.3-4.4 for peaks between 700

and 800 nm. Photoluminescence close to 720 nm has been previously reported in diamond,

and was attributed to Ni-related defects [50].

65



2 um

700 720 740 760 780

Wavelength

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

f k(
)

Density plot of peak locations

Figure 5.6: Candidate sites and resulting photoluminescence for silicon vacancy centers in
Sample A. A grid of candidate sites was selected at the edge of the chip, and a PL spectrum was taken at
each site. In the left panel, red circles represent sites that had peaks at both 720 nm and 737 nm, while the
black circles represent sites that had peaks at 720 nm, 737 nm, and 620 nm. The center frequencies of all
peaks between 700 nm and 800 nm were used to generate a kernel estimate of the empirical probability

density function for the non-SnV peaks observed.

In Sample A, SiV signal was only observed at the edge of the chip. However, in Sample

B, fluorescence at 737 nm was observed over the entirity of the sample, co-located in the

same confocal region as the SnVs. A typical spectrum from Sample A including SiV signal

is shown in Fig. 5.7. In contrast to the typical spectra at the edge of Sample A presented

in Fig. 5.5, the SnV peak in Sample B is stronger than the SiV peak, and no 720 nm peak

was observed.

A summary of PL measurements taken spanning 600-800 nm taken in the center of Sample

B is shown in Fig. 5.8. Candidate sites that had PL peaks at both 620 nm and 737 nm are

shown in yellow. Unlike in Sample A, no peaks were observed at 720 nm, though SiV signal

persisited throughout the sample. The right panel shows a kernel estimate of the empirical

probability density function of the SiV PL calculated using Eqs. 4.3-4.4 for peaks between

700 and 800 nm. The SiVs likely originated in the overgrowth layer, and appear to have

remained in the sample and optically active following HPHT treatment.
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Figure 5.7: Silicon vacancy photoluminescence peaks observed in high pressure high
temperature-treated Sample B. A PL spectrum taken in the middle of Sample B has optical signatures

of SiVs at 737 nm as well as SnV peaks at 620 nm.
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Figure 5.8: Candidate sites and resulting photoluminescence for silicon vacancy centers in
Sample B. Candidate sites were determined with 2D Gaussian peak fitting. A PL spectrum was then

taken at each site. In the left panel, yellow circles represent sites that head a PL peak near 620 nm and a
PL peak near 737 nm. The center frequencies of all peaks between 700 nm and 800 nm were used to

generate a kernel estimate of the empirical probability density function for the non-SnV peaks observed.
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5.2.3 Photoluminescence excitation measurements

Following photoluminesence measurements, photoluminescence excitation measurements were

taken to assess the inhomogeneous distribution within the spectrometer-limited distributions

shown in Figs. 5.2-5.3 and the emitter linewidths. The technique described in Chapter 3.3

was utilized for SnV PLE measurements, with pulsed resonant laser close to 620 nm pro-

vided by an M2 EMM and pulsed 515 nm repump provided by the Cobolt laser. The pulse

sequence scheme is shown in Fig. 3.9. Peaks were fit with pseudo-Voigt functions (Eq. 4.5).

A summary of PLE measurements for Sample A is given in Fig. 5.9. The left panel shows

the results of a typical PLE measurement. A kernel estimate of the empirical probability

density function of PLE center frequencies is shown in the center panel, representing the

inhomogeneous distribution of the C transition of 70 SnV peaks that were fit. The inho-

mogeneous distribution is centered at 484.144 THz and has a standard deviation of σ =

4.51 GHz (2σ =9.13 GHz). Finally, a histogram of linewidths of the 70 peaks as well as a

kernel estimate of the empirical probability density function of SnV linewidths calculated

with Eqs. 4.3-4.4 are shown in the left panel.
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Figure 5.9: Summary of tin vacancy photoluminescence excitation in high puressure high
temperature-treated Sample A. In the right panel, a typical PLE spectrum at one site in Sample A is

shown. A kernel estimate of the empirical probability distribution function associated with the center
frequency of 70 PLE peaks is plotted in the center panel. On the right, the kernel estimate of the empirical

probability density function associated with the linewidth of 70 PLE peaks is plotted, along with a
histogram of linewidths measured. The lifetime limited linewidth for a single SnV center is indicated by a

thin line at 35 MHz.
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This process was repeated for 25 SnV peaks in Sample B, as shown in Fig. 5.10. A typical

PLE spectrum is shown in the left panel, and each peak was fit with a pseudo-Voigt peak

(Eq. 4.5). A kernel estimate of the empirical probability density function of center frequen-

cies is calculated using Eqs. 4.3-4.4 and is shown in the center panel. The inhomogenous

distribution was fit with a Gaussian peak that is centered at 484.198 THz with a standard

deviation of σ = 2.40 GHz (2σ = 4.80 GHz). The rightmost panel shows a histogram of

linewidths of the 25 peaks as well as aa kernel estimate of the empirical probability density

function of the SnV linewidths calculated using Eqs. 4.3-4.4.
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Figure 5.10: Summary of tin vacancy photoluminescence excitation in high pressure high
temperature-treated Sample B. In the right panel, a typical PLE spectrum at one site in Sample B is
shown. A kernel estimate of the empirical probability density function associated with the center frequency
of 70 PLE peaks is plotted in the center panel. On the right, a kernel estimate of the empirical probability

density function associated with the linewidth of 70 PLE peaks is plotted, along with a histogram of
linewidths measured. The lifetime limited linewidth for a single SnV center is indicated by a thin line at 35

MHz.
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Chapter 6

Widefield microscopy for efficient

optical characterization

6.1 Focused-ion beam implantation

6.1.1 Principles

Focused ion beam implantation (FIB) has been widely used in the semiconductor industry,

and was more recently applied to diamond to control the placement of color centers. Tar-

geted implantation of Si ions with FIB enabled direct placement of SiVs into nanostructures

such as 2D photonic crystal nanocavities and waveguides. Though the FIB process is non-

deterministic in that the yield of SiV creation ranges from 0-3% of the implanted dose of

Si ions depending on implantation parameters, the lateral straggle can be in the tens of nm

[15, 51].

6.1.2 Sample

A 2×2 mm electronics grade CVD sample from Element 6 served as the starting substrate.

First, a strain relieving etch was performed by reactive ion etching (RIE) with ArCl2 gas

for 4 hours (9.4 sccm Ar and 15 sccm Cl2). A second RIE etch in O2 gas for 15 minutes

(30 sccm) immediately followed. The sample was then cleaned in 3:1 sulfuric acid:hydrogen

peroxide piranha solution. The sample was then patterned with FIB markers and Quick
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Reference (QR) coordinates as described in [43]. Focused ion beam implantation of Si and

Sn was performed at Sandia National Laboratory using a range of implantation densities

and energies. Widefield images taken of the sample after FIB-implantation and cleaning at

room temperature are provided in Fig. 6.1.

10um10um10um10um

10um 10um

10um 10um

Figure 6.1: Room temperature widefield microscopy of focused ion beam-implanted sample.
Typical images of QR-coded regions on the sample are shown in each row, with the left column illuminated
with incoherent white light, and the right column illuminated with 532 nm laser and using bandpass filters
around 737 nm (for SiVs) or 620 nm (for SnVs). The top row is representative of a region implanted with a
low dosage of Si ions: fluorescence from the FIB sites is visible as a grid. The middle row is representative
of a high Si ion dose: lattice damage at the FIB sites is clearly visible even in the white light image. The

bottom row is representative of a region implanted with Sn ions.
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6.2 Experimental results

6.2.1 Sample preparation

Following FIB implantation, the sample was cleaned in a 3:1 sulfuric acid:hydrogen peroxide

piranha solution for 5 minutes. It was rinsed in DI water and then methanol and dried with

nitrogen gas. The sample was then tri-acid cleaned by boiling in a 1:1:1 mixture of sulfuric,

nitric, and perchloric acids for 345oC for 1 hr. Finally, the sample was cleaned again in a 3:1

sulfuric acid:hydrogen peroxide piranha solution for 5 minutes, rinsed in DI water, rinsed in

methanol, and dried with nitrogen gas.

6.2.2 Photoluminescence measurements

The sample was first investigated with photoluminescence (PL) measurements. The sample

was illuminated with 515 nm excitation from the Cobolt laser, and PL was collected on the

Princeton Instruments IsoPlane Spectrometer in the configuration described in Chapter 3.

As in the previous Chapters, confocal PL measurements were taken over several regions on

the sample. An example region implanted with Si ions is shown in Fig. 6.2. In the left panel,

candidate sites were identified using a 2D Gaussian fitting; sites that had a peak between

730 nm and 745 nm are shown as red circles. The FIB grid with implantation sites spaced at

1 µm is clearly visible. The right panel shows a kernel estimate of the empirical probability

density function of SiV PL calculated using Eqs. 4.3-4.4.

Similarly, an example region that was FIB implanted with Sn ions is shown in Fig. 6.3. In

the left panel, candidate sites were identified using a 2D Gaussian fitting; sites that had a

peak between 610 nm and 630 nm are shown as red circles. As with the SiV implantation

sites, the FIB grid with implantation sites spaced at 1 µm is clearly visible. The right panel

shows a kernel estimate of the empirical probability density function of SnV PL calculated

using Eqs. 4.3-4.4.

These measurements were repeated over seven SiV and seven SnV regions on the sample,

and the aggregate distributions of PL peaks are shown in Fig. 6.4. In the left panel, a
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Figure 6.2: Candidate silicon vacancy sites and resulting photoluminescence inhomogeneous
distribution in focused ion beam-implanted sample. Candidate sites were determined with 2D

Gaussian peak fitting. A PL spectrum was then taken at each site. In the left panel, red circles represent
sites that had a PL peak between 730 and 745 nm: these are SiV candidate sites. The center frequencies of

all 530 SiV candidate sites were used to generate a kernel estimate of the empirical probability density
function shown in the right panel.
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Figure 6.3: Candidate tin vacancy sites and resulting photoluminescence inhomogeneous
distribution in focused ion beam-implanted sample. Candidate sites were determined with 2D

Gaussian peak fitting. A PL spectrum was then taken at each site. In the left panel, red circles represent
sites that had a PL peak between 610 and 630 nm: these are SnV candidate sites. The center frequencies
of all 553 SnV candidate sites were used to generate a kernel estimate of the empirical probability density

function shown in the right panel.

kernel estimate of the empirical probability density function for the center of PL peaks fit

at 11,010 sites with SiVs is shown. Most of the probability density is concentrated in two

clear transitions close to 737 nm, though broad peaks at 733 nm contribute to a smaller
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rise in probability density at that wavelength. Additionally, there is a non-zero fall-off of

probability density at wavelengths higher than 737 nm. The right panel has a kernel estimate

of the empirical probability density function for the center of PL peaks fit at 2,668 sites with

SnVs. The inhomogeneous distribution of SnV PL is quite broad, with non-zero probability

to find a peak extending over close to 20 nm.
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Figure 6.4: Summary of silicon vacancy and tin vacancy photoluminescence inhomogeneous
distribution in focused ion beam-implanted sample. In the left panel, a kernel estimate of the
empirical probability density function for the location of photoluminescence peaks was calculated for

11,010 sites with SiVs. In addition to peaks in probability density close to 737 nm representing the B and
C transitions of the SiV, there is a peak in probability density close to 733 nm and a broad fall-off at

wavelengths higher than 737 nm. In the right panel, a kernel estimate of the empirical probability density
function was calculated for the location of photoluminescence peaks for 2,668 sites with SnVs is plotted as

a function of wavelength. The probability density to find a peak extends from 613 nm to 632 nm, with
regions of high probability centered at 620 nm.
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6.2.3 Widefield photoluminescence excitation measurements

To multiplex characterization of color centers, PLE was then collected in widefield mode as

shown in Fig. 3.4. The field of view of the widefield microscope is shown in Fig. 6.5, which

shows an entire QR code region under white light illumination. This region was implanted

with 29Si spaced at 1 µm at 180 keV. To measure PLE, the resonant laser was swept over

10 um

Figure 6.5: Widefield field of view. A single QR region on the FIB-implanted sample is shown under
white light illumination. The widefield field of view is oblong as the image is laterally clipped by a mirror

just before the EMCCD camera, but the entire QR region remains in view.

its mode-hop free tuning range in frequency steps much smaller than the emitter lifetime,

and weak 515 nm Cobolt laser was applied continuously to repump the emitters. For SiVs,

the M2 SolsTiS laser served as the resonant laser. Tuning was accomplished by applying an

external voltage to the SolsTiS resonator: this voltage was controlled by the NIDAQ. The

resonator was tuned in voltage steps that corresponded to 10 MHz steps in frequency, and

the frequency was read out on the wavemeter at each step to ensure tuning was successful.

Once tuning was complete, the EMCCD was exposed for 1 s. An example image generated

during this 1 s exposure period is shown in Fig. 6.6. In this case, the laser was locked to

405.8971 THz.
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10 um

Figure 6.6: Raw widefield image under resonant excitation. In this example, the entire widefield
field of view is shown while the resonant laser is locked to 405.8971 THz. Resonant laser was applied

continuously along with weak 515 nm repump, and the image was exposed on the camera for 1 s. A few
emitters are excited and visible as diffraction-limited spots.

The raw image was first cropped to remove area outside the QR region, as shown in the

left panel of Fig. 6.7. Then, the image was filtered with a 2D Gaussian filter. The 2D

Gaussian kernel fg was generated with standard deviation σ = 2 pixels selected to match

the diffraction limited spot size:

fg(x, y) = e−
(x2+y2)

2σ2 (6.1)

At each frequency step ν, this kernel was discretized and convolved with the image Mν(x, y)

via discrete 2-dimensional convolution to yield a filtered image Cν(x, y):

Cν(x, y) =
∑
i

∑
j

Mν(i, j)fg(x− i+ 1, y − j + 1) (6.2)

Here, the range of i and j in the sum spans the dimension of the image and the kernel. The

result of this Gaussian filtering is shown in the right panel of Fig. 6.7.
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10 um 10 um

Figure 6.7: Cropped and filtered widefield image under resonant excitation. In the left panel,
the raw image has been cropped to remove area outside of the image from the sample. In the right panel,
the cropped image has been convolved with a 2D Gaussian kernel with a standard deviation of 2 pixels to

match the diffraction limited spot size.

After each image was filtered, the data was sectioned into frequency bands to facilitate image

processing. At each frequency band, an aggregate image summarizing the fluorescence over

≈20 GHz of laser tuning was generated by taking the maximum value of each pixel over

the images taken at all frequency steps. An example of an aggregate image generated for

images taken while scanning the resonant laser from 405.8816-404.9005 THz is shown in the

left panel of Fig. 6.8. This aggregate image allowed for identification of candidate emitter

sites using a single image.

Sites were identified by first applying a Gaussian bandpass filter to the aggregate image

A(x, y), and then fitting 2D Gaussians to the resulting image. The bandpass filter was ap-

plied by first convolving the aggregate image with a 2D Gaussian with the lowpass standard

deviation σLP :

fLP (x, y) = e
− (x2+y2)

2σ2
LP (6.3)
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Figure 6.8: Example aggregate widefield image and candidate sites. After raw images are
cropped and filtered as shown in Fig. 6.7, an aggregate image is generated to find the locations of

candidate emitter sites, as shown in the left panel. A list of candidate sites is generated from the aggregate
image by first bandpass filtering the image, and then fitting 2D Gaussian peaks to the resulting filtered

image. These candidate sites are shown in blue over the bandpass filtered image in the right panel.

This kernel was discretized and convolved with the aggregate image I(x, y) via discrete

2-dimensional convolution to yield an intermediate filtered image R(x, y):

R(x, y) =
∑
i

∑
j

I(i, j)fLP (x− i+ 1, y − j + 1) (6.4)

The resulting image R(x, y) was then high-pass filtered by convolution with a 2D Gaussian

with the high pass standard deviation σHP :

fHP (x, y) = e
− (x2+y2)

2σ2
HP (6.5)
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This kernel was discretized and convolved with the intermediate image R(x, y) via discrete

2-dimensional convolution to yield an bandpass-filtered image F (x, y) (Fig. 6.8):

F (x, y) = R(x, y)−
∑
i

∑
j

R(i, j)fHP (x− i+ 1, y − j + 1) (6.6)

The Gaussian bandpass filtering process highlighted bright spots with radii between the low-

pass and highpass filter standard deviations. Candidate emitter sites were generated from

the resulting bright spots by fitting 2D Gaussians to the filtered image: these candidate sites

are shown as blue circles in the right panel of Fig. 6.8.

At each candidate emitter site, the fluorescence intensity as a function of excitation fre-

quency was constructed. For a given candidate emitter site, pixels were first binned around

the spatial center of the 2D Gaussian fit. An example site is highlighted in red in the top

left panel of Fig. 6.9, and the group of binned pixels around this site is shown in a red box

in the bottom left panel. Then, this group of pixels was summed at each frequency step to

find the fluorescence intensity as a function of excitation frequency, Ip,q(ν) for an emitter

located at location x = p, y = q in the convolved image Cν(x, y):

Ip,q(ν) =

p+3∑
i=p−3

q+3∑
j=q−3

Cν(i, j) (6.7)

The number of pixels to include in the binned region was selected to maximize the signal-

to-noise ratio. Note that although the bandpass-filtered image F (x, y) was used to generate

the candidate sites, the convolved images at each frequency Cν(x, y) are used to generate the

raw intensity function Ip,q(ν). An example intensity function Ip,q(ν) for one SiV candidate

site is shown in the top right panel of Fig. 6.9. In principle, both the emitter fluorescence

signal Sp,q at a site and background fluorescence from the sample B both depend on the

intensity of the excitation laser. A simple model is considered to account for fluctuating
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laser intensity L(ν), where ν is the frequency bin:

Ip,q(ν) = Sp,q(ν)L(ν) +BL(ν) (6.8)

This was modeled as a linear process since the emitters are driven below saturation. The

intensity function L(ν) is calculated by calculating the average value of all pixels in the

convolved image Cν(x, y) at each frequency:

L(ν) =
1

xy

∑
x

∑
y

Cν(x, y) (6.9)

While L(ν) accounts for global fluctuations of intensity, it does not account for regional

fluctuations, including the point spread function of the widefield microscope. Finally, the

frequency-dependent SiV fluorescence signal at a given site Sp,q(ν) is determined by dividing

the measured intensity by the noise function:

Sp,q(ν) +B =
Ip,q(ν)

L(ν)
(6.10)

An example of the frequency-dependent intensity function L(ν) at one site is shown in the

center-right panel of Fig. 6.9. This model assumes that there are many color centers such

that the emission frequencies of the population of color centers are uncorrelated, and that

the dominant intensity fluctuation of the entire image is correlated with the excitation fre-

quency.

The final PLE intensity and constant background signal Sp,q(ν) +B at one site are shown in

the bottom right panel of Fig. 6.9, along with the results of fitting a pseudo-Voigt function

(Eq. 4.5). The PLE peak occurs at 405.8945 THz, and has a linewidth of 233.7 MHz.

This process was repeated for all candidate sites. A summary of the inhomogeneous dis-

tribution over the scan range is provided in Fig. 6.10. A kernel estimate of the empirical

probability density function representing the inhomogeneous distribution for 330 peaks de-

tected was calculated using Eqs. 4.3-4.4 is shown in the left panel. A histogram of the
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Figure 6.9: Image processing for one widefield photoluminescence excitation site. The top left
panel shows the location (p, q) of the candidate site under consideration on the aggregate image. In the

bottom left panel, the site is shown in detail: the red rectangle indicates the extent of pixel binning used to
generate the intensity function. The extent of the pixel binning was selected to maximize the

signal-to-noise ratio. The top right panel shows the raw intensity Ip,q(ν) as a function of frequency (Eq.
6.7). The right center panel shows the laser intensity function L(ν) constructed with Eq. 6.9. Finally, the
bottom panel shows the emitter fluorescence intensity and constant background Sp,q(ν) +B as a function

of frequency as calculated using Eq. 6.10.
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linewidths of these 178 peaks, as well as a density plot of the linewidth PDF, are shown in

the right panel.
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Figure 6.10: Summary of widefield photoluminescence excitation results over one laser scan
range. The left panel shows a histogram and a a kernel estimate of the empirical probability density
function of locations of 330 widefield PLE peaks. The right panel shows a histogram and a a kernel

estimate of the empirical probability density function of the linewidths of the same 178 widefield PLE
peaks. The lifetime limit is shown with a thin black line.

This process was repeated over the inhomogeneous distribution shown in the left panel of

Fig. 6.4, corresponding to a span of over 1.1 THz from 405.8816 to 407.0007 THz, in 10 MHz

steps. A summary of all identified SiV peaks measured with widefield microscopy is provided

in Fig. 6.11. The left panel shows the inhomogeneous distribution. A kernel estimate of the

empirical probability density function of the locations 47,314 SiV peaks with linewidths less

than 2 GHz is provided, along with a histogram of emission frequencies. Two clear peaks in

the probability distribution are observed to be centered at 406.6147 THz and 406.8625 THz,

as well as the gradual fall-off of probability density at lower frequencies, as observed in the

SiV PL spectrum in Fig. 6.4. A Gaussian fit to the distribution, shown in the center panel,

reveals that the standard deviation of the peak in probability density at 406.6147 THz is
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28.0 GHz (2σ =56.1 GHz) and the standard deviation of the peak in probability density at

406.8625 THz is 20.1 GHz (2σ =40.3 GHz). Finally, the right panel shows a kernel estimate

of the empirical probability density function of 47,314 SiV peak linewidths less than 2 GHz.
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Figure 6.11: Summary of widefield photoluminescence excitation results for 47,314 silicon
vacancy peaks. In the left panel, the inhomogeneous distribution of 47,314 SiV peaks with linewidths less

than 2 GHz measured using the widefield microscopy technique described in the main text is shown. A
kernel estimate of the empirical probability density function of peak locations was calculated using Eqs.

4.3-4.4. In the center panel, a fit to this distribution is shown, revealing two peaks in probability density at
406.6147 THz (σ =28.0 GHz) and 406.8625 THz (σ =20.1 GHz, as well as a fall-off in probability density

to find peaks at lower energies. In the right panel, a kernel estimate of the empirical probability
distribution of the linewidths of the 47,314 SiV sites with linewidths less than 2 GHz is shown. The

linewidth distribution peaks around 300 MHz, approximately three times the SiV lifetime limit.

The SiV peaks are expected to be distributed on a grid spaced by 1 um pitch. The coor-

dinates of the 47,314 SiV sites were clustered to reconstruct the FIB grid. The clustering

algorithm iteratively calculated the nearest neighbors from each SiV peak coordinate out to

a threshold by computing the distance between all sets of coordinates. For example, for two

sites with camera pixel coordinates given as site l = (xl, yl) and site m = (xm, ym):

dlm =
√

(xl − xm)2 + (yl − ym)2 (6.11)
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The threshold was chosen to be 10 pixels (≈ 800 nm). The centroid of all sites n included

in each cluster r was computed using

cr =
1

n

(∑
n

xn,
∑
n

yn
)

(6.12)

All clusters are shown in Fig. 6.12, with a heat map indicating the number of peaks included

in each cluster. The reconstructed FIB grid is clearly visible, with quality degrading towards

the edges as the laser intensity falls off and aberration distorts the image.
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Figure 6.12: Clustered reconstruction of focused ion beam sites measured with widefield
microscopy. The 47,314 SiV sites measured and fit were clustered based on their location using the

algorithm described in the main text. The centroid of each cluster is plotted here, and the color of the
centroid is given by the number of SiV peaks that make up the cluster. The FIB implantation grid is

clearly visible.
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Chapter 7

Conclusion

In this thesis, we introduced techniques for large scale characterization of quantum emit-

ters using confocal and widefield microscopy. Using these techniques, we investigated silicon

vacancy centers incorporated in a diamond overgrowth layer deposited by chemical vapor

deposition, and found a narrow inhomogeneous distribution of hundreds of emitters. We

investigated two samples implanted with tin, overgrown with chemical vapor deposition di-

amond, and high pressure high temperature treated, and observed a spectrometer-limited

distribution of photoluminescence over thousands of tin vacancy sites. Finally, we demon-

strated the ability to spatially multiplex photoluminescence excitation measurements using

widefield microscopy, enabling efficient optical characterization of quantum emitters.

7.1 Outlook

The processing techniques presented here, including diamond overgrowth by chemical vapor

deposition and high pressure high temperature treatment, yielded samples with high qual-

ity quantum emitters and inhomogeneous distributions that are level with the best reports

in literature. In this thesis, we reported an inhomogeneous distribution of photolumines-

cence excitation of the C transition of SiVs in CVD diamond with a standard deviation of

73.5 MHz. Previous reports have found similarly narrow distributions in low-strain CVD

diamond [37, 39], though over smaller sample areas and representing fewer color centers.

A comparison of the inhomogeneous distribution of SiVs measured via photoluminescence
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excitation in the CVD diamond sample (Chapter 4) and those implanted in the FIB sample

(Chapter 6) is shown in Fig. 7.1. Not only is the distribution of emitter locations in the

FIB sample nearly three orders of magnitude larger, with a standard deviation of 28.0 GHz

for the distribution of the lower energy transition, but it also exhibits a broad fall-off of

probability to find SiV peaks at lower excitation energies.
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Figure 7.1: Summary: silicon vacancy photoluminescence excitation measurements. Kernel
estimates of the empirical probability distribution functions for silicon vacancy photoluminescence

excitation measurements in the chemical vapor deposition (CVD) sample and the focused ion beam (FIB)
implanted sample. The inhomogeneous distribution of the lower energy transition in the CVD sample had

a standard deviation 0f 73.5 MHz, while that of the FIB implanted sample was 28.0 GHz.

Similarly, we reported spectrometer-limited tin vacancy photoluminescence from thousands

of sites in two samples treated with high pressure high temperature processes following tin

implantation. Photoluminescence excitation measurements confirmed the narrow inhomoge-

neous distribution: the standard deviation of a kernel estimate of the empirical probability

function to find a SnV peak in Sample A was 4.51 GHz, and in Sample B was 2.40 GHz.

These results comport with previous work on SnVs in high pressure high temperature treated
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diamond, though again far exceed the scale of previous photoluminescence [33] and photo-

luminescence excitation reports [41]. We also showed that diamond overgrowth prior to

HPHT treatment is a viable technique to maintain the implanted Sn atoms throughout

HPHT treatment. A comparison of the inhomogeneous distribution of photoluminescence

for SnVs measured in the two HPHT-treated samples (Chapter 5) and for SnVs measured

in the FIB implanted sample (Chapter 6) are shown in Fig. 7.2.
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Figure 7.2: Summary: tin vacancy photoluminescence measurements. Normalized kernel
estimates of the empirical probability density functions for tin vacancy photoluminescence in three samples
are shown. The inhomogeneous distributions of tin vacancies in the two HPHT-treated samples, Sample A
and Sample B, are spectrometer-limited, while the inhomogeneous distribution of tin vacancies in the focus

ion beam implanted sample is much broader.

7.2 Future directions

Now that the ability to develop samples with large numbers of high quality, low inhomoge-

neous distribution SiVs and SnVs has been demonstrated, the obvious next step would be
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to demonstrate Hong-Ou-Mandel (HOM) interference with distinct emitters in the samples.

Following the demonstration of HOM interference, detailed characterization of the spin prop-

erties would be necessary prior to demonstrating spin-photon entanglement, but spin-spin

entanglement between distinct, separated pairs of SiVs or SnVs would follow naturally.

The homogeneity of the samples presented lends them well to use in the development of

large-scale quantum device applications such as quantum repeater nodes. To achieve this

goal, devices must be patterned into the diamond using nanofabrication techniques. If the

optical properties are maintained throughout fabrication, these quantum emitters would

be ideal for heterogeneously integrated diamonds with photonic integrated circuits [15], and

may even mitigate the need for voltage-driven strain tuning, saving cooling power at dilution-

refrigerator temperatures.
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and J. Vučković, “Generation of Tin-Vacancy Centers in Diamond via Shallow Ion

Implantation and Subsequent Diamond Overgrowth,” Nano Letters, vol. 20, no. 3, 2020.

[50] A. Yelisseyev and H. Kanda, “Optical centers related to 3d transition metals in dia-

mond,” New Diamond and Frontier Carbon Technology, vol. 17, no. 3, 2007.
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