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Abstract

The development of tools to deliver chemical signals to specific neurons can enhance
our understanding of chemical signaling in the nervous system and enable chemical
therapies for neurological disorders. Existing technologies for chemical neuromodu-
lation, including intracranial injection of chemicals through an implanted cannula,
1) do not apply in the case of transient and unstable chemical species and 2) re-
quire tethering of animal subjects to external hardware, which can limit the study
of freely-behaving subjects. By employing nanomaterials chemistry, electrochemistry,
and magnetism, this thesis seeks to develop in vivo chemical delivery systems with
unprecedented capabilities. First, we design an electrochemical strategy that enables
in situ synthesis and delivery of unstable chemical signals to targeted neuronal cir-
cuits with nanoscale electrocatalysts, biocompatible precursors, and electric fields.
This electrochemical system is implemented in an implantable probe allowing for the
investigation of neurophysiological processes mediated by unstable chemical species,
such as nitric oxide and carbon monoxide, in the mouse brain. The second focus of
this thesis is to design a magnetochemical system for wireless delivery and control of
chemical signals without tethered hardware. By designing nanotransducers or molec-
ular radicals capable of converting non-invasive magnetic field stimuli into chemical
signals, such as protons and flavin cofactors, we remotely modulate activity of specific
neurons and chemical signal-mediated behaviors in the mouse.

Thesis Supervisor: Polina Anikeeva
Title: Professor of Materials Science and Engineering
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Chapter 1

Introduction

1.1 Chemical Signaling in the Nervous System

Cells communicate by transmitting, receiving, and processing chemical signals pro-

duced by themselves or their surrounding environment. Chemical signals, referred to

as ligands, bind to the receptors, which are located in the extracellular or intracellu-

lar space, altering the conformation of the receptors. These structural changes upon

binding of ligands affect enzymatic or ion channel activities of the receptors and other

proteins linked to the receptors. The chemical signal is then transmitted through a

chain of molecular events inside a cell (signaling pathway), ultimately causing cellular

responses including regulation of gene activities or modulation of metabolism [1].

Based on the distance of cell signaling, chemical signaling can be categorized as

autocrine, paracrine, or endocrine. Autocrine signaling is the process where a cell

releases ligands that bind to its own receptors, resulting in the alteration of its cel-

lular functions. In the case of paracrine signaling, the behaviour of cells is altered

in response to the ligands produced by neighboring cells. Generally, ligands involved

in paracrine signaling travel short distances through diffusion processes. Ligands in-

volved in endocrine signaling, referred to as endocrine signals or hormones, affect cells

located at significantly larger distances from endocrine cells through the circulatory

system (Figure 1-1) [1].

In the nervous system, chemical signals, generally referred to as neurotransmitters,
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Figure 1-1: Schematics illustrating various types of chemical signaling Reprinted
from [1].

are transmitted from the presynaptic neuron into the synaptic cleft, the gap between

a presynaptic neuron and a postsynaptic cell. These chemical signals then bind

to receptors on the postsynaptic target cells, such as postsynaptic neurons, gland

cells, and muscle cells (Figure 1-2) [1, 2]. This process is called neurotransmission or

synaptic signaling, one of the representative examples of paracrine signaling [1]. In

humans, over 500 types of chemical signals (neurotransmitters) ranging from gaseous

molecules (NO, CO, etc.) to monoamines (dopamine, serotonin, etc.) to peptides

(oxytocin, opioid peptides, etc.) have been identified [3–5].

One of the direct actions of neurotransmitters is to change the ion permeability and

membrane potential of the postsynaptic target cells. In this way, neurotransmitters

can either excite or inhibit postsynaptic cells by triggering or inhibiting the formation

of action potentials (nerve impulses). For example, when neurotransmitters bind to

the excitatory receptors of postsynpatic target cells, Na+ or Ca2+ influxes through ion

channels results in depolarization of postsynaptic membranes and generation of ac-

tion potentials. The generated action potentials propagate towards the axon terminals

of postsyanptic neurons, causing the release of neurotransmitters into the synaptic

cleft [6]. Glutamate is an example of an excitatory neurotransmitter in the central

nervous system is glutamate [7]. Glutamate released from the presynaptic neuron

activates glutamate receptors, such as N-methyl-D-aspartate receptor (NDMA) and
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𝛼-amino-3-hydroxy-5-methyl-4- isoxazole propionic acid (AMPA) receptors on the

postsynpatic neurons. Upon binding of the glutamate, cations (Na+ or Ca2+) flow

through these receptors having ion channels into the postsynaptic neuron, inducing

new action potentials to fire. On the other hand, when neurotransmitters bind to

inhibitory receptors of target cells, membrane hyperpolarization occurs through Cl−

influx and K+ efflux, inhibiting the formation of action potentials in postsynaptic

cells. Gamma-aminobutyric acid (GABA) is a well-characterized inhibitory neuro-

transmitter in the nervous system. Generally, GABA binds to the GABA𝐴 receptors,

Cl−-selective ion channels, and induces Cl− entry into neurons [8].

Figure 1-2: Chemical Signaling through the synaptic cleft a, Communications of
Neurons through chemical signals. Action Potentials induce the release of the chemical
signals at the synapses. b, Neurotransmitters released from the presynpatic neuron bind
receptors expressed on the postsynaptic cell through the synaptic cleft. c, Representative
examples of membrane receptors during chemical signaling. Reprinted from [2].

19



1.2 Importance of Delivering Chemical Signals in the

Nervous System

By influencing the electrical excitability of target cells, neurotransmitters ulti-

mately affect diverse physiological events related to their target cells in the nervous

system. One of the representative physiological events influenced by neurotransmit-

ters is synaptic plasticity, which has been proposed as the origin of memory and learn-

ing abilities in the mammalian brain. Synaptic plasticity is the ability of preexisting

synapses to modify the strength of their synaptic signaling over time. For example,

when glutamate binds to NMDA and AMPA receptors in postsynaptic neurons, strong

neuronal depolarization displaces NMDA receptor-blocking Mg2+, allowing Ca2+ en-

try inside the postsynaptic neurons (Figure 1-3a). Increase in the intracellular Ca2+

concentration induces the activation of Ca2+-dependent signaling cascades, includ-

ing calcium/calmodulin (CaM)-dependent protein kinase II (CaMKII). Activation of

CaMKII results in 1) phosphorylation of AMPA receptors enhancing the permeabil-

ity of these ion channels, 2) recruitment of AMPA receptors into the membranes of

postsynaptic neurons, thereby strengthening synaptic signaling (Figure 1-3b) [9]. NO

also affects synaptic plasticity as a retrograde messenger. Whereas glutamate is re-

leased from the presynaptic neuron, NO is produced by the postsynaptic neuron and

diffuses towards presynaptic terminals. Ca2+ influx via NMDA receptor causes NO

synthase to produce NO inside the postsynaptic neuron. The generated NO binds

to the NO receptor, a soluble guanylate cyclase, in the presynaptic neuron through

a diffusion process. Once soluble guanylate cyclase is activated by NO, a second

messenger molecule, cGMP, is accumulated, ultimately changing the glutamate re-

lease rate from the presynaptic neuron and the strength of synaptic plasticity (Figure

1-4) [10].

Furthermore, neurotransmitters play a crucial role in pathological phenomena in

the nervous system. For example, Parkinson’s disease, a neurodegenerative disorder

affecting the motor system, is related to the destruction of dopamine-releasing neu-

rons in the basal ganglia. Dopamine depletion results in an imbalance between the
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Figure 1-3: Schematics illustrating synaptic plasticity mediated by neurotransmit-
ters a, A schematic illustrating the synaptic plasticity at excitatory synapses. Glutamate
released from postsynaptic neuron binds to AMPA and NMDA receptors. Depolarization
of the postsynaptic cell induces the removal of Mg2+ ions blocking the NMDA ion channel,
allowing Ca2+ influxes into the cell. b,Long-term potentiation (LTP) and long-term depres-
sion (LTD) processes driven by Ca2+ - CaMKII mediated signaling. In the case of LTP,
Ca2+ responses result in the enhancement of receptor exocytosis. Reprinted from [9]

Figure 1-4: An illustration describing the role of NO as a retrograde messenger
in long-term potentiation Reprinted from [10].

direct and indirect projection systems of the striatum, ultimately giving rise to the

movement disorder (Figure 1-5) [4, 11]. As another example, previous studies have

found that depression could be related to low levels of serotonin caused by the de-

pletion of serotonin precursor, reabsorption of the released serotonin, and enhanced
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activity of monoamine oxidase degrading the serotonin [12].

Together, chemical signals affect numerous physiological and pathological pro-

cesses in the nervous system. In this way, delivery or control of chemical signals in

targeted regions 1) allows mechanistic studies of chemical signaling and 2) enables

chemical therapies for several neurological diseases and disorders. For example, by

delivering gaseous molecules, NO and CO, to hippocampal slices in vitro, studies have

found these molecules to play an important role in the long-term synaptic enhance-

ment of this brain region [3]. As another example, based on findings that depletion

of serotonin and norepinepherine neurotransmitter can be related to depression, nu-

merous antidepressants have been developed to restore the levels of these neurotrans-

mitters by modulating their diverse biochemical pathways, such as re-absorption of

these molecules into the presynaptic cell or activation of receptors acting on these

molecules [13].

Figure 1-5: Dysfunction of dopaminergic system in Parkinson’s disease Positron
emission tomography and single photon emission computed tomography images showed
decreased activity of dopamine (VMAT2: type2 vesicular monoamine transporter, DAT
: dopamine transporter, and DDC: dopa decarboxylase) in Parkinson’s disease patients.
Reprinted from [11].
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1.3 Current Tools for Delivering Chemical Signals

and Their Limitations

Not surprisingly, numerous technologies for delivering chemical signals to the ner-

vous system have been developed. Generally, the ways to deliver chemical signals

in the nervous system, especially in the brain, can be categorized into 1) invasive

methods and 2) non-invasive methods [14].

Invasive methods can be further grouped into intracranial injection and intrathe-

cal administration. Intracranial injection is one of the most extensively used methods

in neuroscience studies. During intracranial injection, chemical signals are directly

infused into targeted brain regions through a permanently implanted cannula or a

syringe with relatively high spatial resolution (Figure 1-6) [15]. To further increase

the spatial resolution of chemical delivery, recent studies have applied microfluidic

channels (<100 𝜇m) instead of cannula or syringes (Figure 1-7). The fluid inside the

reservoirs can be precisely delivered through these microfluidic channels by external

stimuli [16,17]. However, this method relies on invasive surgery (craniotomy), in which

a small piece of skull is removed to directly infuse chemicals, causing side-effects such

as immune responses or damage to normal brain tissue and blood vessels. Further-

more, tethered hardware, such as a permanently implanted cannula or microfluidic

channel, limits the study of freely moving subjects. In addition, this method is not

applicable to the delivery of unstable or transient chemical signals, such as gaseous

neurotransmitters, due to the degradation of these molecules during delivery. Com-

pared to intracranial injection, intrathecal administration is a less-invasive method,

since chemical signals are delivered through the spinal canal without the need to re-

move the skull. Once injected through the spinal canal, chemicals can flow into the

cerebrospinal fluid and then diffuse into the brain [18]. However, this method has

relatively poor spatial resolution, causing off-target release of chemical signals.

To avoid invasive surgery, previous studies have designed non-invasive platforms

based on nanotechnology [14]. However, the main issue for non-invasive delivery is to

deliver chemicals beyond the blood-brain-barrier (BBB), a multicellular interface that
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Figure 1-6: Conventional intracranial injection method for chemical delivery A
photo showing the conventional intracranial injection method with permanently implanted
cannula. The mouse connected to the conventional intracranial injection system (inset).
Reprinted from [15].

Figure 1-7: Chemical delivery through soft, microfluidic probes a, A photo showing
the drug delivery through a soft microfluidic probe. b, A photograph of the preform for the
fabrication of the neural probe with microfluidic channels. c, A cross-sectional image of the
neural probe with microfluidic channels (PC: polycarbonate, COC: cyclic olefin copolymer,
CPE : conductive polyethylene). d, Diminished neural activities after delivering CNQX
(AMPA receptor antagonist) through the microfluidic channel. Reprinted from [16,17].

controls the passage of nutrients from the vasculature to the cerebrospinal fluid and

also prevents the passage of toxic molecules. To overcome this challenge, prior studies

functionalized nanoscale carriers with cationic molecules binding to the negatively-

charged molecules on BBB cells, brain permeability enhancers transiently loosening

the BBB, and ligands that bind to receptors expressed on the BBB cells (Figure

1-8). As another option, coupled with focused ultrasound, which can transiently

open the BBB, microbubbles have been shown to allow chemical delivery beyond the
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BBB. Despite these recent advances, the BBB has remained a main hurdle for the

development of non-invasive delivery platforms [14, 19]. Furthermore, since chemical

signals are generally delivered to brain tissue through diffusion process after crossing

the BBB, these methods have limited spatial resolution compared to intracranial

injection.

Figure 1-8: Non-invasive, nanoscale chemical delivery platforms Strategies for
nanoscale chemical delivery systems to increase targeting of the BBB. Reprinted from [14].
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1.4 Thesis Structure

With the goal of understanding chemical signal transduction in the nervous system,

this thesis focuses on the development of new methodologies for delivering chemical

signals to targeted cells. By combining nanomaterials chemistry, electrochemistry,

and magnetism, we design new electrochemical (Chapter 2-3) and magnetochemical

(Chapter 4-5) approaches for on-demand synthesis of diverse chemical signals and

demonstrate their utility for chemical neuromodulation.

In Chapter 2, we present an approach to electrochemically synthesize and deliver

a gaseous signaling molecule, NO, which has been difficult to study with conventional,

chemical delivery method due to its transient nature. By employing biocompatible

NO precursors, nanocatalysts, and modest electric fields, NO can be generated in

a spatiotemporally controlled manner, enabling mechanistic studies of NO-mediated

neuronal signaling in vitro and in the mouse brain. In Chapter 3, we generalize

this electrochemical approach for on-demand generation of other gaseous signaling

molecules. Through the rational design of precursors and nanocatalysts, this elec-

trochemical approach allows in situ generation of CO, an important neurobiological

messenger molecule, at the microscale.

In Chapter 4-5, we design magnetochemical methodologies to remotely produce

chemical signals without the use of tethered hardwares, which have limited the study

of live subjects during conventional chemical delivery to subjects. In Chapter 4, we

design nanotransducers capable of converting non-invasive magnetic fields into pro-

tons by integrating ferrite nanoparticles with polymeric scaffolds. Under magnetic

fields, heat dissipated by ferrite nanoparticles through a magnetothermal effect ac-

celerates the hydrolysis of surrounding polymeric scaffolds, resulting in the release of

acidic hydrolysis products into the extracellular space. This enables remotely con-

trolled modulation of acid-sensing neurons and acid-related behaviors in mice. In

Chapter 5, we explore the potential ability of magnetic fields to remotely control

reaction chemistry of redox cofactor solutions by influencing its spin symmetry.

In Chapter 6, we summarize these findings and provide an outlook.
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Chapter 2

In Situ Electrochemical Generation of

Nitric Oxide (NO) for

Neuronal Modulation

2.1 Summary

This Chapter is based on J. Park et al., Nat. Nanotechnol., 2020 [20].

Understanding the function of NO, a lipophilic messenger in physiological pro-

cesses across nervous, cardiovascular, and immune systems, is currently impeded by

the dearth of tools to deliver this gaseous molecule in situ to specific cells. To address

this need, we developed iron sulfide nanoclusters that catalyse NO generation from

benign sodium nitrite in the presence of modest electric fields. Locally generated

NO activates the NO-sensitive cation channel, transient receptor potential vanilloid

family member 1 (TRPV1), and latency of TRPV1-mediated Ca2+ responses can be

controlled by varying the applied voltage. Integrating these electrocatalytic nanoclus-

ters with multimaterial fibers allows NO-mediated neuronal interrogation in vivo. In

situ generation of NO within the ventral tegmental area via the electrocatalytic fibers

evoked neuronal excitation in the targeted brain region and its excitatory projections
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(Figure 2-1). This NO generation platform may advance mechanistic studies of the

role of NO in the nervous system and other organs.

Figure 2-1: A schematic illustrating electrochemical generation of NO for neuronal
modulation
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2.2 Background and Motivation

2.2.1 Mammalian NO cycle and S-nitrosylation

Recently, it has been discovered that inorganic anions, such as nitrite (NO−
2 ) or ni-

trate (NO−
3 ), could be reduced into NO through several enzymatic or non-enzymatic

pathways in biological systems [21–23](Figure 2-2). For example, ferrous deoxyhe-

moglobin, xanthine oxidoreductase, and cytochrome P450s utilized nitrite as a pre-

cursor for NO [22]. This nitrite-NO pathway in the mammalian nitrogen cycle comple-

mented the classical NOS-dependent pathway, where NO is produced from L-arginine

and molecular oxygen. The biological importance of the nitrite-NO pathway as an

alternative source of NO has been highlighted, especially in the hypoxic state, and

the therapeutic use of nitrite has been proposed [22,24].

Figure 2-2: Diverse pathways for nitrate/nitrite reduction to NO Reprinted from
[22].
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NO generated from either the classical NOS-dependent pathway or the nitrite-NO

pathway regulates diverse biological processes in vivo [25–27]. NO-mediated signaling

processes were initially understood by their interaction with soluble guanylyl cyclase

(sGC) to increase the intracellular level of the second messenger cyclic guanosine

monophosphate (cGMP). In addition to the NO-cGMP pathway, emerging studies

suggested that NO regulates cell signaling through S-nitrosylation of cysteine residues

within proteins and nonprotein molecules, where it could covalently bind to modify

their functions [28–32]. Mechanistic investigations on S-nitrosylation have revealed

that this process is initiated by autoxidation of NO followed by the formation of

nitrosating agent, ONOONO [33,34], which can be written by the following equation

(Equation2.1):

𝑁𝑂 + 𝑂2 ←→ 𝑂𝑁𝑂𝑂

𝑂𝑁𝑂𝑂 + 𝑁𝑂 ←→ 𝑂𝑁𝑂𝑂𝑁𝑂
(2.1)

Then, ONOONO nitrosylates cysteine residues (RSH) according to the following

equations (Equation2.2):

𝑂𝑁𝑂𝑂𝑁𝑂 + 𝑅𝑆𝐻 ←→ 𝑅𝑆𝑁𝑂 + 𝑂𝑁𝑂𝑂− + 𝐻+

𝑂𝑁𝑂𝑂− + 𝑅𝑆𝐻 ←→ 𝑅𝑆 + 𝑁𝑂2 + 𝑂𝐻−

𝑁𝑂2 + 𝑅𝑆𝐻 ←→ 𝑅𝑆 + 𝑁𝑂−
2 + 𝐻+

2𝑅𝑆 + 2𝑁𝑂 ←→ 2𝑅𝑆𝑁𝑂

(2.2)

The overall reaction is as follows (Equation2.3):

4𝑁𝑂 + 𝑂2 + 3𝑅𝑆𝐻 ←→ 𝑁𝑂−
2 + 3𝑅𝑆𝑁𝑂 + 𝐻+ + 𝐻2𝑂 (2.3)

These nitrosylated cysteine residues induce conformational changes of proteins

by altering their intramolecular hydrogen bonding and electrostatic interactions [29,

32]. Moreover, in the case when S-nitrosylation occurs in the active cysteine site,

enzymatic activity could be inhibited [28,32]. Through these processes, the functions

of proteins and nonprotein molecules could be significantly altered. For example, it
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has been reported that the activities of transient receptor potential proteins, olfactory

cyclic nucleotide-gated channels, and glyceraldehyde-3-phosphate dehydrogenase are

significantly affected by NO through S-nitrosylation [32].

2.2.2 Electrochemical Nitrite Reduction and Nitrite Reduc-

tase

The biological nitrite-NO pathway suggests a potential way to artificially generate

NO by reducing nitrite. However, under physiological conditions at pH 7.4, nitrite can

be reduced into diverse forms other than NO, including N2O, N2, NH2OH, and NH3

[35]. Possible reduction pathways of nitrite and their corresponding thermodynamic

reduction potentials are summarized below (Equation2.4):

𝑁𝑂−
2 + 2𝐻+ + 𝑒− ←→ 𝑁𝑂(𝑔) + 𝐻2𝑂

2𝑁𝑂−
2 + 6𝐻+ + 4𝑒− ←→ 𝑁2𝑂(𝑔) + 3𝐻2𝑂

2𝑁𝑂−
2 + 8𝐻+ + 6𝑒− ←→ 𝑁2(𝑔) + 4𝐻2𝑂

𝑁𝑂−
2 + 6𝐻+ + 4𝑒− ←→ 𝑁𝐻3𝑂𝐻+ + 𝐻2𝑂

𝑁𝑂−
2 + 8𝐻+ + 6𝑒− ←→ 𝑁𝐻+

4 + 2𝐻2𝑂

(2.4)

Depending on the type of electrocatalysts used, the Faradaic efficiency for NO gener-

ation could be changed. It has been proposed that transition metals having a strong

binding affinity to NO, such as Rh, would generate less NO compared to those hav-

ing weak binding affinity to NO, such as Fe and Cu. Strong binding affinity to NO

prevents desorption of NO from the metal surface to the solution and consequently ad-

sorbed NO could be further reduced into other chemical forms before desorption [36].

Unfortunately, the role of transition metals on nitrite reduction reaction has not yet

been systematically understood.

Biological nitrite reductase could give a hint for designing nitrite reduction reac-

tion electrocatalysts for efficient NO generation. One well-known nitrite reductase in

human is ferrous deoxyhemoglobin and nitrite reduction reaction driven by deoxyhe-
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moglobin as summarized below [23] (Equation2.5):

𝑁𝑂−
2 + 𝑑𝑒𝑜𝑥𝑦ℎ𝑒𝑚𝑜𝑔𝑙𝑜𝑏𝑖𝑛(𝐹𝑒2+) + 𝐻+ ←→ 𝑁𝑂 + 𝑚𝑒𝑡ℎ𝑎𝑒𝑚𝑜𝑔𝑙𝑜𝑏𝑖𝑛(𝐹𝑒3+) + 𝑂𝐻−

(2.5)

The key motif in the deoxyhemoglobin is the heme group where one ferrous ion

(Fe2+) is coordinated by five nitrogen atoms. (Here, four nitrogen atoms are from

pyrrol groups in a porphyrin ring, whereas the other nitrogen atom is from an imida-

zole group in the globular protein). Nitrite could bind to the last coordination site of

ferrous ions in the heme group and be reduced into NO [23]. Other examples of nitrite

reductases can be found in plant, fungi, and bacteria [37–39]. The reduced form of Fe

and S-based ferredoxin-nitrite reductase in plants could transfer electrons to nitrite

by transforming into its oxidized form. In fungi and bacteria, there is a Cu-based

nitrite reductase where two copper atoms are linked by a pair of amino acids. One

Cu center serves the site where nitrite could bind and be reduced, whereas another

Cu center transfers electrons for nitrite reduction reaction. Likewise, the existence of

biological Fe- or Cu-based nitrite reductases implies the importance of Fe or Cu ions

as key elements in the electrocataylsis of nitrite reduction reaction.

2.2.3 Thermal Drawing Process to Fabricate Multifunctional

Probes

Recent advances in the development of multifunctional, flexible probes with ther-

mal drawing process has allowed the modulation and probing of neuronal activity

while minimizing the damage to the surrounding tissue [17, 40]. Generally, the ther-

mal drawing process starts with the production of a macroscopic structure (preform)

that incorporates materials and architectures of the desired probe. The preform is

drawn into a miniature fiber by applying heat and tension with vertical furnace and

capstan, respectively. During this process, the cross-sectional geometry can be main-

tained; however, the linear dimensions of the preform are reduced by 1–2 orders of

magnitude. Moreover, by conservation of volume, the length of the resulting minia-
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ture fiber becomes larger by 2–4 orders of magnitude compared to that of the preform.

Through this process, a microscale fiber that shares a similar cross-sectional geometry

with the preform can be fabricated in a scalable way [17].

2.2.4 Motivation

NO is a gaseous signaling molecule involved in multiple biological processes, includ-

ing neurotransmission, cardiovascular homeostasis, and immune response [22, 28, 41,

42]. In the central nervous system, NO is involved in mediating synaptic plasticity

and neurosecretion [43]. The essential role of NO across multiple signaling pathways

has evoked a demand for regulating its levels in vitro and in vivo. Early studies

have targeted endogenous NO synthase enzymes via genetic knock-out strategies or

systemic delivery of pharmacological inhibitors [44–46]. More recently, NO-releasing

materials (NORMs), triggered by non-enzymatic or enzymatic processes, have been

designed to achieve more controlled and localized delivery of this molecule [47–49].

However, as the tuning of the NO-release kinetics in a single NORM has been chal-

lenging [47, 50], multiple injections of different NORMs were necessary to study the

biological effects of NO [50,51]. Furthermore, degradation of NORMs during delivery

has often resulted in the off-target release of this molecule [52, 53]. Consequently,

there remains a need for techniques enabling the local release of NO at the cells and

tissues of interest with tuneable release kinetics.

33



2.3 Electrochemical NO Generation by Iron-Sulfide

Nanocatalysts

To address the need for new NO-delivery techniques, we propose an electrocat-

alytic route to generate NO (Figure 2-3a). This approach draws inspiration from

enzymatic denitrification reaction of nitrite (NO−
2 ) or nitrate (NO−

3 ) substrates in

biological systems [54–56]. Although the detailed mechanism of NO generation by

enzymes remains an area of active study, it has been demonstrated that metal atoms

such as copper and iron in these enzymes serve as active catalytic sites for NO−
2 re-

duction processes [56]. We aim to mimic this biological NO generation by employing

nanoscale iron sulfide-based catalysts for the electrochemical denitrification reaction

(Equation2.6) [57]:

𝑁𝑂−
2 ((𝑎𝑞)) + 2𝐻+ + 𝑒− ←→ 𝑁𝑂(𝑔) + 𝐻2𝑂(𝑎𝑞) 𝐸0 = 1.202 𝑉 𝑣𝑠 𝑁𝐻𝐸 (2.6)

Where NHE indicates normal hydrogen electrode. In the presence of an electric

field, NO−
2 can be reduced by iron sulfide-based catalysts at the cathode allowing

for the localized generation of NO. Furthermore, the NO release kinetics can be

quantitatively controlled by varying the applied voltage. We applied this strategy to

control NO-dependent neuronal signaling in vitro and in the mouse brain.
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2.3.1 Design and Synthesis of Iron-Sufide Nanocatalysts

Fe3S4 nanocatalysts with diameters of 3 nm were prepared through a hot injection

method [58]. To achieve increased catalytic activity and selectivity toward NO, we

also explored Pt, a widely studied NO−
2 reduction catalyst [59, 60], as a hetero-atom

dopant on the surface of the Fe3S4 nanoclusters. Pt decoration was conducted via a

galvanic replacement method (Figure 2-3b-d) [61]. High-resolution high-angle annular

dark-field scanning transmission electron microscopy (HAADF-STEM) images and

bright-field STEM images revealed the presence of single Pt atoms and their clusters

on the Fe3S4 nanocatalysts following the galvanic replacement (Figure 2-3d).

Figure 2-3: Fe3S4 and Pt-Fe3S4 nanocatalysts for electrochemical reduction of
NO−

2 into NO a, An illustration of the electrochemical NO-delivery system. b, A schematic
of the galvanic replacement method for decoration on the Fe3S4 nanocatalysts with Pt. Fe, S,
and Pt atoms are marked in yellow, white, and red, respectively. c-d, Transmission electron
microscope (TEM) images of the Fe3S4 (c) and the Pt-Fe3S4 (d) nanocatalysts. Scale bar:
50 nm. Insets show the size distribution of the Fe3S4, obtained from 50 randomly chosen
nanoparticles (c) and high-resolution scanning TEM images of the Pt-Fe3S4 nanocatalysts
(d). Scale bar: 5 nm. The experiment was repeated three times independently with similar
results.
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2.3.2 Electrocatalytic Activities of Iron-Sufide Nanocatalysts

Electrocatalytic activity of the Fe3S4 and Pt-decorated Fe3S4 nanocatalysts (Pt-

Fe3S4) was assessed by loading them onto cathodes in a one-compartment electro-

chemical cell with a two-electrode configuration. In the absence of NO−
2 , cyclic

voltammetry (CV) curves of the nanocatalysts exhibited only broad redox features

appearing at approximately –2.0 V vs Pt, followed by hydrogen evolution reaction

at approximately –2.3 V vs Pt. In the presence of 0.1 M NaNO2, threshold volt-

ages were positively shifted, and significant Faradaic currents appeared in the CV

curves of Fe3S4 and Pt-Fe3S4 nanocatalysts. We found that these Faradaic currents

increased as the concentration of NO−
2 or supporting electrolyte in the Tyrode’s solu-

tion increased, confirming that NO−
2 was electrochemically reduced. As anticipated,

Pt-Fe3S4 nanocatalysts showed higher activity as compared to Fe3S4 counterparts

(Figure 2-4a,b).

The identity of the products in electrocatalytic cells with the Fe3S4 and Pt-Fe3S4

loaded cathodes was examined via chronoamperometry between –1.5 and –2.5 V and

–1.25 V and –2.0 V vs Pt, respectively (Figure 2-4c,d). The amount of generated NO

was quantified by using 4-amino-5-methylamino-2’,7’-difluorofluorescein (DAF-FM),

a NO capturing reagent [62], which reacts with NO to form a fluorescent benzotriazole

derivative [63]. The measured NO concentration likely presents a lower-bound value

due to the expected loss of this unstable molecule [34, 64]. The analysis thus only

provided voltage-dependent electrochemical NO generation kinetics for each nanocat-

alyst. In the case of the Fe3S4 nanocatalysts, the amounts of captured NO monoton-

ically increased with electrolysis time, implying that some of the generated NO could

be accumulated despite its decay. Additionally, more NO was detected at greater

negative voltages, consistent with CV and chronoamperometry results (Figure 2-4e).

Similar electrokinetic trends were observed in the Pt-Fe3S4 nanocatalysts (Figure 2-

4f). Consistent with CV measurements, the amount of captured NO produced at the

Pt-Fe3S4 containing cathodes was higher than that produced at the cathodes loaded

with Fe3S4 nanocatalysts. Based on the captured amount of NO, Faradaic efficiency
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toward NO (FE𝑁𝑂) was plotted versus the applied voltage. Due to the NO decay,

10-20 % of FE𝑁𝑂 was obtained and the FE𝑁𝑂 decreased over time during electrolysis.

In addition to NO, we also quantified undesirable side products at the cathode,

such as molecular hydrogen (H2(g)), ammonium ions (NH+
4 (aq)), and hydrogen per-

oxide (H2O2(aq)) and confirmed that negligible quantities of side products were gen-

erated (Figure 2-4g,h) [57]. At the anode, predominantly oxygen evolution was ob-

served with minor evolution of chlorine (Figure 2-5). Taken together, these findings

indicated that NO was the major NO−
2 reduction product for both nanocatalysts.

2.3.3 NO Generation Kinetics

To further understand the generation, diffusion, and decay of NO, we calculated the

time- and distance-dependent NO concentration profiles with respect to the cathodes.

Our calculations indicated that NO concentration rapidly decreased in the first 1000

𝜇m from the cathode and the concentration profile reached steady state within a short

period of time (< 1 s), due to autooxidation (Figure 2-6). These results indicated that

the effects of electrochemically generated NO are spatially restricted due to its short

half-life. Similarly, the type of electrocatalyst was shown to influence the equilibrium

NO profiles .
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Figure 2-4: Electrocatalytic activities of Fe3S4 and Pt-Fe3S4 nanocatalysts a-b, CV
curves of the Fe3S4 (a) and the Pt-Fe3S4 (b) nanocatalysts in the presence and absence of
NO−

2 . Scan rate: 50 mV/s. c-d, Chronoamperometry profiles of the Fe3S4 (c) and the Pt-
Fe3S4 (d) nanocatalysts. e-f, Voltage-dependent NO generation (mean ± standard deviation
(s.d.)) from the Fe3S4 (e) and the Pt-Fe3S4 (f) nanocatalysts (n=3 independent experiments
for each group). g-h, The Faradaic efficiency (FE) for NH+

4 and H2 (mean ± s.d.) from
the Fe3S4 (g) and the Pt-Fe3S4 (h) nanocatalysts (n=3 independent experiments for each
group). Voltage ranges of –1.5 V to –2.5 V and –1.25 V to –2.0 V vs Pt were chosen for the
Fe3S4 and the Pt-Fe3S4 nanocatalysts, respectively.
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Figure 2-5: Active chlorine N,N-diethyl-p-phenylenediamine (DPD) assay a, Ab-
sorption spectra obtained for concentrations between 2.5 𝜇M and 500 𝜇M. The inset shows
the calibration curve obtained from absorption at 515 nm. To quantify the active chlo-
rine during electrolysis, we conducted chronoamperometry measurements. b-c, Voltage-
dependent active chlorine Faradaic efficiency (FE) in electrolytic cells containing Fe3S4 (b)
and the Pt-Fe3S4 nanocatalysts (c) at cathodes. These measurements indicate that oxygen
evolution is likely the major counter-reaction. All experiments were conducted in Tyrode’s
solution.

Figure 2-6: Diffusion profile of electrochemically generated NO by Pt-Fe3S4

nanocatalysts a-d, Voltage-dependent NO concentration distribution vs. the distance from
the cathodes. e-h, Color map images display time and distance-dependent NO distribution.
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2.4 Electrochemical Modulation of NO-mediated Cell

Signaling In Vitro

2.4.1 Ca2+ Influx through Exogenous NO Sensor: TRPV1

To illustrate the utility of our electrocatalytic approach for controlling NO-mediated

biological signaling, we first applied it to trigger NO-sensitive ion channels in vitro.

Among the diversity of ion channels that react with NO, cation channels from the

transient receptor potential vanilloid (TRPV) family were shown to be triggered by

this molecule via S-nitrosylation of the cysteine residues within their pores [28, 65].

Consequently, we adopted TRPV family member 1 (TRPV1), a well-characterized re-

ceptor of thermal and chemical stimuli broadly expressed in the central and peripheral

nervous system, as a test bed for NO-mediated signaling.

Figure 2-7: NO donor triggers TRPV1 a, GCaMP6s fluorescence intensity in 300
TRPV1+ (Left) or TRPV1− (Right) HEK293FT cells following addition of a NO donor,
DEA NONOate (10 mM), at 30 s (dashed lines). b, Representative time-lapse images of
global Ca2+ responses in TRPV1+ cells in response to the DEA NONOate infusion. Scale
bar: 50 𝜇m. c, Representative whole-cell patch-clamp traces of TRPV1+ cells (blue) and
TRPV1− cells (green) in response to DEA NONOate infusion at the holding potential of –
40 mV. d, Peak current density (mean ± standard error of the mean (s.e.m.)) following DEA
NONOate infusion in TRPV1+ cell or TRPV1− cells. A significant difference was observed
between two groups, as confirmed by one-tailed Student’s t-test (n = 7 cells for each group,
** (p = 0.0038) < 0.01).
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Figure 2-8: Electrochemically produced NO activates TRPV1 a, A schematic illus-
trating Ca2+ influx through TRPV1 mediated by electrochemically produced NO. b, Exper-
imental scheme for the electrochemical NO-delivery in vitro. c, Representative time-lapse
images of Ca2+ influx into TRPV1+ cells evoked by the Fe3S4-catalysed NO generation at
–1.75 V vs Pt. The cathode decorated with the Fe3S4 nanocatalysts was positioned at the
left edge in all the images. Scale bar: 50 𝜇m.

Human embryonic kidney (HEK) 293FT cells were co-transfected with a plas-

mid carrying TRPV1 separated from a fluorescent protein mCherry by the posttran-

scriptional cleavage linker p2A under the excitatory neuronal promoter calmodulin

kinase II 𝛼-subunit (CaMKII𝛼::TRPV1-p2A-mCherry) and a plasmid carrying a ge-

netically encoded fluorescent calcium ion (Ca2+) indicator GCaMP6s under the broad

cytomegalovirus promoter (CMV::GCaMP6s). The latter allowed for monitoring of

intracellular Ca2+ influx in response to the triggering of TRPV1. Consistent with

previous reports [28,65], an increase in intracellular Ca2+ in cells expressing TRPV1

(TRPV1+) was observed in response to the NO donor (DEA NONOate), whereas cells

not expressing TRPV1 (TRPV1−) did not exhibit any increase in intracellular Ca2+.

Approximately 96 % of TRPV1+ cells showed robust Ca2+ responses (as marked by

the normalized GCaMP6s fluorescence increase ∆F/Fo ≥ 50 %) induced by 10 mM

of the donor following 200 s (Figure 2-7a,b). A noticeable increase in intracellular

Ca2+ was observed at donor concentrations as low as 500 𝜇M. Consistent with Ca2+

imaging results, whole-cell patch-clamp recordings showed that the addition of the

NO donor induced significant inward currents in TRPV1+ cells, but not in TRPV1−
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cells (Figure 2-7c,d).

We then investigated whether the electrochemical NO-delivery could similarly

evoke intracellular Ca2+ influx through TRPV1 (Figure 2-8a). In these experiments,

conductive fluorine-doped tin oxide (FTO) substrates coated with Fe3S4 or Pt-Fe3S4

acted as cathodes against Pt anodes in Tyrode’s solution containing 0.1 M NaNO2.

Cathodes were positioned in the immediate proximity of the TRPV1+ cells to ensure

the efficient delivery of NO (Figure 2-8b). NO generation catalysed by Fe3S4 nan-

oclusters at the cathode triggered Ca2+ influx into TRPV1+ cells. At –1.75 V vs Pt,

only TRPV1+ cells within 50 𝜇m proximity from the cathode were activated after

300 s. Consistent with our calculations of the NO diffusion profiles, the Ca2+ influx

into the TRPV1+ cells located at greater distances from the cathodes was triggered

gradually (Figure 2-8c).

Ca2+ influx into TRPV1+ cells at the identical reaction conditions was blocked

by the addition of 20 𝜇M TRPV1 antagonist BCTC (N-(4-tertiarybutylphenyl)-4-(3-

chloropyridin-2-yl) tetrahydropyrazine-1(2H)-carboxamide) [66]. No substantial Ca2+

influx was observed in TRPV1− cells in the presence of applied voltage and NaNO2

and in TRPV1+ cells in the absence of NaNO2. Additionally, injection of NH+
4 , a

minor byproduct of the NO−
2 reduction, did not yield measurable Ca2+ responses

in TRPV1+ cells (Figure 2-9). Furthermore, we found that ascorbate, which can

selectively reduce nitrosothiol generated from the interaction between NO and thiol

groups in TRPV1 [28,32], reduced the intracellular Ca2+ concentration as indicated by

the decrease in GCaMP6s fluorescence (Figure 2-10). These results supported that the

Ca2+ influxes observed in TRPV1+ cells are mainly attributable to electrochemically

formed NO.

The electrochemical approach further afforded variations in the latency of the Ca2+

responses in TRPV1+ cells. Consistent with the accelerated NO release kinetics, lower

latency Ca2+ responses were observed in TRPV1+ cells by increasing the negative

voltage at the nanocatalyst loaded cathodes vs Pt (Figure 2-11). In the presence of

Fe3S4 nanocatalysts, a robust increase in GCaMP6s fluorescence (∆F/Fo ≥ 50 %) in

TRPV1+ cells was observed 255 ± 3 s, 192 ± 1 s, and 92 ± 2 s following application
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of –1.75 V, –2.0 V, and –2.5 V, respectively. Peak Ca2+ influx was observed at 345 s

at –1.75 V, 265 s at –2.0 V, and 144 s at –2.5 V. No response was observed at voltages

≥ –1.5 V (Figure 2-11a-b). Higher electrocatalytic activity of Pt-Fe3S4 nanoclusters

allowed for NO generation at lower negative voltages (≥–1.5 V), and lower latency

Ca2+ responses were observed as compared to those observed for Fe3S4 nanocatalysts

at the same applied voltage (Figure 2-11c-d).

Electrochemically generated NO was sufficient to activate TRPV1+ primary hip-

pocampal neurons. The neurons were co-transduced with lentivirus and adeno-

associated virus serotype 9 carrying TRPV1-p2A-mCherry and GCaMP6s under

CaMKII𝛼 and broad neuronal human synapsin promoter, respectively (Lenti-CaMKII

𝛼::TRPV1-p2A-mCherry and AAV9-hSyn::GCaMP6s) (Figure 2-12a-b). In the pres-

ence of Fe3S4 or Pt-Fe3S4 nanocatalysts, NO generated by applying –2.0 V was suf-

ficient to drive Ca2+ influx into 87 % of TRPV1+ neurons (∆F/Fo ≥ 50 %). In

contrast, negligible Ca2+ responses were evoked in TRPV1− neurons at identical re-

action conditions. Consistent with observations in HEK293FT cells, the latency to

reach GCaMP6s fluorescence increase ∆F/Fo ≥ 50 % in TRPV1+ neurons was shorter

in the presence of Pt-Fe3S4 (153 ± 2 s) than in the presence of Fe3S4 nanocatalysts

(234 ± 10 s) (Figure 2-12c-f).
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Figure 2-9: Control groups to examine NO-mediated Ca2+ responses a-c, Individual
(a, b) and averaged (c) GCaMP6s fluorescence traces for TRPV1+ HEK293FT cells (n =
300 cells for each trace) pre-incubated with 20 𝜇M of TRPV1 antagonist, following NO
delivery electrocatalysed by Fe3S4 at –1.75 V (a) and Pt-Fe3S4 at –1.5 V vs Pt (b) in the
presence of 0.1 M NaNO2. d-f, Individual (d, e) and averaged (f) GCaMP6s fluorescence
traces for TRPV1– cells (n = 300 cells for each trace) following NO delivery electrocatalysed
by Fe3S4 at –1.75 V (d) and Pt-Fe3S4 at –1.5 V vs Pt (e) in the presence of 0.1 M NaNO2.
g-i, Individual (g, h) and averaged (i) GCaMP6s fluorescence traces for TRPV1+ cells (n =
300 cells for each trace) in the presence of Fe3S4 at –2.5 V (g) and Pt-Fe3S4 at –2.0 V vs
Pt (h) without NaNO2. j-l, Individual (j, k) and averaged (l) GCaMP6s fluorescence traces
for TRPV1+ cells (n = 300 cells for each trace) following addition of 10 mM (j) or 1 mM
(NH4)2SO4 (k) containing Tyrode’s solution, respectively.
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Figure 2-10: Effects of a reducing agent on NO-mediated cell signaling a, Normalized
GCaMP6s fluorescence averaged across 300 TRPV1+ HEK293FT cells during the first (left)
and second (right) activation-and-recovery cycle. Activation of TRPV1+ cells was achieved
by the NO release catalyzed by Fe3S4 nanoclusters at –1.75 V vs Pt. When peak Ca2+

influx was observed, the voltages were turned off and sodium ascorbate was added into the
solution to the final concentration of 33 mM (recovery). The entire reaction solution was
carefully replaced with fresh Tyrode’s solution with 0.1 M NaNO2 between the two cycles.
b, Representative time-lapse images of Ca2+ responses in TRPV1+ cells during the first and
second activation-and-recovery cycles in the presence of sodium ascorbate. Scale bar: 50
𝜇m.

Figure 2-11: Spatiotemporally controlled activation of TRPV1 with electrochem-
ically produced NO a-d, Individual (a, c) and averaged (b, d) GCaMP6s fluorescence
traces for TRPV1+ cells (n = 300 cells for each trace) in the presence of Fe3S4 (a, b) and
the Pt-Fe3S4 (c, d) nanocatalysts and 0.1 M NaNO2. Voltages of –1.5, –1.75, –2.0, –2.5 V
and –1.25, –1.5, –1.75, –2.0 V vs Pt were applied at 30 s (dashed lines) in the presence of
Fe3S4 and Pt-Fe3S4 nanocatalysts, respectively. b, d, Solid lines, and shaded areas indicate
the mean and s.e.m., respectively. F0 indicates the mean of the fluorescence intensity during
the initial 10 s of measurement.
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Figure 2-12: Neuronal Ca2+ responses mediated by electrocatalytic NO generation
in vitro a-b, Fluorescent images of hippocampal neurons co-transduced with TRPV1 and
GCaMP6s. Scale bar: 50 𝜇m. c-d, Representative images of GCaMP6s intensity of TRPV1+

neurons prior to (c) and following (d) NO release electrocatalysed by Pt-Fe3S4 at –2.0 V
vs Pt. The Pt-Fe3S4 nanocatalysts-loaded cathode was located at the left edge in all the
images. (a-d) The experiment was repeated three times independently with similar results.
e, Normalized GCaMP6s fluorescence averaged across TRPV1+ and TRPV1− neurons (n =
100 neurons for each trace) following NO delivery electrocatalysed by Pt-Fe3S4 and Fe3S4

nanoclusters at –2.0 V vs Pt applied at 30 s (dashed line). Solid lines and shaded areas
indicate the mean and s.e.m., respectively. f, Individual GCaMP6s fluorescence in 100
TRPV1+ and 100 TRPV1− neurons following NO delivery electrocatalysed by Pt-Fe3S4

and Fe3S4 at –2.0 V vs Pt applied at 30 s (dashed lines). F0 indicates the mean of the
fluorescence intensity during the initial 10 s of measurement.
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2.4.2 Endogenous NO-sGC-cGMP Pathway

We then examined whether electrochemically generated NO could activate the sol-

uble guanylate cyclase (sGC), an intracellular and endogenous NO receptor, in ge-

netically intact cerebellar neurons. The sGC activity in neurons was evaluated by

measuring the intracellular cyclic guanosine 3’5’-monophosphate (cGMP) levels (Fig-

ure 2-13a). Consistent with prior research [67], a substantial increase in cGMP levels

in the neurons (∼ 800 %) was observed following the addition of 10 mM of the NO

donor (Figure 2-13b). Similarly, NO generated by Pt-Fe3S4 nanocatalysts at –2.5 V vs

Pt increased the cGMP levels in the cerebellar neurons, whereas no significant changes

in the cGMP levels were found in the absence of the applied voltage or addition of

NaNO2 (Figure 2-13c). These results indicated that our electrocatalytic approach

could be extended to modulate the endogenous NO-signaling pathways. For instance,

in future it may be possible to apply our approach to advance the study of synaptic

plasticity mediated by NO through its interactions with sGC [43]. Furthermore, the

spatial restriction and tuneable kinetics afforded by our approach may offer additional

insights into the role of NO in specific circuits or signaling cascades [68].

Figure 2-13: Electrochemical modulation of NO-sGC-cGMP signaling pathway
a, An illustration of the NO-sGC-cGMP signaling pathway in genetically intact cerebellar
neurons. GTP stands for guanosine 5’-triphosphate. b, Intracellular cGMP levels (mean
± s.e.m.) in 5×106 cerebellar neurons following incubation with DEA NONOate (10 mM)
or Tyrode’s solution for 5 min. A significant difference was found between two groups, as
assessed by one-tailed Student’s t-test (n = 5 independent experiments for each group, ** (p
= 0.0089) < 0.01). c, Intracellular cGMP levels (mean ± s.e.m.) in 5×106 cerebellar neurons
following NO delivery electrocatalysed by Pt-Fe3S4 at –2.5 V vs Pt for 5 min. Statistical
significance of an increase in cGMP levels after NO delivery as compared to controls was
confirmed by one-way ANOVA and Tukey’s multiple comparison test (n = 5 independent
experiments for each group, F3,16 = 24.41, **** (p = 3.3×10−6) < 0.0001).
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2.5 Design and Characterization of Implantable, NO

Delivery Probes

2.5.1 Fabrication of NO Delivery Probes with Fiber Drawing

Process

To investigate the utility of our NO-delivery approach for applications in vivo, we

designed miniature electrocatalytic probes suitable for chronic implantation into the

mouse brain. We adopted a thermal drawing process that has previously enabled

the fabrication of multifunctional, fibers for neural interfaces (Figure 2-14) [17, 40].

A macroscopic polycarbonate preform (12 mm in diameter) containing three hollow

channels was fabricated by standard machining (Figure 2-14b). One of the channels

was intended for delivery of NaNO2 solution and the remaining two channels were

designed to host microelectrodes forming the electrocatalytic cell for reduction of the

delivered NaNO2 into NO. During the draw (Figure 2-14a), the preform (Figure 2-

14b) was heated above the polycarbonate glass transition temperature and stretched

into a 5 m-long fiber with a diameter of ∼ 400 𝜇m (Figure 2-14c-d). Tungsten and

gold-coated tungsten microwires (50 𝜇m in diameter) were directly converged into

the preform from the wire spools (Figure 2-14a), resulting in a probe featuring two

microelectrodes and a microfluidic channel. Following fiber connectorization to exter-

nal tubing and electrical pin connectors, 300 𝜇m lengths of the embedded microwires

were exposed from the fiber tips for further functionalization. Pt-Fe3S4 nanoclusters,

which exhibited greater electrocatalytic activity as compared to Fe3S4 counterparts,

were deposited onto the exposed gold-coated tungsten microwire cathodes. The tung-

sten microwires were electroplated with Pt and used as the anodes (Figure 2-15a) [69].

The fully assembled NO-delivery fibers exhibited height and weight of 25 mm and

0.3-0.4 g, respectively (Figure 2-15b).
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Figure 2-14: Fabrication of the NO-delivery fiber a, An illustration of the fiber drawing
process. Tungsten and gold-plated tungsten wires were converged into the preform during
the draw. b, Cross-sectional image of the preform containing three hollow channels. Scale
bar: 3 mm. c, Cross-sectional microscope image of the resulting fiber. Scale bar: 100 𝜇m.
d, A photograph of a bundle of fiber produced during the draw. Scale bar: 10 cm.
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2.5.2 NO Generation through Microscale, NO Delivery Probes

The microfluidic capabilities of the probes were corroborated by passing the solution

of a blue dye and NaNO2 into agarose brain phantoms (Figure 2-15c). Electrocatalytic

conversion of the delivered NaNO2 into NO was characterized via chronoamperometry.

The current density at the exposed microwires (50 𝜇m in diameter and 300 𝜇m in

length) was –4 mA/cm2 at –2.0 V vs Pt, which was similar to that in the bulk

electrochemical cells used for the in vitro studies (Figure 2-4d, Figure 2-15d). Akin

to the bulk cells, the electrocatalytic fibers were capable of NO generation at the

cathodes, which mediated Ca2+ influx in TRPV1+ cells in vitro(Figure 2-16), while

oxygen evolution mainly occurred at the anodes (Figure 2-17).

Figure 2-15: Functionalization and characterization of the NO-delivery fiber a,
An illustration of fiber connectorization, followed by functionalization of the cathode and
anode microwires with Pt-Fe3S4 nanocatalysts and Pt layer, respectively. b, A photograph
of a fully assembled NO-delivery fiber. Scale bar: 10 mm. c, Infusion of Tyrode’s solution
containing 0.1 M NaNO2 and a dye (BlueJuice) into a brain phantom (0.6% agarose gel)
through the microfluidic channel. Images were taken at 0, 300 and 600 s after the infusion at
a rate of 100 nL/min. Scale bar: 500 𝜇m. d, Chronoamperometry profiles of the NO-delivery
fiber in the Tyrode’s solution containing 0.1 M NaNO2.
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Figure 2-16: In vitro neuronal responses induced by NO-delivery fiber a-b, Optical
images of Pt-Fe3S4 nanocatalysts coated microwires of the NO-delivery fiber, positioned
above the TRPV1+ HEK293FT cells (a) or TRPV1+ hippocampal neurons (b). c-d, Fluo-
rescent images of TRPV1+ cells (c) and neurons (d), positioned below the microwires in a
and b, respectively. White dotted lines indicate the positions of microwires onto cells and
neurons. e-f, Representative time-lapse images of Ca2+ responses in TRPV1+ HEK293FT
cells (e) and neurons (f) elicited by Pt-Fe3S4 electrocatalyzed NO generation at –2.0 V vs
Pt, indicating the localized activation of TRPV1 in the proximity of the microwires. Scale
bar: 50 𝜇m.

Figure 2-17: Active chlorine assay on the miniature fiber electrode a-b, Voltage-
dependent active chlorine Faradaic efficiency (FE) in electrolytic cells containing Fe3S4 (a)
and the Pt-Fe3S4 nanocatalysts (b) at cathodes. These measurements indicate that oxygen
evolution is likely the major counter-reaction. All experiments were conducted in Tyrode’s
solution.
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2.6 NO-mediated Neuronal Stimulation In Vivo

2.6.1 Probe Implantation and NO Generation in the Mouse

Brain

We next applied the electrocatalytic fibers to drive NO-mediated responses in vivo

(Figure 2-18). We chose mouse ventral tegmental area (VTA) as our target brain

region due to its low endogenous TRPV1 expression levels and well-characterized pro-

jection circuits [70–72]. The mice were transduced in the VTA with Lenti-CaMKII𝛼::

TRPV1-p2A-mCherry (TRPV1+) or a control virus (Lenti-CaMKII𝛼::mCherry,TR

PV1−) to account for potential effects of NO on the endogenously expressed chan-

nels [73, 74]. Following a 6-8 weeks incubation period, the mice were implanted with

NO-generation fibers in the same region. TRPV1 expression as marked by mCherry

fluorescence was observed in the ∼350 𝜇m radial vicinity from the viral injection sites

in the VTA (Figure 2-19). The anatomical locations of the exposed microwires of the

implanted electrocatalytic fibers were aligned with TRPV1 expression in the VTA.

To locally generate NO with the implanted fibers, Tyrode’s solution containing 0.1 M

NaNO2 was infused into the VTA via the microfluidic channels and –2.5 V was ap-

plied to the integrated Pt-Fe3S4 coated cathodes vs the integrated Pt-coated anodes

(Figure 2-18).

Figure 2-18: An experimental scheme for neuronal stimulation with NO-delivery
fibers in vivo An illustration of the virus-assisted gene delivery, fiber implantation, and NO
generation in the mouse brain. Inset: A confocal image of TRPV1-p2A-mCherry expression
in the mouse VTA. Scale bar: 500 𝜇m.

52



Figure 2-19: TRPV1 expression and fiber implantation in the mouse brain a,
Four representative confocal images of the VTA of TRPV1+ mice implanted with NO-
delivery fibers. Red fluorescence and green dots indicated the transduction area of TRPV1,
which is tagged with mCherry, and anatomical locations of exposed microwires of the fibers,
respectively (scale bar = 1 mm). b, The overlay of four confocal images in a with the
histological brain image (black line), which is reproduced from Paxinos and Franklin’s the
Mouse Brain in Stereotaxic Coordinates (Academic Press, 2019) (scale bar = 1 mm).

2.6.2 Analysis of NO-mediated Neuronal Excitation In Vivo

The extent of NO-mediated neuronal excitation in the VTA was first investigated

via the immunofluorescence analysis of the expression of an immediate-early gene c-

fos, which was previously shown to be upregulated in electroactive cells in response

to Ca2+ influx [75]. Consistent with these prior reports [71,72], a significantly higher

percentage of c-fos positive cells relative to all cells as marked by nuclear stain DAPI

was found in the VTA of TRPV1+ mice subjected NO generation as compared to

control groups, which included TRPV1+ mice where the voltage was not applied

following NaNO2 delivery, TRPV1− mice subjected to NO generation, and TRPV1−

mice where the only voltage was applied without NaNO2 delivery (Figure 2-20a,b).

We also observed upregulation of c-fos expression in the nucleus accumbens (NAc)

and medial prefrontal cortex (mPFC) of TRPV1+ mice subjected to electrocatalytic

NO generation (Figure 2-20c-f). The NAc and mPFC receive excitatory projections

from the VTA [70–72].

Consistent with c-fos expression analyses, fiber photometry recordings of GCaMP6s

fluorescence showed that NO released from the implanted fibers could trigger neu-

ronal activity in the VTA (Figure 2-21, Figure 2-22a). In these experiments, a cocktail

of Lenti-CaMKII𝛼::TRPV1-p2A-mCherry (or Lenti-CaMKII𝛼::mCherry) and AAV9-

hSyn:: GCaMP6s was injected into the mouse VTA (Figure 2-22b). Following a 6-8
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Figure 2-20: Upregulation of c-fos expression after NO delivery a-f, Confocal images
(in TRPV1+ mice) (a, c, and e) and percentages of the c-fos expressing neurons among
DAPI-labeled cells (mean ± s.e.m.) (b, d, and f) in the region of interest (ROI) in the
VTA (a, b), mPFC (c, d), and NAc (e, f) following electrocatalytic NO generation in the
VTA. Scale bar: 50 𝜇m. Statistical significance of an increase in c-fos expression after NO
generation in TRPV1+ mice as compared to controls was confirmed by one-way ANOVA and
Tukey’s multiple comparison tests (n = 6 mice, VTA F3,20 = 29.97 p = 1.3×10−7, mPFC
F3,20 = 15.49 p = 1.92×10−5, NAc F3,20 = 33.54 p = 5.4×10−8, **** p < 0.0001).

week incubation period, the mice were implanted with the NO delivery fibers in the

VTA and the conventional silica optical fibers the NAc, respectively (Figure 2-22c).
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Confocal image analyses confirmed the GCaMP6s expression in cell bodies in the

VTA and the VTA axons projecting to the NAc (Figure 2-21). Consistent with prior

studies that have shown that neuronal stimulation in the VTA can be photomet-

rically detected in their excitatory projections in the NAc [72], we found that in

TRPV1+ mice NO-mediated excitation of the VTA neurons yields an increase in the

GCaMP6s fluorescence in their terminals in the NAc. A modest increase in intra-

cellular Ca2+ was observed following a 60 s long application of –2.0 V to the fiber

cathodes in the presence of NaNO2. Applying –2.5 V has resulted in a rapid rise in

GCaMP6s fluorescence consistent with accelerated NO generation kinetics. No signif-

icant GCaMP6s fluorescence change was observed in TRPV1− mice under the same

stimulation conditions (Figure 2-22d). These findings indicate that the interplay be-

tween the TRPV1 overexpression and NO delivery in the VTA dominates over other

possible mechanisms potentially contributing to the GCaMP6s fluorescence increase

in the NAc, including modulation of non-VTA neurons potentially projecting to the

NAc from the surrounding regions that could have been directly transduced by the

AAV9-hSyn::GCaMP6s. Similarly, the application of the cathode voltage alone was

insufficient to evoke Ca2+ influx in the NAc projecting axons in either TRPV1+ or

TRPV1− mice (Figure 2-22d). This is expected as the current elicited by –2.5 V was

∼ 5 𝜇A, which was significantly lower than the values (≥ 50 𝜇A) typically used for

direct electric neural stimulation [76,77].
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Figure 2-21: GCaMP6s expression in the mouse brain a-b, Representative low-
magnitude (a) and high-magnitude (b) confocal images of GCaMP6s expression in VTA
cell bodies (a: scale bar = 1 mm, b: scale bar = 200 𝜇m). The experiment was repeated
four times independently with similar results. c. The overlay of four confocal images with
the histological brain image (black lines), which is reproduced from Paxinos and Franklin’s
the Mouse Brain in Stereotaxic Coordinates (Academic Press, 2019). d-e. Representa-
tive low-magnitude (d) and high-magnitude (e) confocal images of GCaMP6s expression in
VTA-NAc axons (d: scale bar = 1 mm, e: scale bar = 200 𝜇m).
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Figure 2-22: In vivo fiber photometry results with NO-delivery fibers a, An illustra-
tion of the fiber photometry setup integrated with the micropump and potentiostat for NO
generation. b, Representative confocal microscope images of a mouse VTA co-expressing
GCaMP6s and TRPV1-p2A-mCherry. Scale bar: 50 𝜇m. The experiment was repeated
three times independently with similar results. c, A mouse implanted with a NO-delivery
fiber in the VTA and an optical fiber in the NAc. d, Normalized GCaMP6s fluorescence
traces in the NAc of the anesthetized TRPV1+ (blue) and TRPV1− (green) mice in the
presence of NO generation and the NAc of TRPV1+ (red) and TRPV1− mice (gray) in the
presence of voltage alone (no NaNO2 infusion). Solid lines and shaded areas indicate the
mean and s.e.m., respectively (n = 5 mice per condition). F0 indicates the mean of the
fluorescence intensity during the initial 10 s of measurement.
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2.6.3 Biocompatibility and Stability of Electrochemical NO

Delivery Strategy

To evaluate the biocompatibility of our NO-delivery strategy in vivo, we investi-

gated the interfaces between the brain tissue and the implanted fibers. Consistent

with prior tissue analyses in the vicinity of polymer fibers [17,40], NO-delivery fibers

(400 𝜇m in diameter) resulted in the significantly lower presence of astrocytes (as

marked by glial fibrillary acidic protein, GFAP) and activated microglia (as marked

by ionized calcium-binding adaptor molecule 1, Iba1) 7 days following implantation,

as compared to the relatively smaller stainless steel microwires (300 𝜇m in diameter).

In the case of GFAP, the statistical difference between fiber and microwire groups

was still observable 28 days following implantation, while there was no noticeable

difference in Iba1 levels among groups following the same time period. Furthermore,

we did not detect significant variations in levels of GFAP and Iba1 markers between

the mice subjected vs not subjected to NO stimulation, likely due to the intermittent

nature of NO release exclusively in the presence of applied voltage and the rapid decay

of NO (Figure 2-23) [64]. In addition, no noticeable differences in cytotoxicity (and

no observable deleterious effects on the local tissue) were observed between the VTA

of mice subjected vs not subjected to NO generation as quantified by the cleaved

caspase-3 assays (Figure 2-24). Finally, we confirmed that the Pt-Fe3S4 nanocat-

alysts, which did not evoke any observable cytotoxic responses in vitro or in vivo,

remained stable at the surfaces of the cathodes two months following implantation

into the mouse brain(Figure 2-25).
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Figure 2-23: Evaluation of GFAP and Iba1 expression levels at the interfaces
between the brain tissue and the implanted fibers a-h. Representative confocal
images of the GFAP expression near the implantation site of TRPV1+ mice subjected to NO
stimulation and implantation of NO-delivery fiber (a,e), TRPV1− mice implanted with NO-
delivery fiber without NO stimulation (b,f), and TRPV1− mice implanted with stainless steel
wire without NO stimulation (c,g) 7 days (a-c) and 28 days (e-g) after implantation (scale
bar = 100 𝜇m). Percentages of the GFAP expressed area (mean ± s.e.m.) among the total
area of the field 7 days (d) and 28 days (h) after implantation. i-p. Representative confocal
images and average percentages of the Iba1 level near the implantation sites. Conditions are
identical with a-h. One-way ANOVA and Tukey’s multiple comparison tests were performed
for d, h, and l, and p (n = 6 mice, GFAP: 7 days - F2,15 = 27.54, 28 days - F2,15 = 5.75,
Iba1: 7 days - F2,15 = 17.83, 28 days - F2,15 = 1.69 * p<0.05, ** p<0.01, *** p <0.001,
**** p < 0.0001).

59



Figure 2-24: Evaluation of cleaved caspase-3 positive cells at the interfaces be-
tween the brain tissue and the implanted fibers a-b, Representative confocal images
of cleaved caspase-3 positive cells (green) near the implantation site following NO generation
(a) or after NaNO2 injection without NO generation (b). Nuclear staining was performed
with DAPI (blue). Scale bar: 50 𝜇m. c, Percentages of cleaved caspase-3 positive cells
among DAPI-labelled cells (mean ± s.e.m.) within 150 𝜇m vicinity from the implantation
site. No significant difference was found between the two groups, as assessed by one-tailed
Student’s t-test (n = 5 animals for each group, p = 0.612).

Figure 2-25: Nanocatalyst physiological stability evaluation Inductively coupled
plasma - optical emission spectroscopy (ICP-OES) (PerkinElmer Optima 8000) was used
to quantify the mass of iron on the implantable fibers. First, standard solutions, ranging be-
tween 1-100 ppm were prepared by diluting the ICP calibration standards (Sigma Aldrich).
a, A linear fit was obtained after calibration. b, Based on the calibration curve, the iron
mass on the cathode was calculated from ICP-OES spectra. Four groups of Pt-Fe3S4 loaded
fibers were investigated; i) as-prepared fibers and the fibers explanted from the mouse brain
ii) one-week, iii) one-month, iii) two months following implantation. Each error bar denotes
the standard deviation of data.
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2.7 Discussion and Conclusion

We have designed a strategy that enables the on-demand generation of NO, a

lipophilic messenger in physiological processes including synaptic plasticity, vasodi-

lation, and tumoricidal action of macrophages [41, 42], from the benign metabolite

NaNO2 by applying an electric field to electrochemically active nanocatalysts. This

strategy affords in situ generation of NO with controllable release kinetics in the

targeted regions. Furthermore, this electrocatalytic system was implemented in an

implantable probe created via a multimaterial fiber drawing allowing for NO-mediated

interrogation of neural circuits in vivo. Although demonstrated for activation of a

particular NO-sensitive channel (TRPV1) in vivo, this electrochemical NO-delivery

paradigm could be extended to target other NO-sensitive ion channels [28] and endoge-

nous NO receptors [43,77], advancing the mechanistic understanding of NO function

in the nervous system and other organs.
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Chapter 3

Electrochemical Modulation of

Carbon Monoxide (CO)-Mediated

Cell Signaling

3.1 Summary

This Chapter is based on J. Park et al., Angew. Chem. Int. Ed., 2021 [78]

Despite the critical role played by CO in physiological and pathological signaling

events, current approaches to deliver this messenger molecule are often accompanied

by off-target effects and offer limited control over release kinetics. To address these

challenges, we developed an electrochemical approach that affords on-demand release

of CO through reduction of carbon dioxide (CO2) dissolved in the extracellular space

(Figure 3-1). Electrocatalytic generation of CO by cobalt phthalocyanine molecular

catalysts modulates signaling pathways mediated by a CO receptor, soluble guany-

lyl cyclase. Furthermore, by tuning the applied voltage during electrocatalysis, we

explore the effect of the CO release kinetics on CO-dependent neuronal signaling. Fi-

nally, we integrate components of our electrochemical platform into microscale fibers

to produce CO in a spatially-restricted manner and to activate signaling cascades in
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the targeted cells. By offering on-demand local synthesis of CO, our approach may

facilitate the studies of physiological processes affected by this gaseous molecular

messenger.

Figure 3-1: A schematic illustrating electrochemical generation of CO for modu-
lating signaling cascades
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3.2 Background and Motivation

3.2.1 Electrochemical Carbon Dioxide Reduction Reaction

Electrochemical reduction of CO2 has been extensively studied to produce valuable

chemicals fuels from atmospheric CO2. Diverse carbon compounds can be electro-

chemically generated from CO2 through proton-coupled electron transfer processes as

follows (Equation3.1) [79]:

𝐶𝑂2 + 𝐻2𝑂 + 2𝑒− ←→ 𝐶𝑂 + 2𝑂𝐻−

𝐶𝑂2 + 6𝐻2𝑂 + 8𝑒− ←→ 𝐶𝐻4 + 8𝑂𝐻−

2𝐶𝑂2 + 8𝐻2𝑂 + 12𝑒− ←→ 𝐶2𝐻4 + 12𝑂𝐻−

2𝐶𝑂2 + 9𝐻2𝑂 + 12𝑒− ←→ 𝐶2𝐻5𝑂𝐻 + 12𝑂𝐻−

3𝐶𝑂2 + 13𝐻2𝑂 + 18𝑒− ←→ 𝐶3𝐻7𝑂𝐻 + 18𝑂𝐻−

(3.1)

The selectivity of the electrochemical reduction products in aqueous solutions

can be controlled with the applied voltages. For example, it has been reported that

the reduction products on Cu electrode can be greatly changed depending on the

applied voltage: CO production is favourable at less negative voltages whereas CH4

becomes the major reaction product at higher negative voltages [80]. Additionally,

the binding energies of the intermediate species to the surface of the electrocatalysts

(metallic electrodes or molecular complexes) can also influence the product selectivity

of CO2 reduction reaction. For example, CO generation is favorable in electrocatalysts

having a lower binding energy to CO molecules, such as Au and Ag, since CO can be

easily released from the surface of the electrocatalysts without further electrochemical

reduction [81].

3.2.2 Motivation

CO is a gaseous and transmembrane diffusible messenger affecting numerous physi-

ological and pathological processes, including vasoactive response, neurotransmission,

and inflammation [82–86]. To understand the physiological effects of CO and poten-

65



tially harness them in a therapeutic context, prior work has explored direct delivery of

CO gas via respiratory administration [83,87]. However, this approach does not per-

mit targeting of CO to specific tissues or organs and poses a risk of a global increase

in carboxyhemoglobin levels manifesting in CO poisoning [83, 88–90]. Consequently,

CO-releasing molecules (CORMs), which release CO as a free gas or transfer it to

biological molecules, have been designed for targeted delivery of CO [91–95]. How-

ever, it remains challenging to tune CO-release kinetics of CORMs without modifying

their molecular structures, and thus multiple CORMs are necessary for applications

demanding variable CO release kinetics [83, 92, 94, 95]. Moreover, degradation of in-

herently unstable CORMs during delivery limits precision of CO dosing often leading

to off-target release beyond tissues of interest [88]. Therefore, there is a demand for

systems enabling on-demand synthesis of CO with controllable release kinetics.
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3.3 Electrochemical System for In Situ CO Delivery

To address this need, we developed a system that enables on-demand synthesis

of CO through electrochemical CO2 reduction reaction (Figure 3-2a). By leveraging

a selective catalyst cobalt phthalocyanine (CoPc) [96–98], CO2 dissolved in the ex-

tracellular solution can be reduced to CO at the cathode (Figure 3-2b). Due to its

high solubility (∼ 34 mM) in water, dissolved CO2, which exists in equilibrium with

bicarbonate buffer [97, 99, 100], serves as a precursor for electrochemical formation

of CO. Electrochemically produced CO is shown to modulate diverse CO-dependent

cell signaling processes in vitro. Furthermore, CO release kinetics can be controlled

by varying the cathode voltage. This tunability of CO release kinetics enabled sys-

tematic investigation of neuronal signaling mediated by this molecule. Finally, we

demonstrate microscale, CO-releasing electrocatalytic fibers as tools to locally acti-

vate cell signaling.

Figure 3-2: Electrocatalytic synthesis of CO from CO2 dissolved in extracellular
solution a, A schematic illustrating the electrochemical system for in situ CO delivery. b,
An illustration of the electrochemical reactions at the CoPc/OxCP cathode and Pt anode.

3.3.1 Electrocatalytic Activities of Cobalt Phthalocyanine

CoPc loaded cathodes were prepared by drop-casting CoPc ink (∼ 1 mg/ml) onto

the oxygen-functionalized carbon paper (OxCP). The electrocatalytic activities of

CoPc/OxCP cathodes were evaluated in a three-compartment electrochemical cell
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containing physiological solution (Tyrode’s) saturated with CO2 at pH 7.4. Pt and

Ag/AgCl electrodes were employed as anode and reference electrodes, respectively

(Figure 3-2). CV profiles of CoPc/OxCP in CO2-saturated Tyrode’s solution showed

higher reductive currents as compared with those recorded in N2-saturated solution

(Figure 3-3a).

Figure 3-3: Electrocatalytic activities of CoPc/OxCP electrodes in extracellular
solution a, CV curves of CoPc/OxCP electrodes in CO2- (blue) or N2- (green) saturated
Tyrode’s solution at pH 7.4 (scan rate, 100 mV/s). b, The Faradaic efficiency (FE) for
CO and H2, and partial current density of CO (i𝐶𝑂) (mean ± standard error of the mean
(s.e.m.), n = 3) at various applied voltages.

3.3.2 Analysis of Electrochemical Reaction Products

The cathodic products in CO2-saturated Tyrode’s solution were analyzed by chronoam-

perometry across a range of applied voltages. The cathodes exhibited high selectivity

toward CO up to –1.3 V versus standard hydrogen electrode (SHE), and partial cur-

rent density of CO increased as we applied more reductive potentials to the cathodes

at this voltage range. Negligible amounts of H2, a side product at the cathodes, were

generated at identical reaction conditions with the Faradaic Efficiencies (FE) in the

range of 1.8-3.4 % (Figure 3-3b). At higher negative voltages ( ≤ –1.5 V), hydro-

gen evolution reaction dominated over CO2 reduction reaction (Figure 3-3b). At Pt

anodes, oxygen evolution was predominately found with a minor chlorine evolution

(Figure 3-4). Together, these data indicated that CO can be electrochemically gen-
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erated from CO2 dissolved in Tyrode’s solution with high selectivity, and CO release

kinetics can be controlled via applied voltage.

Figure 3-4: Analysis of electrochemical reaction products at various applied volt-
ages a, The Faradaic efficiency (FE) for H2 and CO (mean ± standard error of the mean
(s.e.m.), n = 3) at negative voltages –1.5 V. Notably, the degradation of CoPc catalyst
was also observed in this potential range over time. b, Faradaic efficiency for active chlorine
produced at the Pt anode in CO2-saturated Tyrode’s solution (pH 7.4). Quantification of
active chlorine was conducted using N,N-diethyl-p-phenylenediamine (DPD)-based active
chlorine test
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3.4 Control of Signaling Pathways with Electrochem-

ical CO Generation

3.4.1 Endogenous CO-sGC-cGMP Pathway

To illustrate the utility of our electrochemical system for modulating CO-dependent

signaling, we first applied it to activate sGC, one of the well-characterized receptors

of CO [101–103]. It was previously shown that CO can bind to the heme moiety in

sGC, activating the catalytic conversion of guanosine 5’ triphosphate (GTP) to the

second messenger cGMP [101–103]. To elicit robustly measurable cGMP formation,

human embryonic kidney (HEK) 293 FT cells were co-transfected with two plasmids

carrying DDK-tagged 𝛼- and DDK-tagged 𝛽-subunits of human sGC under the broad

mammalian cytomegalovirus (CMV) promoter, respectively. The expression of these

subunits in the cells was confirmed by immunostaining with anti-DDK antibodies

(Figure 3-5a). Consistent with previous reports [104, 105], cells overexpressing both

subunits (sGC+ cells) exhibited substantially higher basal cGMP levels (∼300 fold)

as compared to unmodified cells only expressing low levels of endogenous sGC. In

contrast, no noticeable increases in the cGMP levels were found after transfection of

cells with either 𝛼-subunit or 𝛽-subunit alone (Figure 3-5b). When exposed to NO,

a highly potent activator of sGC [20, 84], robust increase in cGMP levels (∼20 fold)

was found in sGC+ cells, confirming the functionality of the genetically introduced

sGC (Figure 3-6).

We next investigated whether electrochemically synthesized CO could activate

sGC-cGMP signaling pathways (Figure 3-7a). We first confirmed that CoPc cata-

lysts did not elicit any cytotoxic responses in HEK cells. Similarly, negligible cytotoxic

responses were found in cells following acute exposure to CO2-saturated Tyrode’s so-

lution (Figure 3-8). Additionally, we confirmed that the concentration of dissolved

CO2 at the bottom of the well plate, where sGC+ cells were located, remained largely

constant over 30 min in the absence of continuous CO2 purging (Figure 3-9). CO

produced at the CoPc/OxCP cathodes at –1.3 V versus SHE in CO2-saturated Ty-
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Figure 3-5: Intracellular cGMP levels in HEK cells overexpressing sGC subunits
a, Representative confocal images of HEK cells transfected with DDK-tagged 𝛼-subunit of
sGC or DDK-tagged 𝛽-subunit of sGC under the CMV promoter (scale bar, 50𝜇m). b,
Intracellular cGMP levels (mean ± s.e.m.) in 106 HEK cells 48 h after the transfection (n
= 6, one-way analysis of variance (ANOVA) and Tukey’s multiple comparison test, F3,20 =
392.2, **** p = 1.1 × 10−16 < 0.0001).

rode’s solution at pH 7.4 led to a moderate increase in cGMP levels (∼150 %) in

sGC+ cells. To investigate whether the observed increase in cGMP is attributable to

electrochemically formed CO, we recorded the cGMP levels in control groups, which

included sGC+ cells immersed in CO2-saturated Tyrode’s solution in the absence of

an applied voltage and in the cells immersed in a solution not saturated in CO2 in the

presence of an applied voltage (–1.3 V versus SHE). Consistent with prior studies that

found no changes in cGMP levels upon CO2 delivery [106], no substantial increases in

cGMP levels were observed in our control groups, indicating that electrochemically

formed CO was responsible for sGC activation (Figure 3-7b).
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Figure 3-6: Enhanced cGMP levels in HEK cells overexpressing sGC subunits
after the addition of NO and CO donor solutions a, Intracellular cGMP levels (mean
± s.e.m.) in 106 sGC+ HEK cells following the addition of NORM (500 𝜇M, DEA NONOate)
or CORM-2 (50 𝜇M, 500 𝜇M). The statistical significance of an increase in cGMP levels after
NO delivery was confirmed by one-way ANOVA and Tukey’s multiple comparison test (n
= 6, F3,20 = 261.3, ** p = 3.3 × 10−16 < 0.0001). b, Intracellular cGMP levels (mean ±
s.e.m.) in 106 sGC+ HEK cells after the addition of CORM-2 (50 𝜇M, 500 𝜇M) or RuCl3
(one-tailed Student’s t-test, n = 6, ** p = 0.003 < 0.01, **** p = 3.3 × 10−6 < 0.0001, and
n.s. p = 0.46 > 0.05). Unlike electrochemically produced CO, CORM-2 failed to increase
the cGMP levels in sGC+ cells, presumably due to its NO scavenging activity.

Figure 3-7: Activation of sGC-cGMP signaling pathways with electrochemically
produced CO a, A schematic illustrating activation of sGC mediated by electrochemically
produced CO. GTP, guanosine 5’ triphosphate. b, Intracellular cGMP levels (mean ±
s.e.m.) in 106 sGC+ cells following CO delivery driven by CoPc/OxCP cathodes at –1.3
V versus SHE for 10 min. The statistical significance of an increase in cGMP levels after
electrochemical CO delivery as compared with controls was assessed by one-way ANOVA
and Tukey’s multiple comparison test (n = 6, F3,20 = 7.4, ** p = 0.0016 < 0.01).
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Figure 3-8: Cell viability assay results showing negligible cytotoxic effects from
CoPc or dissolved CO2 a, Cell viability in the presence or absence of CoPc (mean ±
s.e.m.). No statistically significant differences were observed between groups as identified by
one-way ANOVA and Tukey’s multiple comparison test (n = 7, F2,18 = 2.72, p = 0.093). b,
Cell viability following acute exposure to CO2-satuated Tyrode’s solution at pH 7.4 (mean
± s.e.m.). No statistically significant differences were observed between groups as identified
by one-way ANOVA and Tukey’s multiple comparison test (n = 5, F2,12 = 0.62, p = 0.55).

Figure 3-9: Calculated CO2 degassing and CO release kinetics from the
CoPC/OxCP electrodes a, A schematic illustrating an experimental setup for CO de-
livery to cells. b, Calculated CO2 concentration profiles as a function of distance from
gas-liquid interface considering CO2 degassing kinetics. Inset shows negligible changes in
CO2 concentration near the cells c, Diffusion profile of electrochemically generated CO at
various current densities and electrolysis time.
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3.4.2 CO effects on NO-sGC-cGMP Pathway

Furthermore, electrochemically synthesized CO was sufficient to modulate the NO-

mediated sGC-cGMP signaling in sGC+ cells (Figure 3-10a). It has been previously

proposed that CO, a weaker activator of sGC as compared to NO, could attenuate

NO-mediated cGMP increases by competing for the same binding site (heme moiety

of sGC) with NO [84, 107]. Indeed, inhibitory effects of CO on NO-mediated sGC

activation were found in a number of organs, including the cerebellar cortex, retina,

and resistance arteries [108–110]. Consistent with these prior studies [84, 107], we

observed noticeable decreases in NO-stimulated cGMP levels (∼60 %) in sGC+ cells

following addition of 500 𝜇M CORM-2 (tricarbonyldichlororuthenium(II) dimer), a

molecular CO donor. Similarly, CO synthesized at CoPc/OxCP cathodes in CO2-

saturated Tyrode’s solution led to attenuation in NO-mediated cGMP production

(∼70 %) (Figure 3-10b). These results suggested that the electrocatalytic CO-delivery

approach could be extended to regulate diverse sGC-mediated signaling pathways.

Figure 3-10: Electrochemically released CO regulates NO-sGC-cGMP signaling
pathways a, An illustration of NO-sGC-cGMP signaling pathways modulated by CO.
NORM, NO releasing molecule. b, Intracellular cGMP levels (mean ± s.e.m.) in 106 sGC+

cells following NO delivery in the presence or absence of CO (n = 5, one-way ANOVA and
Tukey’s multiple comparison test, F2,12 = 10.9, ** p = 0.002 < 0.01).
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3.4.3 CO-dependent Ca2+ Signaling in Neurons

We next evaluated whether our electrochemical system can be applied to inter-

rogate CO-dependent signaling in neurons. Among the diversity of brain regions,

hippocampus neurons have been shown to express high levels of heme oxygenase,

which produces endogenous CO, implying that CO could play a critical role in hip-

pocampal physiology [82,111]. Indeed, it has been reported that both endogenous and

exogenous CO can trigger a myriad of processes in the hippocampus, including apop-

tosis, long-term potentiation, and expression of immediate early genes [3, 112, 113].

Thus we adopted hippocampal neurons as test beds for the CO-dependent signaling

in neurons, and CO-triggered neuronal activity was recorded using an intracellular

Ca2+ indicator fluo-4 as a proxy for neuronal membrane depolarization [114].

The effects of exogenous CO on hippocampal neurons were first investigated using

CORM-2. When exposed to CORM-2 (50 𝜇M), the normalized fluo-4 fluorescence

(∆F/F0) in hippocampal neurons gradually increased over time indicating Ca2+ influx

into these cells, whereas the addition of an inactive form of CORM-2, RuCl3, did not

evoke any comparable fluorescence changes in neurons (Figure 3-11a,b). Addition of

lower concentration of CORM-2 (from 1 to 10 𝜇M) led to smaller Ca2+ influxes in

neurons, indicating that observed Ca2+ signaling were predominantly triggered by

CORM-2 (Figure 3-11c).

To investigate the biological mechanisms underlying the effects of CO-mediated

Ca2+ influxes in neurons, we employed blockers (or inhibitors) of ion channels and

receptors that have been previously proposed as molecular targets of CO2 [115–

117]. The latter included large-conductance, voltage- and Ca2+-activated K+-channel

(BK𝐶𝑎), L-type Ca2+-channel, hyperpolarization-activated cyclic nucleotide-gated chan-

nel (HCN), and sGC. Among blockers (or inhibitors) of the putative CO targets, L-

type Ca2+ channel blocker nitrendipine [118] significantly attenuated Ca2+ responses

driven by CORM-2 (Figure 3-11d, Figure 3-12). Although the understanding of the

mechanisms contributing to the CO-mediated Ca2+ increases in neurons continues to

evolve [115], our findings suggest that observed Ca2+ responses are at least partially
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Figure 3-11: Ca2+ responses in hippocampal neurons after the addition of CO
donor solutions a, Averaged fluo-4 fluorescence traces for hippocampal neurons (n = 100
neurons for each trace) following 50 𝜇M CORM-2 (blue) or 50 𝜇M RuCl3 (green) infusion
at 30 s (dashed lines). The solid lines and shaded areas represent the mean and s.e.m., re-
spectively. b, Time-lapse images of Ca2+ responses in response to CORM-2 infusion (scale
bar, 50𝜇m). c, CORM-2 concentration-dependent maximum of normalized fluo-4 fluores-
cence change averaged across 100 neurons. d, Maximum of normalized fluo-4 fluorescence
increases in 100 neurons following the infusion of 50 𝜇M CORM-2 in the presence or absence
of L-type Ca2+ channel blocker nitrendipine.

related to the interactions between CO and L-type Ca2+ channels.

We then applied our electrochemical CO-delivery system to similarly evoke Ca2+

responses in hippocampal neurons (Figure 3-13a). Here, CoPc/OxCP cathode, Pt

anode, and Ag/AgCl reference electrode were utilized to deliver CO to neurons in

CO2-saturated Tyrode’s solution at pH 7.4. Because the local CO concentration

is calculated to be much lower at greater distances from the cathode (Figure 3-9),

we positioned the CoPc/OxCP cathode in the immediate vicinity of the neurons

(Figure 3-13b). Robust Ca2+ responses (as marked by ∆F/F0 ≥ 25%) in neurons

were observed 250 s after application of –1.3 V versus SHE, and continued application

of –1.3 V to the cathode led to Ca2+ influxes in neurons located at greater distances

from the cathode (Figure 3-13c). To assess whether observed Ca2+ responses were

attributable to CO released from the cathodes, we recorded Ca2+ changes in control
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Figure 3-12: Effects of ion channel blockers, inhibitors on CO-mediated neuronal
Ca2+ responses Maximum of the normalized fluo-4 fluorescence changes in 100 neurons
following the addition of 50 𝜇M CORM-2 in the presence or absence of ion channel blockers
(or inhibitors): 20 𝜇M Iberiotoxin for BK𝐶𝑎 channel; 12 𝜇M Nitrendipine for L-type Ca2+

channel; 400 𝜇M Ivabradine for HCN; 10 𝜇M 1H-[1,2,4]oxadiazolo[4,3-a]quinoxalin-1-one
(ODQ) for sGC.

experiments, which included neurons immersed in CO2-saturated Tyrode’s solution

with no voltage applied (Figure 3-14a) and in neurons immersed in Tyrode’s not

saturated in CO2 in the presence of a cathodic bias (–1.3 V versus SHE,(Figure 3-

14c)). The extent of Ca2+ responses found in the control experiments was significantly

lower than that triggered by electrochemically formed CO (Figure 3-14a). Moreover,

Ca2+ increases in response to CO released from the cathode were largely inhibited

by the addition of L-type channel blocker nitrendipine, akin to our observations with

CORM-2 (Figure 3-11d). These results suggested that Ca2+ responses observed in

neurons are predominately mediated by electrochemically produced CO.

Our electrochemical approach further enabled an investigation of CO-mediated

neuronal signaling at different CO release kinetics. When we applied –0.9 V versus

SHE to the cathodes in CO2-saturated Tyrode’s solution, only 13% of neurons exhib-

ited robust Ca2+ responses (as marked by ∆F/F0 ≥ 50%) (Figure 3-14d). In contrast,

91% of neurons responded at –1.3 V (Figure 3-14a) due to faster CO release kinetics

at this voltage as compared to –0.9 V (Figure 3-3a). Despite the higher Faradaic
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Figure 3-13: Neuronal Ca2+ responses triggered by electrocatalytic CO release a,
A schematic illustrating a potential mechanism of CO-mediated Ca2+ responses in neurons
through L-type Ca2+ channel. b, Experimental scheme for electrochemical CO delivery to
neurons. c, Time-lapse images of Ca2+ increases in neurons triggered by CO produced from
CoPc/OxCP cathodes, which were positioned at the left edge in all three images, at –1.3
V versus SHE (scale bar, 50𝜇m). Neurons located at greater distances from the cathode
responded over time (white dotted circles).

current, a smaller fraction of neurons showed Ca2+ responses at –1.7 V as compared

to –1.3 V (Figure 3-14e). This observation is consistent with the extremely low CO

selectivity of CoPc/OxCP catalysts at this reductive voltage (Figure 3-3b, Figure

3-4). By controlling CO generation kinetics with applied voltage, we found that CO

release kinetics, not Faradic current, is the key factor affecting CO-mediated Ca2+

responses in neurons.
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Figure 3-14: Investigation of Ca2+ responses in neurons at various CO release
kinetics a-c, Individual fluo-4 fluorescence traces for 100 neurons at different experimental
conditions. E-field (–) in (b) represents neurons immersed in CO2-saturated solution in the
absence of an applied voltage. CO2(aq) (–) in (c) represents neurons immersed in Tyrode’s
not saturated in CO2 in the presence of an applied voltage. Voltage of –1.3 V were turned
on at 30 s (dashed lines) in a and c. d-e, Individual fluo-4 fluorescence traces for 100 neurons
after electrochemical CO generation at –0.9 V (d) and –1.7 V versus SHE (e). Voltages were
turned on at 30 s (dashed lines).
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3.5 Microscale, CO-releasing Electrocatalytic Fibers

3.5.1 Fabrication of CO-releasing Fibers with Fiber Drawing

Process

Finally, we miniaturized our electrochemical system by leveraging fiber drawing

[17, 20]. Fiber-based fabrication allowed us to scale down macroscale components of

an electrochemical cell into a microscopic electrocatalytic fiber (Figure 3-15a-d). A

polycarbonate-based macroscopic preform, which contained two grooves on its surface

for placing microelectrodes and one hollow channel for delivering CO2-saturated solu-

tion, was fabricated through macroscale machining (Figure 3-15b). During drawing,

the preform was heated and stretched into a microscale fiber (Figure 3-15c,d). Car-

bon nanotube (CNT) and Pt microwires (50 𝜇m in diameter) were then placed into

grooves on the surface of the fiber. The microwires extended from the fiber tips by

approximately 300 𝜇m, and CoPc ink was deposited onto the CNT microwires. The

non-exposed region of the microwires was then fully coated with epoxy that provided

electrical insulation and mechanical stability, and the microwires and the microfluidic

channel were interfaced with electrical pin connectors and tubing inlets, respectively

(Figure 3-15e, Figure 3-16a). We confirmed that CO2-saturated Tyrode’s solution can

be delivered through the microfluidic channel integrated within the electrocatalytic

fiber (Figure 3-16b). CoPc/CNT microwires, which served as cathodes integrated

within the fibers, catalyzed CO2 reduction reaction, as confirmed by chronoamper-

ometry analyses (Figure 3-16c). Integrated Pt microwires served as anodes during

the reaction.

3.5.2 Modulation of CO-mediated Signaling at the Microscale

The electrocatalytic fibers were then applied to locally deliver CO and evoke CO-

mediated sGC-cGMP signaling cascades in the targeted cells. To monitor local cGMP

dynamics, HEK cells were transfected with a plasmid carrying a genetically encoded

fluorescent cGMP sensor, Green cGull [119], under the CMV promoter. The func-
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Figure 3-15: Design and fabrication of CO-release fibers a, A schematic illustrating the
fiber drawing procedure. b-c, Cross-sectional images of the preform (b, scale bar, 5 mm) and
the fiber scaffold after the drawing process (c, scale bar, 100 𝜇m). Two microscale grooves
and one hollow microchannel are visible in c. d, A photograph of a bundle of fiber scaffolds
after the drawing process (scale bar, 5 cm). e, A schematic demonstrating microelectrode
assembly on the fiber scaffold, followed by fiber connectorization and functionalization of
the CNT microwires with CoPc catalyst.

tionality of Green cGull expressed in cells was first confirmed with a NO releasing

molecule (NORM). After delivery of CO2-saturated Tyrode’s solution, CO was gen-

erated from the CoPc-CNT microwires at –1.3 V versus SHE. A gradual increase in

Green cGull fluorescence (a marker of cGMP accumulation) was found in cells located

in the proximity of the microwires (Figure 3-17a,b). In contrast, no noticeable Green

cGull fluorescence changes were found in cells after delivery of CO2-saturated solution

in the absence of an applied voltage or in cells subjected to electric stimulation in the

absence of CO2 precursor (Figure 3-17b).
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Figure 3-16: Characterization of CO-release fibers a, A photograph of the resulting
CO delivery fiber (scale bar, 5 mm) and a microscope image of the fiber tip (inset, scale
bar, 100𝜇m). b, Delivery of CO2-saturated Tyrode’s solution with a dye (BlueJuice) into
a brain phantom (0.6% agarose gel) through the microfludic channel within the fiber at
an infusion rate of 100 nL/min (scale bar, 500𝜇m). c, Chronoamperometry measurements
conducted with the electrocatalytic fiber in CO2-saturated (blue) or N2-saturated (green)
Tyrode’s solution at pH 7.4.

Figure 3-17: Activation of sGC with CO-release fibers at the microscale a, An opti-
cal image of a CoPc-CNT microwire of the CO-delivery fiber positioned above Green cGull-
expressing cells (top). Time-lapse images of local cGMP dynamics in Green cGull-expressing
cells in response to electrochemically synthesized CO from the CoPc-CNT microwire (white
dotted lines) at –1.3 V versus SHE (scale bar, 50𝜇m) (bottom). b, Averaged Green cGull
fluorescence traces of cells (n = 100 cells for each trace) at different experimental conditions.
The solid lines and shaded areas indicate the mean and s.e.m., respectively. E-field (–) and
CO2(aq) (–) indicate cells after delivery of CO2-saturated solution in the absence of an ap-
plied voltage and cells subjected to cathodic voltage without CO2 saturation, respectively.
Voltages of –1.3 V were turned on at 30 s (dashed lines).
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3.6 Discussion and Conclusion

By leveraging electrocatalytic activity and selectivity of CoPc catalysts toward re-

duction of CO2 into CO at modest voltages, we have developed an electrochemical

approach for in situ targeted delivery of this molecule to physiological environments.

Electrochemically released CO from CoPc-functionalized cathodes was shown to mod-

ulate several sGC-mediated signaling cascades in cells. Furthermore, facile control

over CO release kinetics in our platform enabled a systematic investigation of CO-

mediated signaling in neurons. This electrochemical system was further implemented

in microscale fibers produced via thermal drawing. CO generated from the electro-

catalytic fibers evoked local cGMP accumulation in the targeted cells. We envision

that our electrochemical approach can be extended to explore CO-mediated cellular

signaling in diverse systems, including the peripheral nervous system (Figure 3-18),

offering addition insights onto its role as a messenger molecule.

Figure 3-18: CO triggers Ca2+ influxes in DRG neurons a, Averaged fluo-4 fluorescence
traces for dorsal root ganglion (DRG) neurons (n = 100 neurons for each trace) following the
addition of 50 𝜇M CORM-2 (blue) or 50 𝜇M RuCl3 (green) at 30 s (dashed lines). The solid
lines and shaded areas represent the mean and s.e.m., respectively. b, Time-lapse images of
Ca2+ responses in DRG neurons following the CORM-2 infusion (scale bar, 50𝜇m).
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Chapter 4

Magnetochemical Proton Generation

for Remote Neuromodulation

4.1 Summary

This Chapter is based on J. Park et al., Nano. Lett., 2021 [120].

Understanding and modulating proton-mediated biochemical processes in liv-

ing organisms have been impeded by the lack of tools to control local pH. Here, we

design nanotransducers capable of converting non-invasive alternating magnetic fields

(AMFs) into protons in physiological environments by combining magnetic nanoparti-

cles (MNPs) with polymeric scaffolds (Figure 4-1). When exposed to AMFs, the heat

dissipated by MNPs triggered a hydrolytic degradation of surrounding polyanhydride

or polyester, releasing protons into the extracellular space. pH changes induced by

these nanotransducers can be tuned by changing the polymer chemistry or AMF stim-

ulation parameters. Remote magnetic control of local protons was shown to trigger

acid-sensing ion channels and evoke intracellular calcium influx in neurons. By offer-

ing a wireless modulation of local pH, our approach can accelerate the mechanistic

investigation of the role of protons in biochemical signalling in the nervous system.
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Figure 4-1: An illustration of the magnetochemical proton generating system
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4.2 Background and Motivation

4.2.1 Degradation Kinetics of Biodegradable Polymers

During the past three decades, numerous types of biodegradable polymers have

been developed for biomedical applications as drug delivery vehicles and scaffolds for

tissue engineering [121, 122]. These polymers are naturally degraded by either hy-

drolytic or enzymatic routes and adsorbed by the tissue after finishing their biomed-

ical mission. The clinical utilization of several biodegradable polymers, such as

poly(lactic-co-glycolic acid) (PLGA), poly (ethylene glycol) (PEG), and poly(sebacic

acid-co-1,3-bis(p-carboxyphenoxy) has been approved by the Food and Drug Admin-

istration in the USA [123,124].

The unique characteristic of biodegradable polymers is that their physical, chem-

ical, biological, and mechanical properties could be tailored for specific applications.

For example, their biodegradation rates could be regulated up to ∼ 1010 folds by

changing their chemical moieties and molecular weights [122, 125]. For example,

the hydrolytic degradation rates of biodegradable polymers significantly decreased

in the series of poly(anhydrides) > poly(ketal) ∼ poly(ortho esters) > poly(acetal) >

poly(hydroxyl esters)> poly(amides) due to differences in reactivity of chemical moi-

eties inside these polymers with water molecules [125]. In addition, hydrophilicity or

physical features of polymeric scaffolds (size or shape) also affected their biodegrad-

ability rates [126]. Another parameter that can noticeably affect the degradation

rates of biodegradable polymers is temperature [127, 128]. The activation energy of

hydrolytic degradation of polymers is positive, indicating that increase in the tem-

perature could accelerate their degradation processes. Previous reports explored the

temperature-dependent degradation kinetics of biodegradable polymers and calcu-

lated the activation energy (E𝑎) for the degradation processes of polymers. For ex-

ample, E𝑎 of PLGA and poly(-olefin-co-maleic anhydride) degradation processes are

measured as approximately 114 kJ/mole, 46 kJ/mole, respectively [127,129].
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4.2.2 Hysteretic Heat Dissipation by Magnetic Nanoparticles

To explain hysteretic heat dissipation by MNPs upon exposure to an AMF, under-

standing the thermodynamic reasoning for hysteresis is important. When we apply a

high magnetic field to induce complete saturation of ferromagnetic materials followed

by reducing the field back to zero, a remanent magnetization (M𝑟) remains at zero

applied magnetic field. To demagnetize the ferromagnetic materials, a coercive field

(H𝑐) is needed. Consequently, a hysteresis loop can be formed in the magnetization

(M)-magnetic field (H) curves of ferromagnetic materials. The area of the hysteresis

loop (B-H) is equal to the amount of energy that material is lost per cycle and unit

volume [130].

The origin for the hysteresis is magnetic anisotropy that makes the magnetic

moment tend to align along certain preferred directions [131]. Magnetic anisotropy

originates from spin-orbital coupling within the crystal, the shape anisotropy, and sur-

face effects [132–134]. Due to the magnetic anisotropy, different amount of magnetic

field is needed to reach the saturation magnetization depending on the orientation of

the magnetic field with respect to the atomic lattice. In other words, there are easy

or hard axes which require small or large magnetic fields to achieve the saturation

magnetization, respectively.

In the single domain MNP, the total energy (E𝑡𝑜𝑡) can be expressed as summation

of the anisotropy energy (E𝑎) and the Zeeman energy (E𝑧) induced by external field

as follows (Equation4.1):

𝐸𝑡𝑜𝑡 = 𝐸𝑎 + 𝐸𝑧 ≈ 𝐾𝑢𝑠𝑖𝑛
2𝜃 + 𝐻𝑀𝑠𝑐𝑜𝑠(𝜑− 𝜃) (4.1)

Where K𝑢, 𝜃, and 𝜑 are the first-order uniaxial anisotropy coefficient, the angle

between the magnetization and the easy axis, and the angle between the applied

magnetic field and easy axis, respectively. In the case of easy axis magnetization (𝜑

= 0°), minimizing the total energy leads to the formation of an ideal rectangular shape

of the hysteresis loop with the area of 8K𝑢 and coercive field of 2K𝑢/M𝑠, while those

are zero in the hard axis magnetization case (𝜑 = 90°) [135, 136]. In the randomly
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oriented cases, the estimated area of the hysteresis loop is approximately 4K𝑢 [136].

It should be noted that any thermal activation process is ignored in the above cases

(Stoner-Wohlfarth model).

In real situations, we should consider the effect of thermal fluctuations that result

in spontaneous magnetization flips and consequently reduce the coercive field [137,

138]. As the energy barrier for flips is proportional to the volume of the single domain

MNP, 𝐾𝑢 × 𝑉 , the area of hysteresis loop significantly increased with the increase

in MNP size [138]. However, if the coercive field becomes too large due to the large

size of the MNP compared to the experimental field amplitude, only minor hysteresis

loops could be accessed [139]. In this regard, controlling the size of the MNP is

important for maximizing its hysteretic loss.

4.2.3 Emulsion Method for Nanocomposite Synthesis

Significant advances in emulsification solvent evaporation methods have enabled

the synthesis of a myriad of polymeric particles with tunable sizes and compositions

desirable for biomedical applications [121, 140]. As the formation of emulsion has

either a kinetic or thermodynamic barrier, emulsification solvent evaporation method

starts with applying external energy, usually in the form of heat or stirring, to the

system [141]. For example, it has been known that the shear stress generated from a

homogenizer or sonicator breaks up polymer-containing oil phase into microdroplets

in an oil-in-water system [142]. Here, the oil-in-water system means that oil is the

dispersed phase in water. In the viewpoint of thermodynamics, interfacial free energy

between oil and water phases opposes the formation of emulsion, while configurational

entropy term favors the emulsified state [141]. Therefore, to improve the thermody-

namic stability of emulsified state, emulsifying agent, which reduces the interfacial

free energy in the system through its amphiphilic nature, is incorporated during the

emulsification process [141]. After emulsification, oil phase is slowly transported out

from the droplets to the water phase, followed by evaporation at emulsion-air inter-

face. Through this solvent evaporation process, polymer initially dissolved in the oil

phase is hardened, finally resulting in the formation of polymeric particles.
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The advantage of the utilization of emulsification solvent evaporation method

is that diverse organic molecules or inorganic particles can be incorporated dur-

ing the emulsification, endowing versatile functionality to the polymeric particles

[143,144]. For example, hydrophobic drug molecules could be embedded in hydropho-

bic biodegradable polymer matrix, such as PLGA, and these hybridized polymeric

particles can be used as drug delivery vehicles. As another example, previous reports

demonstrated that MNP-PLGA nanoparticles could be utilized as magnetic resonance

imaging agents [144].

4.2.4 Motivation

The pH of biological fluids is one of the critical factors that determine cellular

function and viability [145–148]. In the nervous system, acidic environments affect

neuronal function by triggering proton-activated ion channels, including acid-sensing

ion channels (ASICs) [149–151]. ASICs play a role in multiple physiological processes,

including synaptic plasticity, mechanosensation, learning and memory [151–153]. Fur-

thermore, acid-induced toxicity mediated by ASICs contributes to neurological dis-

eases, such as ischemic stroke and epileptic seizures [151]. Reduction in the extra-

cellular pH also affects the function, morphology, and survival of non-neuronal glial

cells [154, 155]. To understand proton-mediated neurobiological processes, multiple

methods that can alter the pH in biological systems have been developed. While

earlier studies evoked pH reduction with CO2 inhalation, this method was often ac-

companied by off-target pH changes [156,157]. More invasive techniques, such as mi-

croinjections of acidified medium through permanently implanted cannulas or control

of protons with electrochemical devices, have been also applied to achieve localized

pH modulation [157–160].
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4.3 Wireless Generation of Proton with Magnetic

Nanotransducers

In search of a less invasive technique to locally modulate pH of a target region,

we designed a wireless proton generating platform controlled by low-radiofrequency

AMFs. The latter exhibit minimal coupling to biological matter due to its low con-

ductivity and negligible magnetic permeability [161]. Paired with hysteretic heating

of MNPs, AMFs have been applied to control neural activity, gene expression, and

hormone release [71,162–164]. In this study, we leveraged the MNP heating in AMFs

to manipulate local pH by integrating MNPs with polyanhydrides (or polyesters),

which generate carboxyl groups as their hydrolysis products (Figure 4-2a) [123,124].

MNP heating facilitated the hydrolytic degradation of the polymer, which in turn

led to the rapid decrease in extracellular pH. We applied these chemomagnetic nan-

otransducers to convert an AMF cue into protons for the control of ASICs-mediated

signalling processes in neurons (Figure 4-2b).
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Figure 4-2: Magnetic field-controlled proton generation system for remote acti-
vation of ASICs a, Hydrolytic degradation of polyanhyride and polyester. Water-labile
linkages in polyanhydride and polyester are converted into carboxyl groups following hy-
drolysis. b, An illustration of the wireless proton generating system. MNP heating elevates
temperature inside the nanotransducers and accelerates the hydrolysis of polyanhydride and
polyester. The carboxyl groups generated during the hydrolysis reduce the extracellular pH
and activate neurons by triggering ASICs.
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4.3.1 Nanotransducer Synthesis through Emulsion-Solvent Evap-

oration

As the first step to develop MNP-polymer nanotransducers, we prepared monodis-

perse Fe3O4 MNPs with diameters of 23.8 ± 1.7 nm (Figure 4-3a), which possess

hysteretic heat dissipation rate of ∼ 500 W/g[𝐹𝑒] in AMFs with amplitudes H0 ∼

15 kA/m and a frequency ∼ 500 kHz [139]. Similar particles have been previously

shown to have negligible cytotoxic effects [71]. Motivated by prior research showing

significantly higher temperature inside the sub-micrometer MNP-containing scaffolds

as compared to the bulk ferrofluid during the MNP heating [165], we then designed

MNP-polyanhydride or MNP-polyester nanotransducers, where synthesized MNPs

were embedded inside the nanoscale polyanhydride or polyester scaffolds, respec-

tively (Figure 4-2b). We hypothesized that significant temperature increase within

these nanotransducers would accelerate the hydrolytic degradation of polymers [127]

without comparable changes in temperature of the surrounding solution in AMFs.

We employed poly(sebacic acid) (PSA) and poly(lactic-co-glycolic acid) (PLGA) as

test-beds for demonstrating a proof-of-concept of our chemomagnetic approach to

control local pH. PSA and PLGA are widely investigated polyanhydride or polyester

biomaterials, respectively, due to their biocompatibility, tunable degradation rates,

and well-established fabrication and surface modification methods [123,124,166].

The designed MNP-PSA or MNP-PLGA nanotransducers were synthesized by us-

ing an oil-in-water emulsion-solvent evaporation method [144]. Briefly, the mixtures

of MNPs and PSA or PLGA dispersed in chloroform were emulsified with a high-speed

homogenizer in the presence of the surfactant polyvinyl alcohol dissolved in deionized

water. After evaporation of the chloroform, MNP-PSA or MNP-PLGA nanotrans-

ducers were collected and redispersed in Tyrode’s solution. The percentage of MNPs

in a nanotransducer was defined by the initial MNP-polymer ratio in the chloroform

(Figure 4-3b). Transmission electron microscopy (TEM) images of representative

MNP-PSA and MNP-PLGA nanotransducers with a 1:2 MNP:polymer weight ratio

revealed high-density MNPs embedded within the spherical polymer scaffolds (Figure
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4-3c,d). The diameters of the synthesized MNP-PSA and MNP-PLGA nanotrans-

ducers were measured as 432 ± 87 nm and 203 ± 32 nm, respectively (Figure 4-3e).

Fourier transform infrared (FT-IR) spectrum of MNP-PLGA nanotransducers showed

absorption bands near 1750, 1200, and 1100 cm−1 [167], which could be attributed

to the C=O and two C-O stretching vibrations in the ester, confirming the presence

of PLGA in the nanotransducer. Similarly, the existence of PSA in the MNP-PSA

nanotransducer was confirmed by C=O, C-O, and -CH2- bands in the FT-IR spectra

(Figure 4-4).

Figure 4-3: Synthesis and characterization of MNP and MNP-PSA/MNP-PLGA
nanotransducers a, A transmission electron microscope (TEM) image of synthesized Fe3O4

MNPs. Scale bar: 50 nm. b, An illustration of the synthesis of MNP-PSA and MNP-PLGA
nanotransducers via the emulsion-solvent evaporation method. c-d, Representative TEM
images of a MNP-PSA (c) or a MNP-PLGA (d) nanotransducer (1:2 MNP:polymer weight
ratio), respectively. Scale bar: 100 nm. e, Dynamic light scattering spectra of the MNP-PSA
(red) and MNP-PLGA (blue), illustrating their size distributions.

4.3.2 Extracellular pH Changes Induced by Nanotransducers

We then evaluated the feasibility of applying the synthesized nanotransducers as

wireless proton generators by recording the pH changes of a nanotransducer solu-

tion following exposure to an AMF. Physiologically safe AMFs with amplitudes H0
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Figure 4-4: FT-IR spectra of nanotransducers a, Fourier transform infrared spec-
troscopy (FT-IR) spectra of MNPs (gray), MNP- PLGA nanotransducers (green), and
MNP-PLGA nanotransducers after 10 min of exposure to AMFs (blue). b FT-IR spec-
tra of MNPs (gray), MNP-PSA nanotransducers (green), and MNP- PSA nanotransducers
after 10 min of exposure to AMFs (blue). As anticipated from the modest proportion of the
hydrolyzed bonds (<10%), no noticeable appearance or disappearance of absorp- tion bands
in MNP-PLGA or MNP-PSA were found after AMF stimulation.

∼ 50 kA/m and a frequency ∼ 150 kHz were generated by a custom-designed res-

onant coil [71, 168, 169] and applied to Tyrode’s solutions of nanotransducers (1:2

MNP:polymer weight ratio) with concentrations of ∼ 15 mg/mL. Following AMF ex-

posure, the pH of the collected solution was recorded using a ratiometric pH-indicating

fluorescent dye seminaphtharhodafluor (Figure 4-5a) [170]. After 60 s of exposure to

AMFs, pH of Tyrode’s solution containing MNP-PSA nanotransducers was reduced

from 7.40 to 6.87 ± 0.17. Further exposure to the AMF led to the gradual decrease in

pH to 6.52 ± 0.11 and 6.38 ± 0.22 after 300 s and 600 s, respectively. In the absence

of AMF stimuli, only a slight decrease in solution pH to 7.18 ± 0.07 was observed

even after 1 h of spontaneous hydrolytic degradation at room temperature (Figure

4-5b).

Exposure to the AMF of the MNP-PLGA nanotransducers did not result in signif-

icant pH changes compared to the MNP-PSA nanotransducers. The pH of a solution

loaded with MNP-PLGA nanotransducers was only slightly reduced from 7.40 to

7.30 ± 0.05 and 7.24 ± 0.03 after 300 s and 600 s of exposure to AMFs, respec-

tively. Even in the modified Tyrode’s solution with buffer capacity reduced 10 fold,

MNP-PLGA nanotransducers lowered the solution pH to 6.88 ± 0.06 and 6.60 ± 0.07
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after 300 s and 600 s, respectively, which were smaller changes than those induced

by MNP-PSA nanotransducers in unmodified Tyrode’s solution (Figure 4-5b). The

difference between these two groups can likely be attributed to an intrinsically slower

hydrolysis rate of ester group in PLGA compared to that of anhydride group in

PSA [125]. This observation was further confirmed in a follow-up experiment where

the PSA and PLGA nanospheres were hydrolytically degraded in the absence of AMF

stimuli (Figure 4-6). Together, these data suggest that MNP-PSA nanotransducers

can remotely lower the solution pH in response to AMFs. Furthermore, the proton

release kinetics of the nanotransducers are dependent on polymer chemistry. This

dependency provides an opportunity to tune the release kinetics of the nanotransduc-

ers, minimize their spontaneous degradation before exposure to AMFs, and optimize

their application in vitro or in vivo while reducing thermal effects.

Figure 4-5: Extracellular pH reductions induced by MNP-PLGA/MNP-PSA nan-
otransducers in AMFs a, Experimental scheme for the analysis of proton release kinetics
from nanotransducers in AMFs. AMFs were applied to Tyrode’s solutions containing nan-
otransducers placed into the gap of an electromagnet of a toroid ferrite core. After exposure
to an AMF, the solution was mixed with ratiometric pH indicator (seminaphtharhodafluor)
solution. b, pH changes (mean ± standard deviation) of MNP-PLGA containing Tyrode’s
solution (blue, n=3), MNP-PSA containing Tyrode’s solution (red, n=4), and MNP-PLGA
containing 0.1× Tyrode’s solution (green, n=4) as a function of AMF stimulation time.
First point in each plot represents the pH changes 3600 s after reaction in the absence of
AMF stimuli. c, Calorimetry measurements (mean ± standard deviation) for MNP-PLGA
(blue, n=3) and MNP-PSA (red, n=3) containing Tyrode’s solutions, respectively, before
and during the AMF stimulation.
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Figure 4-6: Temperature-dependent degradation kinetics of PSA and PLGA
nanospheres a, An illustration of the synthesis of PSA and PLGA nanospheres with
emulsion-solvent evaporation method. b, Scanning electron microscopy (SEM) images of
synthesized PSA and PLGA nanospheres. Scale bar: 1 𝜇m. c, pH changes of 6.67 mg/mL
bulk PLGA powder (black), 6.67 mg/mL PLGA nanosphere (blue), and 6.67 mg/mL
PSA nanosphere (red) containing Tyrode’s solutions over time at 85°C. Faster reduction in
solution pH was found in PSA nanosphere group as compared to PLGA nanosphere group.

4.3.3 Mechanistic Studies: Local Heating Effect

Finally, to test our hypothesis that the local heating near the MNPs surfaces

rather than the bulk solution heating (Figure 4-5c), predominately accelerated the

hydrolysis of PSA upon exposure to an AMF, we compared pH and temperature

changes of Tyrode’s solutions containing MNP-PSA nanotransducers and those of the

concentration-matched physical mixtures of MNPs and PSA-only nanospheres after

exposure to AMFs. We anticipated that hydrolysis of PSA nanospheres in physical

mixtures with MNPs would be mainly attributed to the increase in the bulk solution

temperature during ferrofluid heating in the AMF. We found that in contrast to the

solutions of MNP-PSA nanotransducers, the exposure to the AMF stimuli did not

evoke noticeable pH reductions in physical mixtures of MNPs and PSA nanospheres.

The pH of solutions containing physically mixed MNPs and PSA nanospheres was

only slightly reduced from 7.4 to 7.06 ± 0.09 and 7.03 ± 0.03 after 300 s and 600 s

of exposure to AMF, respectively. However, no statistically significant difference in

bulk temperature changes was found between the two groups (Figure 4-7). These find-

ings suggest that the hydrolytic degradation of PSA in MNP-PSA nanotransducers
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is largely driven by the local heat dissipation from MNPs.

Figure 4-7: Local heating effects on the proton release kinetics of nanotransducers
in AMFs a, pH changes of Tyrode’s solutions of MNP-PSA nanotransducers (red, n=4) and
of concentration-matched, physically-mixed MNP and PSA Tyrode’s solutions (gray, n=3)
as a function of AMF stimulation time (one-tailed Student’s t-test, * p < 0.05, ** p < 0.01,
*** p < 0.001). b, Bulk temperature increase of MNP-PSA nanotransducer solutions (red,
n=4) and concentration-matched, physically-mixed MNP and PSA solutions (gray, n=3)
after 60 s of AMF stimulation (one-tailed Student’s t-test, p = 0.25).

98



4.4 Remote Control of Proton-Mediated Cell Signal-

ing In Vitro

4.4.1 Proton-Mediated Ca2+ Influxes in Neurons

To investigate the ability of the nanotransducers to modulate proton-mediated

signaling processes, we applied them to trigger ASICs, which are endogenously ex-

pressed Na+-selective cation channels in the central nervous system [151]. Activation

of ASICs induces entry of Na+ ions into the cells, causing membrane depolariza-

tion and activation of voltage-gated Ca2+ channels [149, 151]. We chose to focus on

hippocampal neurons because of their well-characterized ASIC expression and cul-

ture methods [153, 171]. We recorded the intracellular Ca2+ changes using the green

fluorescent Ca2+ indicator fluo-4 as a proxy for membrane depolarization (Figure

4-8a) [114]. We first confirmed the functionality of endogenously expressed ASICs

in the cultured hippocampal neurons. Consistent with prior studies, [150, 172] we

observed that a rapid extracellular pH reduction induced Ca2+ influxes into the neu-

rons. When exposed to an acidified medium with pH of 6.8, the normalized fluo-4

fluorescence (∆F/F0) in the neurons increased by 24 ± 7 %. Ca2+ influx into the

neurons at identical conditions was greatly diminished by the addition of 500 𝜇M of

the non-specific ASIC blocker amiloride, [149] indicating that Ca2+ influxes observed

in the hippocampal neurons in reponse to pH decrease are predominately mediated

by ASICs (Figure 4-8b).

Acid-evoked Ca2+ responses in the hippocampal neurons were further enhanced

following viral transgene delivery and over-expression of ASIC1a, the predominant

ASIC subunit in the central nervous system [149]. To enhance the expression lev-

els of ASIC1a, neurons were transduced with lentivirus carrying ASIC1a transgene

along with a fluorescent protein mCherry separated by the post-transcriptional cleav-

age linker p2A under the excitatory neuronal promoter calmodulin kinase II 𝛼-subunit

(Lenti-CaMKII𝛼::ASIC1a-p2A-mCherry). The expression of mCherry-tagged ASIC1a

was confirmed via fluorescent imaging in the transduced neurons (Figure 4-8c). The
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ASIC1a-overexpressing (ASIC1a+) neurons showed a robust fluo-4 fluorescence in-

crease (∆F/F0 ∼ 137 ± 12 %) following the injection of an acidified medium with

pH of 6.8 (Figure 4-8d). At identical extracellular pH conditions, ASIC1a+ neurons

exhibited significantly higher Ca2+ influxes as compared to genetically intact neurons

(Figure 4-8e). Addition of the amiloride has similarly led to a decrease in proton-

mediated Ca2+ influxes in ASIC1a+ neurons, akin to our observation in the genetically

intact cultures (Figure 4-8b).

Figure 4-8: Proton-mediated Ca2+ influxes in hippocampal neurons a, A schematic
illustrating proton-mediated Ca2+ responses in the hippocampal neurons. Acidic extracel-
lular environment leads to the depolarization of the cell membrane by triggering cation
(Na+/Ca2+) permeable ASICs, followed by the activation of voltage-gated Ca2+ channels
(VGCCs). b, Normalized fluo-4 fluorescence profiles averaged across 100 genetically in-
tact neurons (red) and 100 ASIC1a-overexpressing (ASIC1a+) neurons (blue) following the
rapid infusion of acidified medium (pH=6.8) at 30 s. At the same experimental condition,
the proton-mediated Ca2+ influxes were greatly diminished by the addition of ASICs blocker
amiloride to 100 native neurons (black) and 100 ASIC1a+ neurons (green). Solid lines and
shaded areas represent the mean and standard error of the mean (s.e.m.), respectively. c,
A fluorescent image of ASIC1a+ neurons. Scale bar: 50 𝜇m. d, Representative fluo-4 fluo-
rescent images of ASIC1a+ neurons before and after the infusion of acidified medium (pH
6.8), showing robust Ca2+ influx in ASIC1a+ in respond to acidic environment. Scale bar:
50 𝜇m. e, Extracellular pH dependent maximum of normalized fluo-4 fluorescence increases
(mean± s.e.m.) averaged across 100 native neurons (red) and 100 ASIC1a+ neurons (blue)
during 60 s of measurement.
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4.4.2 Neuronal Activation by Nanotransducers Under Mag-

netic Fields

We next examined whether our nanotransducers could similarly trigger ASICs.

Before applying AMF stimulation, we confirmed that both MNP-PSA and MNP-

PLGA nanotransducers did not evoke significant cytotoxic responses in vitro. To

elicit robustly measurable Ca2+ responses, we used ASIC1a+ neurons and MNP-PSA

nanotransducers. ASIC1a+ neurons immersed in Tyrode’s solution containing MNP-

PSA nanotransducers (15 mg/mL, 1:2 MNP:PSA weight ratio) were exposed to AMFs

for 60 s with the parameters previously shown to evoke the reduction of extracellular

pH from 7.40 to 6.87 (50 kA/m at 150 kHz). Here, the MNP-PSA nanotransducer

concentration and MNP-PSA ratio were optimized to induce a significant pH reduc-

tion required for ASIC activation (pH for half-maximum responses pH50 ∼ 6.8) [151],

while reducing non-specific thermal effects (Figure 4-9, Figure 4-10, Figure 4-11) [173].

Note that the resulting solution temperature following AMF application was 36 ℃,

which is below the activation threshold for thermosensitive ion channels [71, 173].
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Figure 4-9: Effects of the MNP-PSA ratio on changes in extracellular pH and
temperature of MNP-PSA nanotransducer solutions a, pH changes (mean ± stan-
dard deviation, n=3) in Tyrode’s solutions of MNP-PSA nanotransducers as a function of
the MNP-PSA ratio. Here, identical amounts of PSA were utilized and MNP contents were
tailored accordingly. The pH of a solution was measured after 300 s of exposure to AMFs.
b, Bulk temperature increases (mean ± standard deviation, n=3) in Tyrode’s solutions of
MNP-PSA nanotransducers 60 s after the AMF stimulation as a function of the MNP-PSA
ratio. Significant temperature increases (> 18°C, starting temperature: 25°C, final temper-
ature: > 43°C) were found in solutions with the ratio of MNP to PSA above 1.

Figure 4-10: Effects of nanotransducer concentration on changes in extracellular
pH and temperature of MNP-PSA nanotransducer solutions a, pH changes (mean
± standard deviation) of MNP-PSA nanotransducers containing Tyrode’s solution (n=3) as
a function of the nanotransducer concentration. Here, the pH of a solution was measured
after 300 s of exposure to AMFs. b, Bulk temperature increases (mean ± standard devia-
tion) of MNP-PSA nanotransducers containing Tyrode’s solution (n=3) 60 s after the AMF
stimulation as a function of the nanotransducer concentration.
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Figure 4-11: Ca2+ responses in native and ASIC1a+ neurons evoked by MNP-PSA
nanotransducers with various concentrations a-b, Individual fluo-4 fluorescence traces
for 100 native (a) and ASIC1a+ neurons (b) at different MNP-PSA nanotransducer concen-
trations. AMFs were turned on at 30 s and applied for 60 s (dashed lines). F0 was obtained
by averaging the fluorescence intensity during the initial 10 s of measurement. (a) Temper-
ature increase (∼ 24 °C, starting temperature: 25 °C, final temperature: ∼ 49 °C) mediated
by the nanotransducer solution with concentration of 30 mg/mL evoked sustained and ro-
bust Ca2+ influxes. In contrast, no significant heating effect of ∼ 15 mg/mL nanotransducer
solution (temperature increase: ∼ 11 °C, starting temperature: 25 °C, final temperature:
∼ 36°C) was found in native neurons. (b) No noticeable Ca2+ influxes were observed in
ASIC1a+ neurons in the presence of the nanotransducer solutions with concentration of ∼
7.5 mg/mL, due to the insignificant pH reduction after AMF stimulation.
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After ∼ 32 s of exposure to AMFs, noticeable Ca2+ influxes were found in the

ASIC1a+ neurons (Figure 4-12a). Significantly greater proportion of ASIC1a+ neu-

rons exhibited Ca2+ influxes (as identified by ∆F/F0 ≥ 10%) in response to the AMF

stimulation in the presence of MNP-PSA nanotransducers as compared to control

groups, which included neurons immersed in MNP-PSA nanotransducer solutions and

not subjected to the AMF stimulation, neurons subjected to the AMF stimulation

in the presence of PSA-only nanospheres, and neurons immersed in bulk MNP-only

solutions without PSA and subjected to the AMF (Figure 4-12a-d). These find-

ings indicate that proton release from the nanotransducers during AMF stimulation

dominates over other potential mechanisms leading to Ca2+ influxes, including spon-

taneous hydrolytic degradation of PSA, which might result in the reduction in the

local pH, or the increase in the bulk solution temperature mediated by the MNPs,

which could potentially cause depolarization and action potentials in neurons [173].

Indeed, a small fraction of neurons exhibited Ca2+ influx in response to the AMF-

driven temperature increase in MNP solutions without PSA, however the extent of

the response was significantly lower than that observed in the presence of MNP-PSA

nanotransducers (Figure 4-12e). Moreover, Ca2+ influx into ASIC1a+ neurons in the

presence of the nanotransducers and AMF stimulation was greatly blocked by the ad-

dition of amiloride, further supporting that Ca2+ responses in the ASIC1a+ neurons

are mainly attributable to proton generation by the nanotransducers.

104



Figure 4-12: Remotely controlled proton generation triggers ASICs and induces
Ca2+ influxes in ASIC1a+ neurons a-d, Individual fluo-4 fluorescence traces for 100
ASIC1a+ neurons at different experimental conditions. AMF(-) in (b) indicates that AMF
is not applied during the measurement. MNP(-) in (c) and PSA(-) in (d) indicate PSA-only
control particles without MNP (c) and concentration-matched MNP-only solutions without
PSA (d). AMFs were turned on at 30 s and applied for 60 s (dashed lines). Averaged ΔF/F0

and individual fluo-4 fluorescence traces were analyzed with 100 neurons randomly selected
from three independently conducted experiments. e, The percentages (mean ± s.e.m.) of
the stimulated ASIC1a+ neurons (as identified by ΔF/F0 ≥ 10% ) at different experimental
conditions (one-way ANOVA, n = 3 plates, F3,8= 11.70, p = 0.0027, ** p < 0.01). Post-hoc
Tukey’s honest significant difference method was used for pairwise comparison.
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4.5 In Vivo Application of Nanotransducers for Wire-

less Neuromodulation

4.5.1 Theoretical pH and Temperature Profiles In Vivo

To explore the potential feasibility of future applications of the nanotransducers

in vivo, we employed a finite element model (FEM) to approximate local pH and

temperature changes induced by MNP-PSA nanotransducers in the buffering system

of the brain. In this model, 1 𝜇L of MNP-PSA nanotransducer solution (15 mg/mL,

1:2 MNP:PSA weight ratio) used for in vitro studies was injected into the brain.

Based on experimentally observed pH and temperature changes induced by identical

experimental conditions in vitro (Figure 4-5), we calculated the theoretical proton

and heat flux of nanotransducer solutions in AMFs. A mean-field approximation was

made to estimate the bulk homogeneous reaction rate for the simulation derived from

the rate of heterogeneous surface reactions occurring on individual nanotransducers.

After 60 s of exposure to AMFs, the MNP-PSA nanotransducer solution caused a

noticeable pH reduction (< 6.8) inside the injected fluid volume (Figure 4-13a,c).

After turning off the AMF, the pH gradually recovered over time (Figure 4-13b,d).

At the same AMF conditions, no significant temperature increase (< 1 ℃) was found

between the injection site and the surrounding environment (Figure 4-13e,g). The

small temperature gradients disappeared in 120 s in the absence of AMF stimulation

(Figure 4-13f,h), owing to the higher diffusivity of heat compared to mass. It should

be noted that MNP concentration (and iron content, 3.6 mg[𝐹𝑒]/mL) in our system

is significantly smaller than that of the ferrofluids (50-100 mg/mL) commonly used

for thermal stimulation of electroactive cells in vivo [71,164]. A finer meshing scheme

yielded identical results, and turning off the heat sink into the brain recovered the

in vitro findings. Along with our experimental observations during in vitro Ca2+

imaging, these numerical results suggest that our approach could, in the future, be

applied to target acid-sensing neurons, such as those in the amygdala [174] (Figure

4-14), while avoiding non-specific thermal effects.
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Figure 4-13: Calculated pH and temperature profiles within and around a 1 𝜇L
MNP-PSA nanotransducer solution in vivo a-b, Calculated pH profiles within and
around a 1 𝜇L injection of MNP-PSA nanotransducer solution in the buffering system of
cerebral spinal fluid (CSF) at 0 s and 60 s of AMF stimulation (a), and 60 s or 1800 s after
the AMF stimulation is turned off (b). Black circle indicates the CSF/injection interface.
Scale bar: 1 mm. c-d, The corresponding values for the pH at the center of the injection and
at the interface. e-f, Calculated temperature profiles within and around the same injection
at 0 s and 60 s of the identical AMF stimulation (e), and 60 s or 1800 s after the AMF
stimulation is turned off (f). Black circle indicates the CSF/injection interface. Scale bar:
1 mm. g-h, The corresponding values for the temperature at the center of the injection and
at the interface.

Figure 4-14: ASIC expression in BLA and vHPC of the mouse brain Representative
confocal images of basolateral amygdala (BLA) and ventral hippocampus (vHPC) of a wild-
type mouse (Male C57BL/6, Jackson Lab). High endogenous ASIC1 expression levels can
be found in the BLA. Scale bar: 50 𝜇m.
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4.5.2 Control of Breathing Responses with Nanotransducers

Among diverse acid-sensitive brain regions, we targeted the retrotrapezoid nucleus

(RTN), a well-characterized respiratory chemoreceptor, to investigate the feasibility

of the nanotransducers in vivo. It has been known that RTN neurons can detect acidic

environments, such as an increase in CO2 partial pressure, through two types of proton

receptors (TASK2, GPR4) expressed in these neurons. When exposed to the acidic

environments, the firing rates of RTN neurons increases through the interactions

between these proton receptors and protons. Changes in the firing rates of RTN

neurons ultimately influence the breathing patterns of the subjects by affecting their

projections in brainstems that regulates respiratory responses, such as the ventral

respiratory column and nucleus of the solitary. [175,176].

We first confirmed the functionality of RTN neurons by recording the breathing

responses of anesthetized mice under different CO2 partial pressure conditions. For

the recordings, anesthetized mice were placed inside the recording chamber, and air

(0.04 % CO2) or 10 % CO2 balanced with air were delivered to the chamber. The

breathing response of the mice was recorded with a pressure sensor connected to the

recording chamber, and the voltage signals converted by the pressure sensor were

amplified by a custom-designed signal amplifier. Consistent with prior studies [175,

176], we found that an acute increase in partial pressure of CO2 (10 % CO2 balanced

with air) inside the chamber accelerated breathing rates of the mice (phases 2, 4 in

Figure 4-15). On the other hand, when we reduced the partial pressure of CO2 by

delivering air gas, the breathing rates of the mice decreased to normal levels (phases

3, 5 in Figure 4-15). These experiments corroborated that the breathing response of

mice is sensitive to pH changes in the brain.

We then investigated whether our nanotransducers can similarly regulate breath-

ing responses of anesthetized mice by acidifying the RTN neurons under magnetic

fields. We injected MNP-PSA nanotransducer solutions or control particle solutions

(concentration-matched MNP-only solutions without PSA or PSA-only particles with-

out MNP solutions) into the RTN (coordinates relative to bregma: - 6.4 mm anteri-
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orposterior, ± 1.3 mm mediolateral, and - 6.2 mm dorsoventral) of the mice utilizing

a microinjection apparatus. After injection, the anesthetized mice were transferred to

a custom-designed coil (working volume: ∼ 7 cm in diameter and ∼ 5 cm in height),

which can produce AMFs with amplitude H0 ∼ 40 kA/m at a frequency ∼ 164 kHz.

The mice were then connected to the recording nose cone inside the coil, which has

constant air delivery to avoid accumulation of CO2 inside the chamber (Figure 4-16).

Finally, the mice were exposed to a sequence of three AMF cycles (60 s ON period

followed by 180 s OFF rest periods). The breathing responses of the mice were si-

multaneously recorded with a pressure sensor connected to the chamber. We found

that the breathing frequencies of mice that had been injected with MNP-PSA nan-

otransducers gradually increased after AMF stimulation, whereas negligible changes

in breathing patterns were found in the control groups, including mice only subjected

to AMF stimulation, mice subjected to AMF stimulation and injection of PSA-only

nanospheres, and mice injected with bulk MNP-only solutions and subjected to AMF

(Figure 4-17). These results demonstrated that MNP-PSA nanotransducers can re-

motely modulate animal behaviors by activating acid-sensing brain structures under

AMFs.
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Figure 4-15: Breathing responses of anesthetized mice under various CO2 par-
tial pressure conditions a, A representative breathing pattern of the anesthetized mouse
recorded by a pressure sensor at various CO2 partial pressure conditions. b-k, Enlarged
voltage traces (breathing patterns) of the mouse as a function of time (left) and Fourier
transform of the voltage traces to extract characteristic frequencies (breathing rates of the
mouse) (right). The characteristic frequencies increased upon delivery of 10 % CO2 balanced
with air (from phase 1 to phase 2 and from phase 3 to phase 4).
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Figure 4-16: Respiration recording system integrated with the custom-designed
AMF coil After injection of nanotransducers into the RTN, an anesthetized mouse is con-
nected to the breathing recording chamber. Air is constantly delivered to the recording
chamber through the gas line, and AMFs are produced by the coil.
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Figure 4-17: Increased breathing rates of mice induced by MNP-PSA nanotrans-
ducers under AMFs a, A representative breathing pattern of the anesthetized mouse
injected with MNP-PSA nanotransducers under AMFs. AMFs were applied for 60 s at
times 𝑡1 = 60 s, 𝑡2 = 300 s, and 𝑡3= 540 s during the recordings. b, Characteristic frequen-
cies (breathing rates of the mouse) extracted by Fourier transform of (a) as a function of
time. c, Normalized breathing rate change (Δw/w0, where w0 indicates the breathing rate
during the initial 20 s of measurement) as a function of time. d, Maximum of normalized
breathing rate change (Δw/w0, mean ± s.e.m.) during recordings (one-way ANOVA, n
= 3 or 4 per each group, F3,10= 8.07, p = 0.005, ** p < 0.01). Post-hoc Tukey’s honest
significant difference method was used for pairwise comparison.
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4.6 Discussion and Conclusion

We created a tool to locally lower the pH of targeted regions on-demand in response

to a non-invasive AMF cue. Rationally designed nanotransducers based on MNPs and

PSA composites converted a magnetic stimulus into proton mass transfer via ther-

mally triggered hydrolysis of an anhydride group. This enabled remotely controlled

activation of acid-sensing neurons in vitro. Finally, we demonstrated that these nan-

otransducers can remotely modulate activity of acid-sensing neurons in a deep brain

structure of mice and alter the breathing responses of mice under AMFs. As AMFs

permit wireless targeting of structures deep within the body, nanotransducers can

be applied to modulate diverse acid-sensing neurons in the brain, advancing the un-

derstanding of proton-mediated processes in the nervous system. Furthermore, our

approach potentially provides a platform to investigate proton-mediated biochemical

and physiological processes, such as enzymatic reactions [147], protein folding [177],

and immune response [178].
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Chapter 5

Magnetochemical Control of Redox

Cofactor Chemistry

5.1 Summary

This Chapter is based on J. Park et al., Angew. Chem. Int. Ed., 2021 [179].

Redox cofactors mediate many enzymatic processes and are increasingly em-

ployed in biomedical and energy applications. Exploring the influence of external

magnetic fields on redox cofactor chemistry can enhance our understanding on mag-

netic field-sensitive biological processes and allow the application of magnetic fields

to modulate redox reactions involving cofactors. Through a combination of experi-

ments and modeling, we investigate the influence of magnetic fields on electrochemical

reactions in redox cofactor solutions. By employing flavin mononucleotide (FMN) co-

factor as a model system, we characterize magnetically induced changes in Faradaic

currents. We find that radical pair intermediates have negligible influence on current

increases in FMN solution upon application of a magnetic field. The dominant mech-

anism underlying the observed current increases is the magneto-hydrodynamic effect.

We extend our analyses to other diffusion-limited electrochemical reactions of redox

cofactor solutions and arrive at similar conclusions, highlighting the opportunity to

use this framework in redox cofactor chemistry (Figure 5-1).

115



Figure 5-1: A schematic illustrating the control of flavin redox chemistry with
magnetic fields
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5.2 Background and Motivation

5.2.1 Radical Pair and Singlet-Triplet Interconversion

A radical pair, which is composed of two unpaired electrons, plays an important

role as an intermediate in the numerous chemical reactions. Generally, radical pairs

are formed during the cleavage of the covalent bond in single molecule or an electron

transfer process between two molecules (Equation5.1):

𝑅1 −𝑅2 −→ 𝑅∙
1 + 𝑅∙

2

𝐴 + 𝐵 −→ 𝐴∙+ + 𝐵∙−
(5.1)

These processes follow the Wigner spin conservation rule; when starting molecules

(R1-R2, A, and B) are singlets (S=0), the resulting primary radical pairs (R∙
1 + R∙

2 or

A∙+ + B∙−) should be also in the singlet states [180]. After formation of the primary

radical pair, its spin state is no longer stationary. Instead, the initial spin state

is gradually evolved into the mixed singlet (S=0) and triplet (S=1) state through

singlet-triplet intersystem crossing.

Intersystem crossing can be visualized with the simplified vector model of electron

spin (Figure 5-2). All triplet and singlet states can be labeled with upward spin (𝛼)

and downward spin (𝛽), which are pointing in the direction of an arbitrary magnetic

field and that opposed to the magnetic field, respectively. The three triplet states of

a radical pair are denoted as 𝑇+, 𝑇−, and 𝑇0 and each state has spin configuration

of 𝛼𝛼, 𝛽𝛽, and 1√
2
(𝛼𝛽+𝛽𝛼), respectively. In the case of singlet state (S), its spin

configuration can be labelled as 1√
2
(𝛼𝛽-𝛽𝛼). The vectoral difference between 𝑇0 and

S states is phasing of two spin function products (𝛼𝛽 and 𝛽𝛼); two spin products

(vectors) are 0° out of phase in 𝑇0 state, whereas these two spin products (vectors)

are 180° out of phase in S state. During the intersystem crossing, 𝑇0 and S states can

be interconverted by rewinding one spin vector relative to each other by 180°. This

type of transition between 𝑇0 and S is called as spin rephasing transition. On the

other hand, a transition between 𝑇+, 𝑇− and S, 𝑇0 cannot be achieved with simple

rewinding of one spin vector relative to others. Instead, spin vector should be flipped
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to convert into other states (spin-flip transition) during the intersystem crossing [180].

Figure 5-2: Simplified vector model of radical pair spin states Reprinted from [181].

Then, what factors lead to these spin transitions during intersystem crossing in

a radical pair? The first is spin-orbit coupling (SOC) between the spin angular

momentum of the unpaired electron and its orbital motion [182]. The SOC interaction

perturbs the system, so that the spin quantum number (S) is no longer conserved

anymore. However, it should be noted that SOC effect is not significant in the case of

small organic radicals without containing heavy atoms [181]. More generalized factor

that drives intersystem crossing is the hyperfine interaction between the spin in the

molecule and its magnetic nuclei [182, 183]. The spin can experience an internal

magnetic field generated from the nuclei of its own molecule. In the presence of

the internal hyperfine field (B𝐻𝐹𝐼), spins tend to precess about the direction of the

hyperfine field. If two spins in a radical pair experience different internal magnetic

fields, their precession rates would be different, so that the spin rephasing transition

between S and 𝑇0 can be possible. In addition to the spin rephasing transition, as the

direction of B𝐻𝐹𝐼 is random, hyperfine interaction leads to the spin-flip transitions

between 𝑇+, 𝑇− and S, 𝑇0. Finally, the primary radical pair with either pure singlet or

triplet state can evolve into an admixture of S, 𝑇+, 𝑇0, and 𝑇− with the aid of hyperfine

interaction. Likewise, this hyperfine interaction inside the molecule perturbs the

system (i.e., [B𝐻𝐹𝐼 , S2] ̸= 0) and allow the spin quantum number (S) to be changed.

Instead, total angular momentum of molecule (F) is conserved.
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5.2.2 Radical Pair Mechanism

An important feature is that only singlet radical pair can be participated in radical

recombination reactions, including the reverse reactions of their formation processes,

due to the spin conservation rule [180, 183]. Therefore, we can expect that the rate

of spin evolution (intersystem crossing rate) is critical in determining the lifetime of

these radical pairs and the kinetics of their recombination reactions. For example, if

the intersystem crossing rate of primary radical pair with the initial singlet state is

slowed down, we can expect that the lifetime of the radical pair decreased due to the

enhanced radical recombination reactions. Additionally, when these recombination

reactions are rate-determining steps in overall chemical reactions, intersystem crossing

rate can influence the overall kinetics of the chemical reactions and even product

yields [180,181,183].

The rate of spin evolution driven by hyperfine interaction can be influenced by

the external magnetic field (B0) [182]. In the presence of the external magnetic field,

spins now experience the overall magnetic field (B𝑡𝑜𝑡), which is a vector sum of the

external magnetic field (B0) and internal hyperfine fields (B𝐻𝐹𝐼): B𝑡𝑜𝑡 = B0 + B𝐻𝐹𝐼

(Figure 5-3a). When the external magnetic field strength is much larger compared to

the internal hyperfine field strength, the overall magnetic field is dominated by the

external magnetic field. Therefore, the spins now tend to precess around the external

magnetic field, precluding spin-flip transitions between 𝑇+, 𝑇− and S, 𝑇0. In this case,

only spin-rephasing transitions between S and 𝑇0 can be possible. In this regard, in

the presence of external magnetic field, the overall kinetics (rate) of spin evolution

can be slowed down (Figure 5-3b).

Detailed magnetic field effects on the chemical reactions involving radical pairs

can be estimated by solving differential equations [183–185]. Let’s first consider the

most simplified case. The radical pair (A∙+ + B∙−) is generated from reactants (A

+ B) through electron transfer process. This radical pair is evolved into admixture

of singlet (S) and three triplet (𝑇+, 𝑇−, and 𝑇0) states through hyperfine interaction.

Among these four states, only singlet radical pair 1(A∙+ + B∙−) can undergo the
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Figure 5-3: Effects of external magnetic fields on hyperfine-induced intersystem
crossing of the radical pair a, Schematics for magnetic field effects on hyperfine-induced
intersystem crossing of the radical pair. Reprinted from [182]. b, Calculated time-evolution
profiles of the fraction of singlet radical pair in the absence (black) or presence (orange) of
a weak external magnetic field. Reprinted from [183].

reverse reaction of its formation (A∙+ + B∙− −→ A + B) due to the spin conservation

rule. Then, we can calculate the time-dependent changes in concentration of reactants

and the radical pair in the presence or absence of magnetic field with the following

differential equations (Equation5.2):

𝑑[𝐴]
𝑑𝑡
≈ −(𝑘𝑎)[𝐴] + 𝑘𝑟[𝑆]

𝑊𝑖𝑡ℎ𝑜𝑢𝑡 𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 𝑓𝑖𝑒𝑙𝑑 : 𝑑[𝑆]
𝑑𝑡
≈ −(𝑘𝑟 + 3𝑘𝐻𝐹𝑀)[𝑆] + 𝑘𝐻𝐹𝑀([𝑇0] + [𝑇+] + [𝑇−])

𝑊𝑖𝑡ℎ 𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 𝑓𝑖𝑒𝑙𝑑 : 𝑑[𝑆]
𝑑𝑡
≈ −((𝑘𝑟 + 𝑘𝐻𝐹𝑀)[𝑆] + 𝑘𝐻𝐹𝑀([𝑇0])

(5.2)

Here, 𝑘𝑎, 𝑘𝑟, and 𝑘𝐻𝐹𝑀 are rate constants for forward, reverse reactions of the

radical pair formation and intersystem crossing rate of a radical pair induced by

hyperfine interaction.

More complicated cases can be also estimated in a similar fashion. Let’s as-

sume that one of the radicals (A∙+ + B∙−)) now participates in the formation of

another product (C), such as the addition of a hydrogen ion to the radical (B∙−

+ H+−→ 𝐵𝐻∙ ) (spin-independent process) (Figure 5-4a) [184]. Both (B∙−) rad-

ical in singlet and triplet radical pairs can participate in this formation, as neither

breaks down the spin conservation rule. The time-dependent kinetics of the formation
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of product (C) and radical pairs can be calculated by solving following differential

equations(Equation5.3):

𝑑[𝐶]
𝑑𝑡
≈ −(𝑘𝑐)([𝑆] + [𝑇0] + [𝑇+] + [𝑇−])

𝑊𝑖𝑡ℎ𝑜𝑢𝑡 𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 𝑓𝑖𝑒𝑙𝑑 : 𝑑[𝑆]
𝑑𝑡
≈ −(𝑘𝑟 + 3𝑘𝐻𝐹𝑀 + 𝑘𝑐)[𝑆] + 𝑘𝐻𝐹𝑀([𝑇0] + [𝑇+] + [𝑇−])

𝑊𝑖𝑡ℎ 𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 𝑓𝑖𝑒𝑙𝑑 : 𝑑[𝑆]
𝑑𝑡
≈ −((𝑘𝑟 + 𝑘𝐻𝐹𝑀 + 𝑘𝑐)[𝑆] + 𝑘𝐻𝐹𝑀([𝑇0])

(5.3)

Here, 𝑘𝑐 is the rate constant for the formation of product (C). Figure5-4 shows the

representative changes in the radical pair and the product (C) concentration along

the reaction time calculated by solving differential equations.

Figure 5-4: Influence of external magnetic fields on radical-pair involving chemical
reactions a, Simplified radical-pair involved reaction scheme. b-c, Effect of a weak external
magnetic field on fraction of the singlet radical pair 1(𝐴∙+ + B∙−)) and the yield of final
product (C) over time. Solid colored and gray lines represent the calculated fraction of singlet
radical in the presence or absence of magnetic field, respectively. Dashed lines indicate the
yield of the final product (C) in the presence of magnetic field. Difference between panel b
and c is the direction of the magnetic field (90𝑜 shift) Reprinted from [183].
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Interestingly, in the presence of an extremely strong external magnetic field, the

rate of spin evolution can be accelerated through so-called ∆ g mechanism [180].

Under this condition, spin-flip transitions are still suppressed; however, spin-rephasing

transitions between S and 𝑇0 can be greatly accelerated. This is because the precession

frequency difference (∆ w) between two spins, which can cause the spin-rephasing

transitions between S and 𝑇0, is linearly proportional to the overall magnetic field

strength: ∆w ∝ ∆ g × 𝐵𝑡𝑜𝑡. As spin-rephasing transition requires rewinding one

spin vector relative to each other by 180°, we can express its rate (𝑘𝑇𝑆) as ∆w/𝜋

(Figure 5-5a) [181]. Therefore, the rate of spin-rephasing transition (𝑘𝑇𝑆) can be

largely enhanced under the strong external magnetic field (Figure 5-5b).

Figure5-5 summarizes the external magnetic field effect on the rate of spin evo-

lution (intersystem crossing) [181, 186]. Under the weak external magnetic field,

the magnetic field decreased the rate of spin evolution by suppressing the hyperfine-

induced spin-flip transitions between 𝑇+, 𝑇− and S, 𝑇0. As the external magnetic field

strength increases, the rate of spin evolution starts to increase through ∆ g mecha-

nism. Likewise, these two counteracting magnetic field effectss allow us to accelerate

or deaccelerate the rate of spin evolution with the external magnetic field strength.

Figure 5-5: Different magnetic field effects on singlet-triplet transition of the
radical pair depending on the field intensities a, Schematic description of the spin
rephrasing transition between T0 and S. b, Summarized magnetic field effects on intersystem
crossing rate of the radical pair. When the magnetic field strength becomes larger than the
magnitude of hyperfine interaction, magnetic field suppresses the hyperfine-induced spin-flip
transitions between T+, T− and S, T0. Under the much stronger magnetic field, intersystem
crossing rate is determined by Δ g mechanism. c, Representative magnetic field effects on
reaction yields along the magnetic field strength. Weak magnetic field and strong magnetic
field play opposite roles in determining the reaction yields in the system (B𝑚: field at
maximum yield (R𝑚) and B𝑐: zero-line crossing field). Reprinted from [180,181].
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5.2.3 Magnetoreception Based on Flavin Radical Pair

There is growing evidence that the radical pair mechanism plays important roles

in the magnetoreception process in some bird species [183, 184, 187, 188]. In detail,

it has been proposed that radical pairs generated in cryptochromes, a class of flavo-

proteins, could be the core units for magnetic sensing in these species (Figure 5-6a).

Intraprotein electron transfer from the conserved tryptophane (TrpH) residues to the

photoexcited flavin adenine dinucleotide cofactor (FAD) generates the first radical

pair (RP1), (FAD∙−-TrpH∙+), within a 1 𝜇s timescale (Figure 5-6b). This radical

pair (RP1) is magnetic-sensitive and only singlet RP1, 1(FAD∙−-TrpH∙+), undergoes

the reverse electron transfer reaction to yield FAD and TrpH. At the same time,

both singlet and triplet RP1 participate in the formation of a secondary radical pair

(RP2, FADH∙-Trp∙), which can potentially trigger the signal transduction cascade

for magnetorecption in these bird species, through the proton transfer process (spin-

independent process) [183].

It should be noted that these chemical reactions involving RP1 and RP2 in cryp-

tochromes are similar to the cases described in Equation5.3, where FAD, TrpH, and

RP2 are analogous to the reactants (A, B) and product C, respectively. Therefore,

the reaction yield of RP2, a potential signaling chemical for magnetoreception, can be

changed depending on the strength of external magnetic field. Indeed, approximately

1% of magnetic field effects on the reaction yield of RP2 has been experimentally

reported in the cryptochrome at the applied field of 1 mT [184, 189]. Theoretical

calculations further supported this hypothesis by showing that the reaction yield of

RP2 can be changed by 0.1 % by the earth magnetic field at around 50 𝜇T [190].

5.2.4 Magneto-hydrodynamic Effect

5.2.5 Motivation

Redox cofactors take on multitude of roles in biological processes and are essential

mediators in many enzymatic reactions [191, 192]. The redox cofactors flavin ade-

nine dinucleotide (FAD) and flavin mononucleotide (FMN), for example, are involved
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Figure 5-6: Magnetic-field sensitive, FAD-TrpH radical pair in cryptochrome a,
Schematics for the formation of radical pair in cryptochrome. Green arrows indicate the
sequential electron transfer from TrpH to FAD. b, Detailed reaction pathway (formation,
intersystem crossing, elimination, and transition) of the radical pair. Reprinted from [183].

in electron transfer in flavoproteins, which regulate oxidative stress and photosyn-

thesis [193–195]. Given their electron transfer properties, redox cofactors have been

employed as building blocks in applications ranging from batteries and fuel cells to

sensors [196–198].

As previously described in Section5.2.3, recent studies have suggested that mag-

netic fields influence the chemistry of redox cofactors in biological systems. In detail,

it has been proposed that external magnetic fields could affect the singlet-triplet inter-

conversion rate of FAD-based radical pairs formed in the flavoprotein cryptochrome.

The effect of the magnetic field on the spin symmetry of the radical pair in the cryp-

tochrome has been suggested as one of the possible origins of magnetoreception, a

mechanism that allows certain species to sense Earth’s magnetic field [183, 183, 187].

Given the importance of redox cofactors in biology and the growing interest in these

molecules for engineering applications, it is essential to develop a mechanistic un-

derstanding of the redox behavior of these systems under the influence of magnetic

fields.

124



5.3 Magnetic Control of Flavin Chemistry

5.3.1 Model System: Electrochemical Reactions of Flavin So-

lutions

Unfortunately, it has been extremely challenging to investigate flavin chemistry in

flavoproteins, including cryptochrome, under magnetic fields due to their complicated

structures and reaction pathways. In this regard, we investigated the influence of

magnetic fields on flavin chemistry by leveraging the electrochemical reduction of

FMN as a simplified model system. As shown in Figure5-7, electrochemical reactions

of FMN involve the formation of a radical intermediate (FMNH∙), implying that the

electrochemical behavior of flavin could be magnetic-field sensitive similar to the flavin

radical pair in cryptochrome (Figure 5-6). Furthermore, electrochemical reduction of

FMN to FMNH2 in aqueous solutions is a 2e−/2H+ process, like what occur in various

flavoproteins [199,200].

We explored the influence of the magnetic field on electrochemical reduction re-

actions at various applied voltages, field intensities, and electrode configurations. We

proposed several putative radical pair-based mechanisms and tested whether magnetic

field-induced current increases in FMN solution were mediated by radical pair inter-

mediates. Employing a combined experimental and theoretical approach, we found

that the intermediates had negligible influence on current changes in FMN solution.

Instead, our analyses suggest that the magneto-hydrodynamic effect is predominantly

responsible for the magnetic field sensitivity of FMN solution, which is further con-

firmed for a range of electrochemical reactions involving other redox cofactors.

Figure 5-7: A Schematic for electrochemical reduction of FMN to FMNH2

through the formation of FMNH radical intermediate (FMNH∙)
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5.3.2 Design of Electromagnetic-Electrochemical Apparatuses

To examine whether redox behavior of FMN is sensitive to magnetic fields, we

built a three-electrode electrochemical cell, which was integrated into a high-power

electromagnet comprised of two coils to generate a uniform magnetic field along the

x-direction. Housed in a nuclear magnetic resonance tube (7.5 mm in diameter),

two platinum (Pt) wires (500 𝜇m in diameter), which served as cathode and anode,

were aligned in parallel to the z-axis and positioned 5 mm apart along the x-axis.

The Ag/AgCl pseudo-reference electrode was located between the two Pt electrodes

(Figure 5-8). A solution of FMN (20 mM) in phosphate buffered saline (PBS) was

used as an electrolyte.

Figure 5-8: Schematics for the electromagnetic-electrochemical apparatus with
Pt wire electrodes a, An experimental setup using Pt wire electrodes to investigate the
influence of the magnetic field on the electrochemical reduction of FMN solutions. b, A
schematic illustrating magnetic field direction and three-electrode cell configuration used for
electrochemical analyses.

5.3.3 Magnetically-induced Changes in Faradaic Currents

The influence of magnetic field on the electrochemical properties of FMN in solu-

tion was first evaluated by CV. CV curves for the FMN solution were recorded with

a potentiostat between 0 and –1.25 V versus Ag/AgCl, while a static magnetic field

of 1 T was applied to the electrochemical cell. We observed increased reductive cur-

rents in the FMN solution between –0.25 and –1.20 V in the presence of the magnetic

field. The influence of the magnetic field in this voltage range was also evident in
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chronoamperometry measurements of FMN solutions. A static magnetic field of 1 T

was applied for 37 s at times 𝑡1=113 s and 𝑡2=212 s during the measurements. With

the application of the magnetic field the reductive currents rapidly increased and then

slowly saturated over time. The magnetic field-driven current increases gradually dis-

appeared when the magnetic field was turned off (Figure 5-9a). We found that the

normalized current density increase induced by magnetic fields (∆𝐽/J0, where 𝐽0 indi-

cates the reductive current density in the absence of a magnetic field) was dependent

on the applied voltage. Higher magnetic field-induced current changes (∆J/𝐽0) were

observed at higher negative voltages up to –1.0 V. The effects were greatly diminished

at –1.25 V, a potential at which the hydrogen evolution reaction (HER) dominated

over the FMN reduction reaction [201] (Figure 5-9b). We confirmed negligible so-

lution temperature changes (<1°C) throughout the periods (37 s) of magnetic field

(1 T) application, indicating that observed current increases were unlikely driven by

thermal fluctuations (Figure 5-9c).

The influence of the magnetic field on the reductive currents in the FMN solution

also varied with the intensity of the magnetic field. As shown in Figure5-9d, the

application of higher magnetic fields induced a more significant change in reductive

currents in 20 mM FMN solution at –1.0 V versus Ag/AgCl. Robust increases in

reductive currents in the FMN solution (as marked by ∆J/𝐽0 ≥ 10 %) were observed

in the presence of magnetic fields ≥ 150 mT, and the extent of normalized current

density changes (∆J/𝐽0) gradually increased with increasing the magnetic field inten-

sity (Figure 5-9e). The dependence of ∆J/𝐽0 on the applied magnetic field strength

further supported that the reductive currents in the FMN solution were indeed mod-

ulated by the external magnetic fields.
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Figure 5-9: Magnetically induced changes in reductive currents in the FMN so-
lutions at various applied voltages and magnetic field intensities a, Chronoamper-
ometry profiles of 20 mM FMN solution at voltages ranging from –0.25 V to –1.25 V versus
Ag/AgCl. During chronoamperometry, a magnetic field of 1 T was turned on at 113 s and
213 s and applied for 37 s (gray bars). The inset shows the enlarged chronoamperometry
profiles. b, Normalized current increases (mean ± standard error of the mean (s.e.m.)) in-
duced by a 1 T magnetic field during the electrochemical reduction of 20 mM FMN solution
at different applied voltages (n = 1 for 0 V, n = 2 for –0.25 V, n = 3 for –0.5 V, n = 4
for –0.75 V, n = 16 for –1.0 V, n = 2 for –1.25 V). c, Solution temperature changes before,
during, and after the application of a magnetic field of 1 T. The solid lines and shaded areas
represent the mean and s.e.m., respectively (n = 4). d, Chronoamperometry profiles of 20
mM FMN solution at –1.0 V. Magnetic fields of 0, 0.3, 0.6, and 1.0 T were turned on at
113 s and 213 s and applied for 37 s (gray bars). e, Dependency of the normalized current
increases (mean ± s.e.m.) induced by magnetic fields during electrochemical reduction of
20 mM FMN solution at -1.0 V on the applied magnetic field (n = 3 for 37.5 mT, n = 3 for
75 mT, n = 3 for 100 mT, n = 3 for 150 mT, n = 7 for 300 mT, n = 3 for 600 mT, n = 16
for 1000 mT).
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5.4 Mechanistic Studies on Magnetic Field Effects

on Flavin Reactions

5.4.1 Magneto-hydrodynamic effect in Flavin Solutions

To understand the underlying mechanism of the magnetically induced current

changes in the FMN solution, we first related the electrochemical reaction timescale

to the diffusion rate of FMN in solution. Based on the electron-transfer (reduction)

rate constant and diffusion coefficient of FMN in solution [199], the Damköhler num-

ber of our system was calculated as ∼12500, indicating that the overall reaction is a

diffusion-limited process. This was further corroborated by the experimental observa-

tion that peak currents during FMN reduction are proportional to v1/2 [202], where v

is the scan rate during CV measurements (Figure 5-10a). These findings implied that

the observed current changes induced by a magnetic field are predominately related

to the mass transport of FMN in solution.

To further confirm this, we functionalized the surface of an indium tin oxide (ITO)

electrode with a FMN layer. We then tested whether the magnetic field still had an

observable effect on the electrochemical reduction of the surface-bound FMN. CV

analysis of the functionalized ITO electrodes revealed the characteristic FMN redox

peaks [199, 203] in the absence of free FMN in the solution, confirming the presence

of surface-bound FMN on the electrodes (Figure 5-10b). At –0.75 V versus Ag/AgCl,

the application of a 1 T magnetic field did not evoke any noticeable current increases

in the FMN-functionalized ITO electrodes, whereas robust current increases were

found in free FMN solution at the same applied voltage (Figure 5-10c). This control

experiment further suggests that the current increases found in free FMN solution

upon application of a magnetic field can be attributed to improved mass transport of

FMN towards the Pt wire inside the cell.

The effect of magnetic fields on mass transport of free FMN towards the Pt wire

were then investigated by solving the coupled magneto-hydrodynamic equations of

charged species in the presence of a supporting electrolyte [204–206]. Specifically, we
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Figure 5-10: Diffusion-limited, electrochemical reductions of FMN solution a, De-
pendence of the peak current on the square root of the scan rate during electrochemical
reduction of 20 mM FMN. b, CV curves of FMN-functionalized (green) or bare (black) ITO
electrodes in 0.25 M NaClO4 solution. Redox features of surface-bound FMN can be ob-
served (*) (scan rate: 50 mV/s). c, Normalized current increases (mean ± s.e.m.) induced by
1 T magnetic fields during chronoamperometry measurements for the FMN-functionalized
(green) or bare (black) ITO electrodes at –0.75 V versus Ag/AgCl (n = 4 for the FMN-
functionalized ITO, n = 3 for bare ITO, n = 4 for the FMN solution). Negligible influence
of the magnetic field on current was found for FMN-functionalized or bare ITO electrodes as
compared to that observed in 20 mM FMN solution after the application of a 1 T magnetic
field at –0.75 V versus Ag/AgCl (orange).

focused on the experimentally accessible regime of large Damköhler (∼12500), large

Peclet (∼30000), and small Reynolds (∼1) numbers, indicative of diffusion-limited

reactions in the presence of laminar convection. Calculated chronoamperometry pro-

files upon application of an external magnetic field were qualitatively consistent with

experimental observations, albeit predicting a stronger reductive current response to

the magnetic field than that observed (Figure 5-11a). These differences can likely be

attributed to the slight differences in shape, size, and surface roughness between the

actual electrodes and the modeled counterparts having a perfectly round configura-

tion and a flat surface. Consistent with previous reports [207,208], the extent of the

magnetically induced current increase has been estimated to depend sensitively on

these parameters (Figure 5-12). The Lorentz force-induced convection was visualized

with the streamlines of the supporting electrolyte on a plane perpendicular to the

direction of the magnetic field. As a 250 mT magnetic field was switched on (t∼95s),

the magnitude of the convective electrolyte flow increased, reaching a maximum just

before it was switched off (t∼155s), and rapidly recovered to nearly static flow in

the absence of the field (Figure 5-11b). Rotational electrolyte flow around the Pt
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wire inside the cell was apparent in the presence of a magnetic field, consistent with

Lorentz force dynamics [206]. Together, the theoretical model revealed that the cur-

rent increases at Pt wires upon application of a magnetic field are mainly attributable

to the Lorentz force-induced convection effect.

Figure 5-11: Calculated chronoamperometry profiles and convective electrolyte
flow in FMN solution in the presence of external magnetic fields a, Calculated
chronoamperometry profiles of 20 mM FMN solution upon the application of magnetic
fields with magnitudes ranging between 0 - 250 mT. Inset shows the 3D domain used in the
calculation and the direction of the external magnetic field (red coordinate arrow). Upon
application of magnetic field, reductive currents increase, recovering to the diffusion-limited
reductive currents when the field is turned off. b, Induced convective electrolyte flow on a
plane normal (y-z) to the direction of the applied magnetic field as a function of time before
and after the application of a 250 mT magnetic field. The apparent (counter-clockwise)
rotation around the electrode is indicative of a Lorentz force.

Figure 5-12: Calculated chronoamperometry profiles in FMN solution with var-
ious electrode configurations upon application of magnetic fields a-b, Calculated
chronoamperometry profiles for planar electrodes of similar surface area as the cylindrical
electrodes used to acquire data in Figure5-11 upon application of magnetic fields varying
between 31.25 mT and 250 mT (a) perpendicular and (b) parallel to the electrode surface.
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5.4.2 Recessed Electrode System

To minimize the Lorentz force-induced convection inside the cell and decouple the

magneto-hydrodynamic effect and a possible radical-pair effect in the electrochem-

ical reduction of FMN solutions, a new electrochemical system was built inspired

by previous studies [209–211]. It has been shown that the macroscopic magneto-

hydrodynamic effect is minimized in systems with recessed electrodes when the charge

transport direction is parallel to the magnetic field direction [209–211]. Therefore,

the newly designed cell features a recessed cathode and anode to ensure that the

charge transport direction is homogenous and perpendicular to the electrode surface.

In our system, Pt foils (25 𝜇m thick) on aluminum current collectors were utilized as

a recessed cathode and anode, fully covering two circular holes at the sides of the cell.

An Ag/AgCl reference electrode was placed near the cathode, and a Nafion mem-

brane was introduced between electrodes to prevent electrolyte convection near the

anode from influencing the electrochemical reaction at the cathode [210]. A uniform

magnetic field was generated using a large-scale, high-power electromagnet, and the

fully-assembled cell (20 mm × 20 mm × 20 mm) was inserted between two coils of

the electromagnet (Figure 5-13).

Figure 5-13: Design of an electrochemical cell with recessed Pt foil electrodes a, An
experimental setup using recessed Pt foil electrodes to minimize the magneto-hydrodynamic
effect and ensure charge transport perpendicular to the electrode surface. b, Detailed
schematics of the recessed electrode-based electrochemical cell.

The magneto-hydrodynamic effect on the electrochemical reduction of FMN solu-
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tion was attenuated in the recessed electrode-based system, consistent with previous

reports [209–211]. When a magnetic field of 1 T was applied parallel to the charge

transport direction, the extent of the current change at the recessed Pt foil at –0.75

V versus Ag/AgCl was only 4.4 ± 0.4 %, which was significantly smaller than the

current change observed in the non-recessed Pt wire (34.5 ± 3.8 %) setup at identical

experimental conditions (Figure 5-14). Note that the sharp peaks at 100, 150, 200,

and 250 s correspond to the inductive currents associated with the change of the

magnetic flux while turning the magnetic field on or off.

Figure 5-14: Magnetically-induced current increases in FMN solutions in non-
recessed or recessed electrode systems a, Representative chronoamperometry profiles
of the reduction of 20 mM FMN solution in the recessed electrode (green) and non-recessed
setup (blue) at –0.75 V versus Ag/AgCl. A 1 T magnetic field was applied during chronoam-
perometry measurements for each solution (gray bars) b, The enlarged chronoamperometry
curves of b in the recessed electrode setup. c, Normalized current increases (mean ± s.e.m.)
induced by 1 T magnetic fields during the electrochemical reduction of 20 mM FMN solutions
on recessed electrodes (green) and non-recessed Pt wire electrodes (blue). The statistical
significance of a decrease in current changes at recessed electrodes as compared with non-
recessed electrodes was found (n = 8 for recessed electrode, n = 4 for non-recessed electrode,
**** p = 3.8 × 10-7 < 0.0001).

We also confirmed that at –0.75 V hydrogen bubbles [209,211,212], side-products

at the cathode, have a negligible contribution to the magneto-hydrodynamic effect.

CV curves of PBS without FMN showed a sharp increase in the current at approx-

imately –0.85 V associated with HER (Figure 5-15a), and we did not observe any

significant current increases induced by magnetic fields at –0.75 V where HER is neg-
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ligible. HER currents at –1.00 V increased by 5.2 ± 0.7 % with the application of a

1 T magnetic field (Figure 5-15b-d), consistent with prior studies [209,211,212].

Figure 5-15: Effects of hydrogen bubbles on current changes in FMN solutions
upon application of magnetic fields a, CV curves of 20 mM FMN solution (black) or PBS
(red) in the recessed electrode setup (scan rate: 20 mV/s). The hydrogen evolution reaction
on the electrode appeared at approximately –0.85 V. b, Representative chronoamperometry
profiles of the recessed electrode setup in PBS at –0.75 V (purple) and –1.0 V (orange). A
1 T magnetic field was applied during chronoamperometry measurements for each solution
(gray bars). c-d, The enlarged chronoamperometry curves of f at –0.75 V (c) and –1.0 V
(d). Negligible magnetic-field induced current changes were found at –0.75 V(c), while slight
increases in currents were recorded at –1.0 V (d).
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5.4.3 Radical-Pair Effect in Flavin Solutions

After confirming that the macroscopic magneto-hydrodynamic effect is minimized

in the recessed electrode configuration, we explored the possibility of radical pair ef-

fects in electrochemical reduction of FMN solution at the recessed electrode interface.

Growing evidence suggests that magnetic fields can regulate the singlet-triplet tran-

sitions in radical pair intermediates involving H∙ through accelerating the precession

rate of each radical [213], referred to as the ∆ g mechanism [180, 181], or modulat-

ing the spin-relaxation of the radical [214]. Based on these insights and a well-known

proton-coupled electron transfer reduction mechanism in FMN [199,215], we proposed

an electrochemical FMN reduction pathway involving the formation of a [FMNH∙ · · ·

H∙] radical pair intermediate. Due to the Pauli exclusion principle, only the singlet
𝑆[FMNH∙ · · · H∙] radical pair can recombine to form the final product 𝐹𝑀𝑁𝐻2. We

hypothesized that magnetic field application may accelerate the overall reduction rate

of FMN at 1 T by facilitating transitions between the spin triplet and singlet states

through the ∆ g mechanism(Figure 5-16a).

To test this hypothesis, we prepared deuterium (D) isotope-based PBS solution

containing 20 mM FMN. As H∙ and D∙ radicals have different ground state spins and

gyromagnetic ratios [183, 216], we anticipated significant differences in the extent of

the effects of the magnetic fields on the kinetics of 𝑇 [FMNH∙ · · · H∙] → 𝑆[FMNH∙ · · ·

H∙] spin evolution and the corresponding magnetically induced changes in the current

densities. Interestingly, no statistically significant differences in ∆J/𝐽0 were found

between the H-based 20 mM FMN solution and the D-based counterpart (Figure

5-16b). Furthermore, the H/D kinetic isotope effect (KIE) value was below 1.5,

indicating that protons, which could be the source of H∙ in the radical pair, are likely

not involved in the rate-determining step [217] (Figure 5-16c,d). These results suggest

that the influence of the magnetic field on the electrochemical reduction of FMN at

the recessed electrode is unlikely mediated by a radical pair mechanism involving H∙.

We then explored alternative reaction pathways involving radicals. It has been

proposed that flavin forms pairs with other radicals in flavoproteins, including the
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Figure 5-16: Negligible effect of FMNH∙-H∙ radical pair on magnetic field sen-
sitivity of FMN solutions a, A hypothesized reaction scheme for the electrochemical
reduction of FMN through the formation of a radical pair comprised of a FMNH∙ and a H∙.
The radical pair can diffuse apart with the rate constant 𝑘𝑑, and spin-selective formation
of 𝐹𝑀𝑁𝐻2 from the singlet radical can occur with the rate constant 𝑘𝑓 . b, Magnetically-
induced normalized current increases (mean ± s.e.m.) during the electrochemical reduction
of 20 mM FMN dissolved in D-based PBS (blue) or H-based PBS (gray) solutions on recessed
electrodes (n =4 for D-based PBS, n = 8 for H-based PBS). No statistical differences were
observed, as confirmed by a two-sided student’s t-test (p = 0.16 > 0.05). c, CV curves of 20
mM FMN dissolved in D-based PBS (blue) or H-based PBS (gray) solution in the recessed
electrode setup (scan rate: 20 mV/s). d, Voltage-dependent 𝐼𝐻/𝐼𝐷 values calculated from
(c). 𝐼𝐻 and 𝐼𝐷 represent reductive current densities measured in H-based PBS and D-based
PBS solution, respectively.

tryptophan radical, the ascorbic acid radical, and superoxide (O∙−
2 ) [184,190,218,219].

Among these, superoxide could be formed through an electrochemical reduction of

𝑂2 present in the solution [220]. Thus, we proposed an alternative FMN reduction

pathway that includes the formation of a [FMNH∙ · · · O∙−
2 ] radical pair intermediate.

We hypothesized that the magnetic field could increase overall reaction rates by fa-

cilitating the spin evolution from 𝑆[FMNH∙ · · · O∙−
2 ] to 𝑇 [FMNH∙ · · · O∙−

2 ] through

the ∆ g mechanism. Note that electron transfer from O∙−
2 to FMNH∙, that could lead

to the formation of the final product 𝐹𝑀𝑁𝐻2 and 𝑂2, is only allowed in the triplet

state 𝑇 [FMNH∙ · · · O∙−
2 ] considering that the electronic ground state of 𝑂2 is a triplet

(Figure 5-17a). To test this hypothesis, we examined whether the influence of the
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magnetic field on the electrochemical reduction of FMN depended on the presence of

𝑂2 dissolved in the solution. By repeating the chronoamperometry experiments in so-

lutions purged with 𝑁2, a common approach for reducing 𝑂2 concentration [221–223],

no significant differences on magnetically induced current increase at 1 T were ob-

served as compared to the normal solution preparation (Figure 5-17b). These results

indicate negligible effects of superoxide on magnetically-induced current increases at

the recessed electrode, potentially due to the extremely fast spin relaxation of the su-

peroxide (within a nanosecond) even if a [FMNH∙ · · · O∙−
2 ] radical pair intermediate

existed [224].

Finally, we employed Trolox (6-hydroxy-2,5,7,8,-tetramethylchroman-2-carboxylic

acid), a water-soluble free-radical scavenger [225], to quench radicals potentially

formed during the electrochemical reduction of FMN. The addition of Trolox to

the FMN solution did not elicit significant changes in peak currents or peak po-

tentials during CV measurements, indicating that radicals are not involved in the

rate-determining step (Figure 5-17c). Furthermore, similar current changes after the

application of a magnetic field were still observed in the presence of Trolox (Figure

5-17d). Together, these results provide evidence that small increases in Faradaic cur-

rents at –0.75 V under applied magnetic fields are unlikely mediated by a radical pair

mechanism.

5.4.4 Dominant Magnetic Field Effect in Flavin Solutions

Overall, our findings suggest that the contribution of the radical pair effect on

electrochemical reduction of FMN solutions is negligible even in the recessed electrode-

based system. The observed small current changes at –0.75 V versus Ag/AgCl upon

the application of a magnetic field of 1 T are most likely caused by edge effects at the

electrode [226,227], the surface roughness of the electrode and the supporting current

collector, as well as microscale hydrogen bubbles, although the quantity of the latter

should be very small (Figure 5-15). Previous reports indicate that the Lorentz force-

induced convection and the resulting current changes depend sensitively on the edge

effects and surface roughness due to the fluctuation of the charge transport direction
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Figure 5-17: Control experiments demonstrating negligible influence of FMNH∙-
based radical pair on magnetic field sensitivity of FMN solutions a, Proposed
reaction scheme for the electrochemical reduction of FMN through formation of a radical
pair comprised of a FMNH∙ and a superoxide. b, Magnetically-induced normalized current
increases (mean ± s.e.m.) during the electrochemical reduction of 20 mM FMN solution
purged with 100% 𝑁2 (blue) or air (78% 𝑁2 and 21% 𝑂2) (gray) in the recessed electrode
setup (n =8 for air-purged solution, n = 5 for 𝑁2-purged solution, p = 0.14 > 0.05). c, CV
curves of 20 mM FMN solution in the presence (blue) or absence (gray) of Trolox in the
recessed electrode setup (scan rate: 20 mV/s). d, Magnetically induced normalized current
increases (mean ± s.e.m.) during the electrochemical reduction of 20 mM FMN solution in
the presence (blue) or absence (gray) of Trolox on recessed electrodes (n = 8 with Trolox, n
= 6 without Trolox, p = 0.91 > 0.05).

at the electrode [209, 227]. In accordance with previous findings [209, 226, 228], our

simulation results showed that the surface roughness of the electrode can cause a

noticeable magneto-hydrodynamic effect and induce current changes upon magnetic

field application.
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5.5 Generalized Magnetic Field Effects on Redox Co-

factor Solutions

To assess the generality of our results and evaluate the effect of Lorentz force-driven

convection on cofactor redox reactions, we investigated the influence of magnetic

fields on Faradaic currents in solutions of other cofactors, including flavin adenine

dinucleotide (FAD), nicotinamide adenine dinucleotide (NADH), and ascorbic acid

(AA). Note that FAD is an electron-accepting cofactor in reductive conditions [199],

whereas NADH and AA are electron-donating cofactors in oxidative conditions [229,

230]. The redox features of the three cofactors were examined by CV, and distinctive

reductive or oxidative currents were found in 20 mM FAD, NADH, and AA solutions,

respectively (Figure 5-18a). At –0.75 V versus Ag/AgCl, significant increases in

normalized current densities of FAD were induced by the application of a magnetic

field of 1 T in the non-recessed Pt wire-based system, whereas negligible variations in

currents densities were observed in the recessed Pt foil-based system in the identical

reaction conditions. Similarly, robust magnetic field-driven enhancements of Faradaic

currents were found during the electrochemical oxidation of 20 mM NADH and AA

solutions at +1.0 V versus Ag/AgCl in the non-recessed electrode-based system, while

a magnetic field of 1 T induced significantly smaller changes in normalized current

densities of NADH and AA in the recessed-electrode setup (Figure 5-18b). Together,

these findings indicate that the magneto-hydrodynamic effect was not limited to the

electrochemical reduction of FMN but affected all diffusion-limited electrochemical

reactions on the non-recessed electrodes. Furthermore, these results further highlight

the need for careful design of electrochemical cells while investigating the effects of

magnetic fields on electrochemical reactions.
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Figure 5-18: Magnetic field effects on diffusion-limited, electrochemical reactions
of other redox cofactor solutions a, CV curves of 20 mM FAD (green), 20 mM AA (gray),
and 20 mM NADH (blue) solutions (scan rate: 20 mV/s). The inset shows the enlarged
CV curves of FAD solution. Redox features of FAD, AA, and NADH can be observed (*).
b, Normalized current increases (mean ± s.e.m.) induced by a 1 T magnetic field during
electrochemical reductions of 20 mM FAD (green) at –0.75 V versus Ag/AgCl, 20 mM NADH
(blue) at +1.0 V, and 20 mM AA (gray) at +1.0 V on non-recessed Pt wire electrodes and
recessed Pt foil electrodes. To record the normalized current increases, magnetic fields of
1 T were applied during chronoamperometry measurements for each solution. Significantly
higher current increases were found in the non-recessed Pt wire electrode setup as compared
to recessed Pt foil counterpart (n = 3 for FAD, ** p = 0.0014 < 0.01, n = 3 for AA, *** p
= 0.00027 < 0.001, n = 3 for NADH, *** p = 0.00031 < 0.001).
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5.6 Discussion and Conclusion

We explored the influence of externally applied magnetic fields on electrochemi-

cal reactions of multiple redox-cofactor solutions through a combined experimental

and theoretical approach. The effects of magnetic fields on electrochemical reduc-

tion of a soluble cofactor FMN were assessed at various applied voltages, magnetic

field magnitudes, and electrode configurations. We did not find any evidence that

the observed magnetically-driven increases in FMN reduction currents were medi-

ated by the interactions between the magnetic field and radical pair intermediates,

as confirmed by control experiments including isotope-substitution, oxygen elimina-

tion, and the addition of a free radical quencher. Instead, we found that Lorentz

force-induced convection is the dominant mechanism for magnetically driven cur-

rent changes in FMN solutions. Similar magneto-hydrodynamic effects sensitive to

the electrode configuration were identified in diffusion-limited, electrochemical reac-

tions of other redox cofactor solutions. These findings suggest potential applications

of magnetic fields to modulate electrochemical systems involving redox cofactor so-

lutions, including batteries, fuel cells and electrochemical sensors. Furthermore, we

envision that the experimental methodologies and theoretical model developed in this

study can be extended to explore possible influence of the magnetic field on diverse

electrochemical events, including radical pair-mediated, reaction-limited processes.
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Chapter 6

Conclusions and Future Directions

6.1 Thesis Summary

To advance our understanding of chemical signal transduction in the nervous sys-

tem and treat neurological disorders with chemotherapy, this thesis presents novel

methodologies for in vivo chemical delivery based on nanomaterials chemistry, elec-

trochemistry, and magnetism. My electrochemical and magnetochemical approaches

enable 1) in situ generation and delivery of unstable and transient chemical signals and

2) remotely controlled delivery of chemical signals to specific neurons, which have not

been achieved with conventional chemical delivery technologies for neuromodulation.

First, we propose an electrochemical strategy to synthesize and deliver tran-

sient and unstable chemical signals to targeted neural circuits. Rationally designed

nanoscale electrocatalysts produce one of the transient chemical signals, NO, from

benign precursors in the presence of modest electric fields. The NO release kinetics

can be quantitatively controlled by varying the applied voltage and type of electro-

catalyst. Electrochemically produced NO modulates diverse NO-dependent signaling

pathways in a spatiotemporally controlled manner. This electrochemical system is

implemented in an implantable microscale probe through multimaterial fiber draw-

ing, allowing for the mechanistic studies of NO physiology in the mouse brain. We

demonstrate that this electrochemical approach could be generalizable as a means

of producing other unstable and transient chemical species in vivo. By introduc-
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ing molecular electrocatalysts that generate CO, a gaseous and transient messenger

molecule, from the biocompatible precursor, we develop an electrochemical system

that affords the modulation of CO-mediated cell signaling at the microscale.

In the second part of this thesis, we focus on developing a magnetochemical ap-

proach for wireless delivery and control of chemical signals without tethered hardware.

We design nanotransducers comprised of MNPs and degradable polymeric scaffolds

to convert non-invasive magnetic field cues into protons. MNP heating under AMFs

triggers a hydrolytic degradation of surrounding polymeric scaffolds, releasing pro-

tons into the extracellular space. Proton release kinetics can be tuned by altering

the polymer chemistry or AMF stimulation parameters. Remotely controlled proton

release from nanotransducers activates acid sensing ion channels and regulates proton-

mediated respiratory behaviors in mice. We extend our magnetochemical approach

to modulate chemical reactions involving cofactors, which mediate diverse enzymatic

processes in the nervous system. By employing the flavin cofactor as a model system,

we demonstrate that the reaction kinetics of redox cofactors can be controlled by

external magnetic fields, suggesting potential applications of magnetic fields for the

wireless modulation of redox chemistry in the brain.

We envision that our electrochemical and magnetochemical strategies to deliver

chemical signals can facilitate mechanistic studies of the roles of these molecules and

advance their therapeutic potential. In the following sections, we propose further

steps to expand the approaches towards other chemical signals and discuss potential

applications in neuroscience studies.
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6.2 Outlook

6.2.1 Perspective on Electrochemical Systems

The electrochemical system presented in this thesis can be further expanded to pro-

duce other transient chemical species. For example, reaction oxygen species (superox-

ide, hydrogen peroxide) [221] and gaseous neurotransmitter (hydrogen sulfide) [231]

can be generated via the following electrochemical reactions (Equation 6.1):

𝑂2 + 𝑒− ←→ 𝑂∙−
2

𝑂2 + 2𝑒− + 2𝐻+ ←→ 𝐻2𝑂2

𝐻2𝑂2 + 2𝑒− + 2𝐻+ ←→ 2𝐻2𝑂

𝑆 + 2𝑒− + 2𝐻+ ←→ 𝐻2𝑆

𝑆𝑂2−
4 + 8𝑒− + 10𝐻+ ←→ 𝐻2𝑆 + 4𝐻2𝑂

(6.1)

Furthermore, electrochemical reactions can be employed to regulate redox medi-

ators (vitamins and their derivatives, metal ions, and other radicals), which play an

important role in downstream in neuron signaling, according to the following reac-

tions [232] (Equation 6.2):

𝐹𝑀𝑁 + 2𝑒− + 2𝐻+ ←→ 𝐹𝑀𝑁𝐻2

𝑁𝐴𝐷+ + 𝑒− + 𝐻+ ←→ 𝑁𝐴𝐷𝐻

𝑐𝑦𝑡(𝐹𝑒3+) + 𝑒− ←→ 𝑐𝑦𝑡(𝐹𝑒2+)

𝑅𝑆∙ + 𝑒− −→ 𝑅𝑆−

𝐺𝑆∙ + 𝑒− −→ 𝐺𝑆−

(6.2)

where 𝑁𝐴𝐷+ and 𝑐𝑦𝑡 are oxidized forms of nicotinamide adenine dinucleotide

and cytochrome, respectively, and 𝑅𝑆− and 𝐺𝑆∙ are cysteine- and glutathione-thiyl

radicals, respectively.

To realize these systems, rational design of electrocatalysts, precursors, starting

compounds to generate chemical signals, and counter electrodes are necessary. First,

it is important to develop electrocatalysts, which can generate or modulate targeted
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chemical species with high selectivity. Undesirable side products could affect neuronal

activity by changing the biochemical properties of ion channels or receptors. Second,

the precursors should be biocompatible, biochemically stable, and electrochemically

active at modest electric fields. The effects of precursors on neuronal activity should

be rigorously characterized before designing the electrochemical systems. Finally,

counter electrodes need to be improved to minimize the production of active chlo-

rine species or hydrogen gas, which are released from chloride oxidation reaction or

hydrogen evolution reaction.

6.2.2 Perspective on Magnetochemical Systems

Magnetic nanotransducers can be functionalized by using different types of ther-

mosensitive polymers or phopholipids. Thermosensitive polymers, including poly(N-

isopropylacrylamide), can reversibly change their structure around the lower critical

solution temperature, and the transition temperatures of these polymers can be tuned

within the physiological temperature range [233]. Similarly, phospholipids, such as

dipalmitoylphosphatidylcholine, have shown to undergo phase transitions at a few

degrees above normal physiological temperature (∼ 41°C). Based on these unique

properties, thermosensitive polymers and phospholipids have been utilized as scaf-

folds for the temperature-sensitive drug release system [234]. Paired with ferrite

magnetic nanoparticles, which generate heat under AMFs, these thermosensitive ma-

terials can be used to remotely deliver diverse chemical signals to neural circuits [235].

Furthermore, the latency between magnetic field application and the release of chemi-

cal signals from MNP-thermosensitive scaffolds can be controlled by tuning the phase

transition temperatures of the organic scaffolds and MNP heating efficiency.

Magnetochemical approaches can be further expanded as a means of a multiplexed

chemical release strategy. For example, by implementing different types of magnetic

nanoparticles, which selectively dissipate heat under specific AMF conditions, mag-

netothermally multiplexed release of chemical signals may be achieved [236]. Alter-

natively, multiplexed chemical releases could be feasible by introducing nanotrans-

ducers that enable a conversion of magnetic field cues into different types of stimuli,
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such as force and electric fields, through magnetomechanical and magnetoelectric ef-

fects [237, 238]. For example, anisotropic magnetic nanoparticles can exert torque

on cellular membranes when exposed to slow AMFs, and local electric fields can be

created upon application of magnetic fields by integrating magnetostrictive and fer-

roelectric materials [161]. Paired with mechanoresponsive or electroactive chemicals,

force or electric fields generated by these types of magnetic nanotransducers could al-

low for the remote generation or regulation of chemical species. As magnetothermal,

magnetomechanical, and magnetoelectric nanotransducers can be effective at specific

magnetic field conditions, multiplexed chemical release systems based on these new

types of nanotransducers could be designed in the future.

6.2.3 Potential Applications in Neuroscience and Biomedical

Research

In this section, we propose potential applications of our electrochemical and magne-

tochemical strategies for neuroscience and biomedical research, especially focusing on

the NO-generating electrochemical platform presented in Chapter 2 and the proton-

releasing magnetomechanical system presented in Chapter 4.

NO-releasing electrocatalytic fibers can be adopted to understand NO physiology

related to drug addiction. NO is one of a few messenger molecules mediating LTP of

inhibitory GABAergic synapses in the VTA, and it has been reported that opioids,

such as morphine, could block NO signaling and the LTP of GABA-releasing synapses

in brain slices [73]. However, due to the limited tools for NO delivery, it has been

difficult to study the effects of opioids on NO physiology in vivo. By delivering opioids

through microfluidic channels and electrochemically producing NO in the VTA, our

fibers could be useful to study the development of drug addiction in vivo.

Considering that NO is involved in physiological processes in organs beyond the

brain, our NO probes can also be applied to other systems, including the gastrointesti-

nal system. Previous studies based on genetic knock-out strategies proposed that NO

produced by NO synthase regulates multiple physiological functions in the gastroin-
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testinal system, such as motility and vascular function, and pathogenesis of digestive

diseases [239]. Unfortunately, this strategy inevitably results in a global change in

NO levels, affecting normal NO signaling processes in a non-specific manner. In this

regard, our probes, capable of releasing NO in a spatially restricted manner, could be

applied to systemically characterize the NO function in physiological and pathological

processes within the gastrointestinal system.

The magnetic nanotransducers presented in Chapter 4 can also be employed to

discover neural circuits that involve acid-sensing brain regions, such as the nucleus

of the solitary tract, the dorsal raphe, the lateral hypothalamus, and the amygdala.

It can yield insight into how these neural circuits regulate diverse behaviors in mice,

including fear conditioning and respiratory response [176,240]. Our approaches do not

require tethering of the animal subjects to the external hardware, such as cannulas

and optical fibers, which limits animal behavior during systems neuroscience research

and causes foreign-body response. Furthermore, these nanotransducers-based systems

can be adopted as model platforms to understand pH-dependent cellular behavior,

which is closely related to cancer cell biology and immune function [178,241].
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