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Abstract

We demonstrate how firms (shippers) should incorporate market uncertainty into their
strategic procurement of truckload (TL) transportation services from suppliers (carriers).
These direct point-to-point TL movements are a major segment of total freight volumes for
shippers. As such, firms emphasize the need to form strong relationships with their carriers.
This becomes difficult due to the two-sided, non-binding nature of TL contacts; shippers are
not required to offer the stated contract volumes - causing uncertainty and cost escalations
for carriers - and carriers are not required to accept the offered freight - forcing shippers
to rely on higher priced backup providers. These costs intensify when freight markets cycle
between periods of over and under supply; soft and tight markets, respectively.

We propose an empirical modeling approach utilizing large, detailed microeconomic data
sets to help shippers and carriers form better contractual relationships given present un-
certainties. Previous research on TL procurement and operations has predominantly taken
analytical approaches due to limited availability of real-world industry data. Thus, it has
been limited in addressing the three sources of uncertainty: (1) demand from shippers, (2)
capacity supplied by carriers, and (3) the fluctuations in the freight market that shift the
power back and forth between parties.

This thesis provides six main contributions. First, we explicitly incorporate the three
sources of uncertainty into shippers’ TL transportation contracting decisions by develop-
ing empirical behavioral models. Second, we confirm when the underlying structure of the
freight markets change and impact carrier behaviors. Third, we identify which actions ship-
pers can take to encourage contracted carriers to maintain high freight acceptance rates dur-
ing tight markets. Fourth, we quantify carriers’ contract price stickiness and identify which
segments of a shipper’s network and carrier base are most promising for a market-based
contract to mitigate the negative effects of market fluctuations on cost and performance
levels. Fifth, we determine the market-based contract designs that result in a Pareto im-
provement for both shippers and carriers over the traditional long-term, fixed-price contract
and quantify the expected benefit to both sides. Finally, we measure the causal effect of
index-based contracts on the service levels and costs shippers experience.
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Chapter 1

Introduction

The freight transportation function is a major source of cost and uncertainty for most firms.

In fact, at $1.1 trillion, transportation represent 68% of total logistics costs in the US,

according to the Council of Supply Chain Management Professionals [13]. However, mount-

ing availability of data and advanced analytics capabilities have helped shippers (the firms

buying transportation) make more informed decisions on how to cover their transporta-

tion needs from suppliers (carriers). Still, due to the complexities of a highly fragmented

transportation market and price and demand volatility, these decisions remain significant

challenges.

This holds particularly true in the over-the-road trucking sector – an industry that

totaled $794 billion in 2020 and accounts for 73% of freight hauled in the US [13]. The

relationships between shippers and their motor carriers take on many forms; from in-house,

private trucking fleets, to single-transaction exchanges, and many varieties of long- and

short-term contractual relationships in between.

These relationships have developed since deregulation of the trucking industry in 1980.

Following the Motor Carrier Act of that year, direct point-to-point - otherwise known as

truckload (TL) - shipping lanes across the country would no longer be priced according to

government-stipulated rates. Instead, carriers could each set a price they were willing to

accept to provide their transportation services. This greatly opened up competition to the

industry.

Shipper-carrier relationships have further evolved as demands on the transportation
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function have intensified. Shippers’ distribution networks are growing in size and complex-

ity. Drives toward resiliency and flexibility along supply chains in manufacturing processes

and inventory policies with reduced lead times, end customer expectations for shortening

transport times, and calls for greater visibility and track and trace functions have pushed

shippers and carriers alike to consider alternative relational forms to meet these growing

demands.

A unique aspect of the shipper-carrier relationship in the TL sector that has endured

over the last 40 years is the two-sided non-binding contract – that is, while the price of

the service is committed to by both sides, neither the supply of transportation capacity

from the carrier nor demand for the services by the shipper are obligatory of the signing

parties. Both sides agree to this capacity and volume flexibility because neither wants to

be penalized for the uncertainties they face that they cannot control.

On one hand, the shipper may request more than, less than, or even none of the con-

tracted volume, with no direct financial penalty. This is because forecasting the precise

time and location of future demand for trucking capacity is not realistic, especially when

these projections are done often months or even a year in advance. Moreover, forecasting

errors are amplified when shippers’ end customer demand changes over the course of the

transportation contract.

On the other hand, carriers are not obligated to accept 100% of the volume that is

offered or tendered to them. Responding to many shippers’ demand makes committing a

truck to a precise future time and location almost impossible, especially when commitments

are expected to be in effect for a year or more in most cases. As a result, a carrier can

enter a contract with a shipper for an expected amount of freight but variability from

other shipper customers’ demand, general market dynamics, or changes in the carrier’s own

business require the flexibility to reject loads in real-time capacity allocation decisions.

The non-binding agreements further complicate planning long-term budgets and services

accurately for both parties. The problems are compounded as shippers procure transporta-

tion services from many carriers across their distribution networks and carriers serve many

shippers [42, 43]. Shippers must balance trade-offs between pricing, expected transportation

service levels, and their own customer demand uncertainty, while carriers face a dynamic
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pickup and delivery problem in which they face random demand and short lead times as

their trucks move from point to point [116, 22]1.

In addition to the supply and demand uncertainty, a third source of uncertainty adds to

the challenges: fluctuations in the freight market. As the overall economy cycles through

expansions and contractions, so too does the transportation industry. Strong demand for

goods, and resultantly transportation services, combined with limited capacity forces prices

upward in what is referred to as a tight freight market. During a soft freight market, overall

demand for transportation of goods goes down as do prices.

These macroeconomic factors are widely known by practitioners to impact shipper-carrier

relationships, shippers’ transportation costs and carriers’ service levels and profitability.

However, the dynamics have received almost no attention from the research community to

help shippers and carriers make better decisions that mitigate the effects of the three main

sources of uncertainty: demand volatility, supply availability, and market fluctuations.

1.1 Research Objective

In this thesis, we explore how shippers should incorporate the dynamics of freight market

fluctuation into their transportation procurement strategies and the relationships they form

with TL motor carriers. In particular, we consider (1) what shippers should do to maintain

existing carrier relationships and ensure high carrier service levels during tight freight market

conditions in order to reduce cost escalations, (2) when (i.e., during what market conditions)

it pays off to implement these actions, (3) where within the shippers’ distribution networks

and carrier bases to consider novel contractual relationship forms, and (4) how to design

these alternative contractual relationships.

We address these questions from an empirical perspective, utilizing uniquely detailed

and comprehensive data representing strategic and operational decisions and pricing of

both shippers and carriers. This is a fundamental piece of the practical and academic

contributions of this thesis as we can capture the microeconomic behaviors and decisions

1See [161, 160] for a detailed discussion of the trade-offs and implications of contract economics and
relational contracts and [39], which focuses on these topics explicitly in the trucking industry.
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across time and geographic regions in ways that have not been done before.

In the remainder of this section, we expand on the key processes and participants.

We motivate the importance of studying alternative shipper-carrier contractual forms to

mitigate the challenges from the compounding supply, demand, and market uncertainties.

1.2 Truckload Transportation Industry Overview

The two trucking options available to shippers are less-than-truckload (LTL) and full truck-

load (FTL or TL). With LTL, the carrier operates a hub and spoke distribution model:

smaller shipments that cannot fill an entire trailer typically from more than one shipper

and multiple pick-up locations are consolidated together at a central hub, perhaps trans-

shipped in a point-to-point movement to another consolidation terminal, and finally the

carrier re-distributes them to multiple drop-off locations.

Alternatively, TL consists of direct point-to-point movements. A single carrier moves

a single shipper’s large shipments - typically over 10,000 pounds that fill up to an entire

standardized 53-foot truck - on a single origin-destination lane. For-hire TL transportation

spend totaled $306 billion in 2020, or 44% of over-the-road freight transportation [13].

The key to carriers operating a successful TL network is balancing the inflow and outflow

of trucks at each node. That it, the carrier is primarily concerned with finding follow-on

loads for inbound trucks. For example, a truck picking up a load from point A to point B

must be able to find another subsequent loads out of B to point C (or alternatively, back to

point A), where it has its next scheduled load. Otherwise, the carrier will have to reposition

the truck by moving empty, or unloadad to point C. The carrier wants to minimize these

“deadhead” moves because it is not paid by a shipper for the distance traveled.

Certain inbound or outbound regions of the country are more or less attractive to carriers.

Areas such as the Port of Los Angeles/Long Beach and the industrial and agricultural belts

of the Midwest function as freight sources; high volumes of freight originate in these regions

and carriers know they can easily find follow-on loads when dropping a previous load nearby.

Conversely, regions such as New England and the Florida peninsula are freight sinks; it is

typically difficult for carriers to find follow-on loads. Importantly, these regional differences
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factor into carriers’ pricing decisions. We discuss the procurement and pricing process

further in subsection 1.4.1.

1.3 Shipper-Carrier Relationship Forms

Shipper-carrier relationships sit along a spectrum of forms (see Figure 1-1). Most shippers

and carriers engage in a combination of these relationships for different segments of their

businesses.

Figure 1-1: Shipper-Carrier Relationship Forms

1.3.1 Integrated Services

At one extreme is the private fleet. In this setting, the shipper vertically integrates the

transportation function into its business. It owns the assets (tractors and trailers) and

manages its transportation needs in-house. This includes hiring and training company

drivers, scheduling and routing shipments, and equipment maintenance. All processes are

controlled by the shipper.

Shippers with very high volume density may opt for private carriage. Owning the process

offers extremely high guaranteed service such as on-time pickup and delivery and availabil-

ity of capacity when needed. This reduces potential unexpected costs that often result in
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the for-hire relationship form. Moreover, company drivers can garner better relationships

at customer facilities and improve the shipper’s reputation in this way. However, the op-

erational efficiency is worse for private fleets than their outsourced alternatives (e.g., lower

truck utilization and higher empty miles driven and cost per mile).

Outsourcing some or all aspects can be beneficial. A very closely related relationship

form, and sitting just next to the vertical integration form on the spectrum, is the dedicated

fleet relationship. Under this model, the shipper leases some fixed amount of an external

carriers’ capacity, which is at the shipper’s full disposal. The shipper still owns the oper-

ations and expects the same performance benefits as it does when it vertically integrates

the transportation function with a private fleet, but the shipper does not own the physical

assets and its required long-term capital investment.

Shippers must weigh the cost, efficiency, and performance tradeoffs when considering

private or dedicated relationships. They require internal resources and capital investments

that are not present with an outsourced relationship.

1.3.2 Spot Market

At the other end of the spectrum are the dynamic, one-off transactions on the spot market.

A spot transactions occurs in a highly competitive market: there are many firms (i.e.,

carriers) with very low barriers to entry (only the cost of a truck and trailer at about $100k,

and a commercial driver’s license, or CDL) supplying a homogeneous product (an empty,

standardized truck), and no single firm is large enough to have an effect on market prices

(all firms are price takers).

Exchanges here are for a single load transaction. They are typically, but not always, used

as a backup option when the shipper cannot find capacity otherwise. If a shipper has a load

it wants moved on the spot market, it posts the load’s information (pick-up and drop-off

location information, equipment requirements, schedule needs, etc.) on a load board. Car-

riers with available trucks can see these postings and call to make arrangements. Similarly,

carriers looking to fill their trucks, often to reposition to a next scheduled pickup load and

avoid a deadhead move, can post their current location, desired destination location, and
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the price they require for the move on a load board.

These load board are now almost exclusively online but historically had been physical

bulletin boards at truck stops. The first online load board was introduced in 1995 by

Truckstop.com (originally InternetTruckstop.com) where shippers and carriers could post

their information to an electronic load board hosted on the internet with access to all the

information at their fingertips. Many electronic load board options exist today; their use has

evolved since the mid-1990s. The matching process grew from the manual process described

to newer automated freight matching. With these “digital freight matching” services, third

party firms provide the load board platform and apply optimization algorithms to find the

most attractive, highest priced freight for carriers on the supply side, and lowest-priced

capacity for the shippers on the demand side.

Regardless of the method, the spot market price a shipper pays is determined by many

factors. These include the the lead time (or the amount of time the shipper can wait

to negotiate or see other carriers post capacity and lower prices), the current availability

of capacity and general supply and demand balance in the market, the available carriers’

internal cost structure and as a result, reservation price (that is, the lowest price the seller

of a good or service is willing to accept to provide), and so on. In fact, on any given day,

two loads could be moved on the same lane via the spot market but at very different prices

by two different carriers (discussed in detail in Chapter 4).

Moreover, the spot market price functions closely to those of commodities such as energy

markets and bulk agricultural products. TL spot market prices tend to be similarly volatile

in their fluctuations (see [113]). Thus, not only is the shipper-carrier relationship in the spot

market in effect for just a single transaction, but the price and performance uncertainty

levels for the shipper are high. This is one of the reasons shippers tend to rely on the

spot market as a backup capacity option - typically only about 5-10% of a shipper’s total

transactions [40]. However, some shippers do incorporate a set, perhaps higher amount of

spot transactions into their strategic transportation plan.
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1.3.3 Contractual Relationships

Occupying the middle of the spectrum are the for-hire contractual agreements. A shipper

and a carrier agree to a set price on a lane-by-lane basis established during the shipper’s

strategic procurement event (discussed in subsection 1.4.1). Within the contracted for-hire

relationship, shippers and carriers use a portfolio of contract types, some listed in the Figure

and described further in Section 1.7. The most prevalent contract, however, is the long-term,

fixed-price contract which is in place for typically 1-2 years.

Shippers and carriers typically engage in more than one relationship form. For example,

shippers with their own large private fleets such as PepsiCo and Walmart Stores also supple-

ment their TL demand with for-hire and spot capacity. Alternatively, they may offer their

excess capacity to other shippers on backhaul lanes in order to balance their network and

reposition assets. Further, most shippers engage in both contract and spot relationships. At

the same time, carriers may provide services along the whole spectrum as well: dedicated

capacity for some customers, contracts for others, and spot capacity for one-off moves when

they need to reposition trucks for their next shipments.

1.4 Two Stages of Truckload Transportation

Within the contractual relationship, the forms and mechanisms implemented vary. To

understand the challenges that come up between shippers and their outsourced, for-hire TL

carriers, it is important to understand the two stages of these interactions, their individual

challenges, and the importance of not neglecting one during the execution of the other. The

first stage is the strategic transportation procurement process. The second is the operational

process of load tendering by the shipper and the carrier’s load acceptance decision. These

processes are described further in the following sections.

1.4.1 Strategic Procurement

The first stage is comprised of the strategic procurement process (see Figure 1-2). To procure

contracted capacity, the shipper conducts a reverse auction. In a reverse auction, rather than
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the buyer responding to the seller with his willingness to pay for the good or service in a more

commonly known forward auction, the seller of the good or service responds to the buyer

with the price she is willing to accept. It forecasts expected annual transportation demand

for each lane (origin-destination pair) within its freight distribution networks, decides if and

how to package lanes together in order to make them more attractive to carriers, and invite

carriers to participate by issuing a Request for Proposals (RFPs).

Figure 1-2: First Stage of For-Hire Truckload Transportation

The carriers respond with their sealed bid prices – the prices they are willing to accept

to serve each lane they are interested in. The price is based on origin and destination

characteristics (e.g. expected dwell time - time spent waiting at facilities - or likelihood of

obtaining a follow-on load after drop-off), expected volume forecasted by the shipper (num-

ber of loads offered per week), the carriers’ internal operating costs, fleet size, and existing

network characteristics. This is referred to as the bid generation problem in the literature

(e.g., [43, 140, 89]). The carrier’s objective is the maximize profit across a network of ship-

per customers subject to network fit and capacity constraints. Thus, when determining its

bid price, the carrier also considers its existing network balance of customer demand, total
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capacity, and how well the expected demand on each lane from this shipper fits in.

Once the carriers’ bid prices are collected, the shipper chooses the carriers with which

to enter contracts on each lane. This is known as the carrier assignment problem (e.g.

[43, 65]). The shipper wants to encourage carriers to bid as close to their reservation prices

as possible – that is, the lowest price they are willing to accept to serve the demand while

maintaining the shipper’s desired service levels. This last point becomes important during

the second stage of for-hire TL transportation. Thus, the shipper chooses carriers with

the lowest bids subject to constraints such as historical performance levels, service type,

incumbency, technological sophistication, etc.

This process results in contracts between the shipper and carriers. Under these contracts,

prices are set and held exclusively and privately between shippers and carriers, typically

lasting one or two years. While the price is set, a unique aspect of TL contracts is that they

are non-binding on both sides: in (1) demand of loads tendered from the shipper and (2)

supply of capacity from the carrier. This is because unavoidable demand forecasting errors

mean the expected or “awarded” volume the shipper forecasted and communicated to the

carrier may not ever materialize (referred to as “Ghost Freight”, (see working paper by [4]),

or more than the expected volume may need to be moved. Thus, the shipper is not required

to offer, or tender the awarded volume over the contract time period. At the same time, due

to difficulties of ensuring a truck and driver are available at the time and location every load

is ready to be moved, the carrier is not required to accept every load it is tendered. This is

due to the difficulty for carriers to know with certainty that a truck will be available at the

time and location each load does materialize. Since neither side wants to be penalized for

uncertainties that are largely out of their control, TL contracts are flexible in this way.

Due to the possibility that contracted (also referred to as primary) carriers may reject

loads, shippers construct a routing guide for each lane. The routing guide is a sequential

list beginning with the primary carriers followed by a set of backup carriers. These backup

carriers typically have unsuccessfully bid on the lane, thus expressing ability and willingness

to serve at least some of the lane’s demand. Most often, these carriers had bid higher prices

than the winning carrier. The backup carriers are entered into the routing guide at their

bid price, however, there is no contract in place between the shipper and backup carriers.
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Not only does this mean the backup carriers’ routing guide price is not binding, but there

is a much lower assumption that backup carriers will produce capacity when called upon.

1.4.2 Operational Load Tendering and Acceptance

The non-binding nature of the contracts comes into play during their operationalization, or

the second stage of TL transportation: the shipper load tendering and carrier acceptance

decisions (see Figure 1-3).

Figure 1-3: Second Stage of For-Hire Truckload Transportation

When a shipper has a load it needs moved, it tenders the load to its contracted carrier

for that lane at the contracted price. This carrier can accept or reject the load for any

number of reasons. If it is rejected, the shipper tenders the load to the next backup carrier

in its routing guide. The prices associated with each backup carrier correspond to their bid

prices, which can be 9-15% more than the contract price [2]. For this reason, shippers want

to ensure their contracted carriers maintain high freight acceptance rates. This acceptance

rate is one of the key performance measures shippers rate their contracted carriers on.

Like primary carriers, backup carriers may accept or reject load offers. The shipper

proceeds down the routing guide until a backup carrier accepts the load or some price or

time threshold is hit. At that point, the shipper may turn to the spot market where it
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consults a load board to find a carrier for its load. Relying on the spot market can cost the

shipper 23-35% more than its contracted price.

This describes the supply side non-binding aspect. The demand side involves the amount

of volume the shipper actually tenders to the carrier. During the first stage procurement

process, the shipper communicates each lane’s awarded volume to the carriers – that is, the

number of loads per week the carrier should expect on the lane over the contract. However,

due to changes in the shipper’s end customers’ actual demand, the shipper may tender

some amount above or below this expected volume. Either of these scenarios are difficult

for carriers to manage.

1.5 Freight Market Cycles

As discussed earlier, the dual-sided supply and demand flexibility in these contractual rela-

tionships are sources of unanticipated costs and uncertainty for shippers and carriers. These

issues worsen when we consider macroeconomic factors of the market.

The freight transportation industry undergoes market fluctuations due to changes in

the overall economy, hedging or otherwise opportunistic pricing during the transportation

procurement process, truck driver shortages or churn, regulations, and extreme weather

events [113]. In what is referred to as a soft market, the demand for transportation services

is less than available trucking capacity, driving prices down and carriers to accept only

marginally profitable or even unprofitable freight just to fill their trucks and cover costs –

this is when shippers hold the more advantageous position.

During soft market conditions prices can becomes so low that it becomes difficult for

carriers to cover their costs. As they typically operate with low cash flows and slim margins

to begin with, many carriers - especially small ones - go out of business during soft market

periods. In fact, the Wall Street Journal reports that there are 3-4 times the number of

carrier bankruptcies during these times than any other [152].

On the other hand, in a tight market, demand for transportation outstrips supply, car-

riers have their pick of freight they want to move, prices are high, and carriers have the

advantage. The industry experienced a sever cycle from a soft to a tight market around Q3
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2017 [113], and markets began to soften again around Q4 2018. The markets remained soft

until the onset of Covid-19 pandemic, hitting the US economy by about March of 2020.

1.6 Truckload Carrier Competitive Landscape

The characteristics of TL carriers vary dramatically, in particular their size and service

type. Carriers’ strategies, operating expenses, and access to shippers’ business are influenced

by these characteristics. Moreover, they directly impact the relationships they form with

shippers.

1.6.1 Carrier Fleet Size

The carrier’s fleet size - or number of trucks - dramatically impacts its operations. While

the US Department of Transportation reports over 700,000 registered motor carriers in the

US in 2021 (including TL and LTL), the distribution of fleet size is highly skewed. For

example, 91% of carriers have 6 or fewer trucks, 97% have less than 20 trucks, and less than

200 carriers have over 500 trucks [51].

The smallest carrier size is the owner-operator. This is where a single driver or team

of two drivers own from 1-3 trucks. Sometimes these carriers work directly with shippers,

but more often they either lease their capacity and service to larger asset carriers. They

operate by filling in the gaps in shippers’ network coverage as they can me much more

flexible than larger carriers. However, these owner-operators often lack resources such as

dispatching services, finance departments, and strategic or tactical business knowledge to

operate efficient and profitable businesses. However, while the owner-operators do not

typically run highly profitable businesses, the draw is the independence that comes with self

employment and the truck driving lifestyle.

Small and medium sized carriers that operate in the 10-500 truck range typically operate

best focusing on regional operations. They are large enough to serve small and medium

shippers’ needs and can offer more specialized, niche service. These small- and mid-sized

carriers can be very successful operating in this way.
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While there are tens to hundreds of thousands of owner-operators, small, and medium

carriers, there are just a handful of large fleet carriers. Knight-Swift, J.B. Hunt, Landstar,

and Schneider are major players in the US that own and operate thousands of trucks each.

Due to their scale, they can efficiently operate nation-wide and serve large and small shippers

alike. Shippers tend to form long-term contractual relationships with a set of core carriers,

comprised of mostly larger carriers. Important to note however, due to the sheer size and

competitiveness of the market, these large carriers still function as price takers; shippers

always have another provider option willing to take their freight for a lower price.

1.6.2 Carrier Service Type

Within the carrier service type category, there are asset-based carriers and brokers (or “non-

asset” carriers). Asset carriers own the trucks and all equipment needed to move goods.

They have direct relationships with the shippers that hire them.

Non-asset carriers (also called freight brokers or freight forwarders), on the other hand,

act as the middle man between shippers and asset-based carriers. As a result, their cost

structures and relationships with shippers differ significantly from those of asset carriers.

Brokers’ margins depend on how well they can hedge the market. They enter contractual

relationships with shippers but they typically buy capacity from carriers on the spot market

- often operating their own internal load boards and an army of agents on answering and

making phone calls to match loads to trucks.

Shippers may strategically use brokers as contracted carriers for lanes that are difficult

to cover with their core asset carrier base. Usually these are lanes with low volume and/or

irregular demand patterns. They may also rely on brokers as backup options in their routing

guides when their contracted carriers reject loads.

Since shippers tend to prefer to manage small core carrier bases, they can maintain a

relationship with the broker that then accesses a larger pool of smaller carriers. In exchange,

particularly smaller carriers use brokers to access business they would not have access to

otherwise. Carriers also use brokers to reposition capacity rather than having a deadhead

move and incur the associated costs of empty miles.
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The role and reputation of brokers has evolved over the decades. Traditionally they were

viewed as a last resort option for shippers. They were - and still are - criticized for taking

too high of a cut of the transaction, introducing economic inefficiencies into the equation.

However, they have also become a key strategic resource for shippers and carriers. Due

to their access to vast amounts of data in the form of large volumes of transactions from

multiple shipper customers and carrier providers, they can offer added value to a shipper’s

business. For example, they provide transportation analytics insights such as benchmarking

rates to help the shipper identify how close to average market prices it is paying for certain

lanes or regions. Similarly, brokers argue that they offer deep industry knowledge and

attractive freight options for carriers. In the US, major players in the brokerage space

include C.H. Robinson, XPO Logistics, and Coyote Logistics.

1.7 Trends in Contractual Relationship Forms

With the traditional process and players established, we discuss trends the industry is

experiencing in new contractual relations. Contractual forms are in place that help spread

the inherent financial risks and reduce uncertainty due to the non-binding nature of the

traditional contract. The most common contract form is the long-term, fixed-price contract,

typically in effect for 1-2 years [101, 40]. However, alternative contract forms have been

explored in practice – and to a lesser extent in the literature.

Under a tiered volume pricing contract, for example, the shipper and carrier agree to

different fixed prices for different volume levels. For carriers, more volume is not always bet-

ter. A carrier serves many customers; more capacity allocated to one customer, particularly

more than what has been strategically planned, throws a carrier’s network out of balance

and may cause it to underserve another customer. As economies of scale do not apply (see

[39], a shipper that offers more volume should not expect to get volume discounts. In fact,

shippers may have to pay more for higher volume.

Two additional alternative contract forms that are sometimes used in practice are guar-

anteed volumes and guaranteed service levels. Under the former contract form, a shipper

commits to a set volume tendered to the carrier and if that demand does not materialize, it

29



must still pay the carrier for the unused capacity - either at the load price or some fraction

of it. This is colloquailly called “take or pay”. In the latter contractual form, the carrier

commits to hauling a set volume. If it cannot take those loads, then it must pay.

Finally, a contractual form that has received a lot of attention from practitioners is

the market- or index-based contract (see, for example, [149, 31]). With this contract, the

price is no longer fixed. An initial price is decided during the procurement stage of the

process, however the price is allowed to fluctuate in time up or down as the freight market

does. The argument for these contract forms is that since the market introduces uncertainty

and reduced contract compliance, these dynamics could actually be used to incentivize the

desired outcomes, specifically by (1) reducing shippers’ reliance on higher priced and lower

performance backup carriers, and (2) ensuring carriers are paid a market-competitive price

for their services2.

1.8 Outline of Thesis

The remainder of this thesis is structured as follows. In Chapter 2, we explore the question

of carrier reciprocity in tight markets when they have a more advantageous position and

what shippers can do to mitigate the effects of the market to maintain high contracted car-

rier acceptance rates. In Chapter 3, we quantify contracted carriers’ willingness to stick to

the contract as its best-known alternative becomes more attractive than the contract price.

We take a segmentation approach and determine this measure of contract price stickiness

for different pieces of shippers’ network of lanes, carrier base, and market conditions. In

doing so, we determine the potential opportunities for an alternative shipper-carrier rela-

tionship form that has received much attention from practitioners: market-based contract.

In Chapter 4, we explore how shippers and carriers should design the market-based contract

explored in the previous chapter, so that it results in a Pareto improvement over the status

quo fixed-price contract. Finally, in Chapter 5, we summarize the key contributions of this

thesis and areas to extend the research.

2Index-based contracts are well established in other industries in which market prices are volatile, market
patterns are cyclical, both buyers and sellers want an exogenous way to determine a “fair” price. They are
used in in ocean shipping, energy markets, and for many agricultural products, for example.

30



Chapter 2

An Empirical Analysis of Carrier

Reciprocity in Dynamic Freight Markets

Abstract

Dynamic macroeconomic conditions and non-binding truckload freight contracts enable

both shippers and carriers to behave opportunistically. We present an empirical analysis

of carrier reciprocity in the US truckload transportation sector to demonstrate whether

consistent performance and fair pricing by shippers when markets are in their favor result

in maintained primary carrier tender acceptance when markets turn. The results suggest

carriers have short memories: they do not remember shippers’ previous period pricing,

tendering behavior, or performance when making freight acceptance decisions. However,

carriers appear to be myopic and respond to shippers’ current market period behaviors,

ostensibly without regard to shippers’ previous behaviors.

2.1 Introduction

A key performance indicator used by shippers is a contracted (also called primary) carrier’s

acceptance ratio (PAR) - that is, the fraction of loads the carrier accepts relative to the

number of loads that it is offered by the shipper on a lane a carrier has won in the strategic

procurement process. When a primary carrier’s PAR declines, as is seen in tight market
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periods, shippers must go deeper in their routing guides to find non-contracted carriers to

move their loads. Elevated freight rejection and high transportation costs in tight market

periods hinders overall business performance [138]. As a result, during tight periods shippers

search for ways to develop relationships with their carriers and ensure consistent performance

through the cycle, seeking ‘shipper of choice’ status, [46].

The tensions between shippers and carriers that we highlight in Chapter 1 motivate this

chapter, in which we test the often-heard opinion by shippers and carriers that they each

“have long memories” between market cycles.

2.2 Literature Review

A vast set of literature related to the PAR problem models the load matching and carrier

assignment decisions to help shippers and carriers improve performance. Due to advances in

near-real-time data availability and computational capabilities, much of the recent literature

has explored dynamic versions of these problems, where the shippers’ load information

becomes available over time rather than being known a priori. A related, but much smaller

body of literature studies shipper-carrier relationships.

2.2.1 Strategic carrier assignment decisions

Two problems in the transportation literature, which are related but distinct, are the ship-

per’s strategic decision during the procurement process of which primary carrier to assign

to each lane, and the operational decision regarding which carrier to offer each load.

[39] and [42] argue that economies of scope come about when shippers and carriers make

procurement and bid decisions by considering their network as a whole rather than on a

lane-by-lane basis. A combinatorial optimization approach to the procurement auction is

developed to improve efficiencies; in particular, to improve how carriers communicate their

cost function information to shippers and how shippers assign carriers to lanes. These

studies focus on the bids that carriers submit in response to the RFP and develop formal

optimization models and solutions for how shippers should analyze these submissions and

assign carriers to lanes.
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Building on this research, [98] considers both bid cost and carrier reputation in the

shipper’s combinatorial carrier assignment problem. The author finds that when taking

reputation into account during the primary carrier selection process, shippers pay more in

total direct costs to carriers, but there is a decrease in total hidden costs, which results in a

net savings in total transportation costs. Including carrier reputation in the assignment de-

cision is also considered by [119]. Here, the reputation-based winner determination problem

where allocation of long-term contracts to carriers is decided based on both bid ask prices

and carriers’ reputation. The carriers’ reputation is translated into unexpected hidden costs

the shipper may incur when working with the winning carriers.

The above literature assumes the shipper has decided to outsource the transportation

service and models the shipper’s selection of for-hire carriers. However, a number of studies

have approached the carrier assignment problem in which the shipper chooses between

contracting for-hire carriers and serving the lanes itself with a private fleet. This set of

literature includes [64], [41], [90], and [104]. For a review of the TL transportation service

procurement modeling approaches including contract or spot agreements between shippers

and carriers, the reader is referred to [20].

2.2.2 Operational load matching decisions

The load assignment problem finds the minimum-cost assignment of loads to carriers, where

each load must be picked up at a given location at a specific time and delivered to a

known destination (see [115]). [114] presents a methodology to evaluate the dynamic load

assignment model with demand uncertainty and real time information using rolling horizon

simulations.

Similarly, simulation approaches have been applied to study the dynamic nature of TL

load matching operations by [148] and [118]. Further, [133] demonstrate an approximate

dynamic programming method to accurately simulate the operations of the largest truckload

motor carrier in the US, with over 6,000 drivers. The authors make use of both pre- and

post-decision states in order to deal with the complexities of carriers’ operations. The model

includes driver attributes such as home domicile, desire to be offered loads that get them
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back home, and hours already worked. Load attributes including origin and destination,

appointment and delivery types, and revenue, are also included to allow the company to test

the value of changes in the mix of drivers, freight, and other operating policies. The authors

highlight that their model can be extended to help the carrier make tender acceptance

decisions at the load level based on the current state of the system and ultimately evaluate

how to commit to contractual agreements with shippers.

2.2.3 Shipper-carrier relationships

The S-C relationship as it relates to market conditions and the nature of the resulting

contractual agreements is the focus of [79], which studies relationship-specific investments

in the trucking industry. The author argues that in trucking, the customer (i.e., shipper)

rarely experiences asset specificity - that is, investments specific to partners (carriers) over

long horizons as compared to other industries. He argues that with increasing long-haul

trucking market thickness - that is, as more buyers and sellers come to the market - ship-

pers and carriers utilize simple spot transactions rather than more complicated contractual

arrangements.

Much of the extant transportation literature on shipper-carrier (S-C) relationships relies

on surveys, interviews, and isolated experiments rather than empirical industry data, in part

due to the difficulty of obtaining private company data. Carriers’ freight acceptance has been

the focus of a few studies based on transaction data, however. Rather than measures of the

S-C relationship, most authors consider attributes of the lanes and freight in determining

whether a load will be accepted. High lane volume [70], low lane volume volatility [83],

high pricing [8], and high lane consistency, or cadence, [5] have been found to be positively

correlated with higher primary carrier AR (PAR).

The S-C relationship, however, has been found to contribute to carriers’ freight accep-

tance in a few studies. [170] find that contracted carriers, which shippers believe represent

good relationships, outperform carriers that demonstrate poor or purely transactional rela-

tionships in terms of freight acceptance, on-time delivery, and pre-positioned capacity.

[131] analyze contract and spot market transactions and the impact the S-C relationship
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on freight acceptance. They find that less frequent load offers increase the likelihood of a

carrier rejecting a load, while higher offered volume, lower load offer volatility, and higher

revenue transacted between the shipper and carrier increase the likelihood of carrier’s load

acceptance. The authors do use a measure of market condition - Spot Premium - which

is the ratio of 7-day average spot prices to 7-day average contract prices in a geographic

region. As the unit of analysis in the model is at the load level, this rolling ratio still

indicates immediate market conditions, testing whether carriers are more or less likely to

accept loads in one market or another. We extend this market condition consideration by

including previous market behaviors into the acceptance decision model.

Each of these studies utilizes data from a single shipper, which limits their ability to gen-

eralize across types of shippers or to segment the data by S-C relationship types. Moreover,

while the above literature explores the S-C relationship and its effects on carriers’ tender

acceptance, it does not consider previous behaviors explicitly defined by market conditions.

Our research contributes to the TL transportation literature in that we analyze transactions

and behaviors between many US shippers and contracted carriers and determine how the

relationship between them in one market condition corresponds to performance in the next,

when power dynamics have shifted.

2.3 Research Question and Hypotheses

To address the research gaps described above, we formulate the following research question,

which considers the degree to which shippers and primary carriers stand by the terms of

their previously defined non-binding contracts as market conditions (and power dynamics)

change:

RQ: Should shippers pay competitive prices or provide high, consistent freight

volumes when markets are soft to ensure carriers will adhere to contract ex-

pectations when the market tightens with high acceptance ratios of contracted

loads?
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In particular, do carriers have long memories (thus, act like elephants) and reciprocate

high soft market period pricing, tender consistency, or high volume from shippers with

consistent, high PAR in tight periods? Conversely, do carriers reciprocate low soft period

pricing, tender consistency, or volume from shippers with lower tight period PAR? Or, do

carriers act like goldfish with short memories, forgetting shippers’ previous behaviors?

In short, our research question considers whether it is worth it for a shipper to “pay it

forward” by strictly adhering to contract commitments even when lower cost options may

be available. This we measure with primary carrier acceptance ratio and formulate the

following hypotheses:

2.3.1 Carriers’ response to previous shipper behavior

First, we focus our attention on whether carriers respond to shippers’ previous behaviors.

That is, do carriers have long memories (thus, act like elephants) and reciprocate good per-

formance soft market from shippers with high PAR in tight periods? We measure “good”

performance as competitive pricing, consistent tendering patterns, advanced load notice,

minimal delays at pick-up and delivery, and frequent business. We consider asset-based

primary carriers independently from non-asset primary carriers (which, in our context in-

cludes brokers serving as contracted carriers), as they may have different strategies, access

to capacity, and perhaps tolerances for certain customer behaviors. This leads us to the

following two hypotheses:

H1a: Asset-based primary carriers offer high tight market period PAR for their shippers

that had demonstrated good performance in the previous soft market period.

H1b: Non-asset primary carriers offer high tight market period PAR for their shippers

that had demonstrated good performance in the previous soft market period.

2.3.2 Carriers’ response to current shipper behavior

Second, we consider whether carriers respond to shippers’ current behaviors. That is, do

carriers act more like goldfish and offer high tight market PAR for shippers demonstrating

current good behaviors? Thus, we formulate the following two hypotheses:
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H2a: Asset-based primary carriers offer high tight market period PAR for their shippers

that demonstrate good performance in the current tight market period.

H2b: Non-asset primary carriers offer high tight market period PAR for their shippers

that demonstrate good performance in the current tight market period.

2.4 Methodology

In the following section, we describe the hybrid break point detection method implemented

for this study, define the market time periods, characterize the S-C pairs and describe the

model we implement to answer our research question.

2.4.1 Empirical Data Summary

The data for this research is obtained from a partner company that provides logistics and

transportation functions for its shipper clients. Our partner company is not a brokerage,

but rather is a managed services provider assisting its clients (shippers). The relationship

and all payments are directly between the shipper and the carrier with no intermediaries.

This is important to note, as we intend to study the direct relationship between a shipper

and its primary carriers, not how carriers interact with a third party. Many companies offer

such managed transportation services. For example, Transplace, BluJay Solutions, 4Flow,

C.H. Robinson, and XPO Logistics. While the latter firms are two of the largest traditional

3PL providers in the US, they both offer independent managed transportation services as

described above without promoting or relying on the brokerage side of their businesses.

For our purposes, we obtain both tactical pricing information and operational load trans-

action data. The carriers’ pricing information is obtained during each shippers’ procurement

event; prices carriers bid for each lane are collected, one or more carriers are selected to be

contracted, and a subset of the remaining carriers that bid are retained as backup carriers in

cases where the primary carriers reject loads. Typically this process is either done solely by

the client shipper, or with the help of our partner company, depending on the the shipper’s

needs. This pricing information for each carrier - primary (i.e., contracted) and all backup
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(i.e., non-contracted) - is uploaded into the routing guide, which we obtain from our partner

company.

The provided data further includes transactions for all of the client shippers’ TL loads

that originate and terminate within the continental United States, each loads’ corresponding

carrier tender sequence beginning with the primary carrier through any backup carriers if

needed and each carriers’ acceptance or rejection decisions until a carrier finally accepts the

load.

After data cleaning and pre-processing, we retain just under four years of transactions;

from September 2015 to May 2019. In particular, the data spans one complete market cycle

into the next - that is, a soft period, a tight period, and the beginning of a second soft

period, which are defined and tested in §4.2. For consistency, we consider only TL, dry

van, long haul (greater than 250 miles) loads, since pricing schemes differ for other freight

types and shorter lengths of haul. As a result, we maintain 1,933,299 unique loads offered

by 71 shippers, tendered to 1,650 primary carriers. They comprise 7,573 shipper-primary

carrier pairs operating from 4,915 origin 5-digit zip codes to 9,668 destination 5-digit zip

codes. The dataset also contains geographic regions defined by our industry partner as key

economic zones of shippers’ business. The continental United States is divided into a set of

135 mutually exclusive and collectively exhaustive regions. Each of these regions represents

an origin and a destination region.

Table 1 below summarizes the data set. In addition to these variables, the metrics

described in the following subsections are computed to measure attributes of the S-C rela-

tionship.

2.4.2 Break Point Detection and Market Period Definition

First, we define the market periods by detecting breaks in market data. The time series

of aggregated weekly PAR across all shippers is used as a proxy for market conditions.

Previous literature ([131], [127], and [85], for example), use monthly spot market prices to

characterize market conditions. In our dataset only about 2% of the total transactions go

to the spot market and this value changes with market conditions as more loads go to the
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Table 2.1: Data Summary

Date range Sept 1, 2015 - May 30, 2019
Shipment Type TL, dry van, long haul (�250 mi)
Num. Loads 1,933,299

Num. Shippers 71
Industries Automotive, Food & Beverage or Con-

sumer Package Goods, Manufacturing,
Paper & Packaging, Other

Num. Primary Carriers 1,640
(Asset-based: 1,446, Non-asset: 194)

Num. Shipper-(Primary)Carrier pairs 7,573
Num. Origin 5-digit Zips (Regions) 4,915 (135)

Num. Destination 5-digit Zips (Regions) 9,668 (135)

spot market during tight periods, As such, our data is limited in using spot prices to define

market periods as other studies have.

However, [131] show a 77.3% correlation between spot premium time series data and

the Morgan Stanley supply and demand sentiment index, which surveys a broad array of

shippers, carriers, and brokers. Our weekly national PAR series and this same Morgan

Stanley weekly freight index from 2015 to 2019 have a correlation of -85.2%. That is, we

show that high demand for capacity correlates with lower PAR - the definition of a tight

market. Not only are supply and demand over time strongly correlated with spot prices

as demonstrated in [131], we show that they are strongly correlated to our measure of the

market, PAR. Thus we can be confident in choosing PAR rather than other metrics (e.g.,

spot prices, freight industry indices such as national load-to-truck ratio, truck manufacturing

order rates, or other macroeconomic indicators) to define market conditions; acceptance

ratios capture real-time carrier decisions.

In practice, many shipper monitor the changing market conditions by tracking the PAR

along with outer routing guide failures – not just spot market price changes. In fact, one

could argue that PAR is a more sensitive metric than spot premium as it captures contract

abandonment by carriers. Thus, PAR is an appropriately representative and sensitive mea-

sure of how carriers respond to and communicate with shippers and, thus, of overall market

conditions. Further, by considering the aggregate measure, the break points detected do
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not presuppose this study’s results.

To define and validate the identified breaks, we combine two distinct break point detec-

tion methods. As neither method perfectly captures the changes we expect, we run each

method independently and take points that are identified by both methods as validated

breaks. This results in a more robust break point detection method.

Quandt Algorithm

The Quandt method, developed by [48] and expanded by [117] is the standard econometric

test for a break point that is not known a priori. The method calculates a sequence of

Pearson’s chi-square statistics to determine when the series has shifted [68]. The algorithm

considers each point in the time series as a candidate break point, ⌧ . The data is split into

sub periods at ⌧ : A for t  ⌧ , and B for t > ⌧ . We estimate the vector of coefficients of a

linear regression fit to each sub period and to the full series without a break (denoted by

T):

ŷAt = �̂A
0 + �̂A

1 X
A
t + "A, t  ⌧

ŷBt = �̂B
0 + �̂B

1 X
B
t + "B, t > ⌧ (2.1)

ŷTt = �̂T
0 + �̂T

1 X
T
t + "T , 8t

The chi-square distribution is used to assess the statistical significance of the difference

between the two regression models and the equality of the coefficients is tested using an

F -statistic (the ratio of two chi-square distributions) [48, 68].

The break point, ⌧̂ , is determined to be the point at which the maximum F⌧ is achieved:

⌧̂ = argmax⌧F⌧

Typical F -statistic critical values for such tests are not appropriate for F⌧̂ when the

break point is not known a priori and the Quandt method is applied [68]. However, critical

value tables for the Quandt statistic and p-value calculation methods have been developed

by [9], [10], and [67].

The Quandt algorithm described above considers all points in the time series for which
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⌧ 2 [⌧0, ⌧1], where we exclude the tails of the data from consideration as candidate points

to maintain enough observations on either side to estimate meaningful regression models

[117, 68]. The sample is trimmed to the interior � to (1��) range of the data. [68] suggests

that typical values of the trimming parameter, �, fall between 0.05 and 0.15. In this study

we use � = 0.05 trim and address its sensitivity by defining a transition period on either

side of a detected break point when defining our market periods.

Considerations of the Quandt Algorithm

While well documented in econometric and statistics literature, the Chow and Quandt

algorithms have a number of drawbacks when applied to the data presented in this paper.

First, the methods are well suited for time series data containing a single break, and despite

extensions developed to account for multiple breaks, the results of these extensions are

sensitive to both the date range and the trim parameter selected.

The second drawback of the Quandt algorithm as applied to this research is that it

tests for locations in which one can fit the best linear model to each segment of the data.

However, that is not the intent of this step in our research. We merely require a method to

determine when average values of the aggregated PAR has changed. Unfortunately, break

point detection based on average values is not found extensively in the literature. As such,

we combine the method described above with a sequential difference of means test described

in the following subsection.

Jumping Mean Approach

We are interested in determining the times at which the average value of the aggregated

PAR changes. To identify these points, for each date in the time series, ⌧ , we compute the

average of the PAR values for the preceding W weeks and the following W weeks. These

backward- and forward-looking average values are denoted by X
b,W
⌧ and X

f,W
⌧ , respectively

and we take the absolute value of the difference between the two values, DW
⌧ :

DW
⌧ = |Xb,W

⌧ �X
f,W
⌧ | (2.2)
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Where

X
b,W
⌧ =

1

W

W�1X

i=0

X⌧�i

X
f,W
⌧ =

1

W

WX

i=1

X⌧+i

(2.3)

In doing so, we draw from a data mining context, which describes such a ‘jumping mean’

break point measure, where a break is detected if a difference score (which we define here

as the absolute difference in means between the forward- and backward-looking window of

the data) is large enough [144]. We consider the points at which the local maxima of the

absolute difference occur as potential break locations, as suggested by [68] and [15] for the

Quandt method.

Next, applying a standard t-test, we check the statistical significance of the difference of

means at the potential breaks, ⌧ . If tstat > tcrit at the desired significance level we consider

it as a potential break point.

We test the sensitivity of this combined method to the window size, W . Windows of 6,

10, 12, 26, 34, and 52 weeks are tested and we determine that a satisfactory window size

is 12 weeks, as smaller windows are too sensitive to variability in the data, detecting many

immaterial break points, and larger windows over-smooth, missing potentially important

breaks (see Appendix A for window sensitivity test results).

Next, we combine the results of the Quandt algorithm and this jumping mean approach.

We retain only break dates that are identified by both the Quandt method and the jumping

mean approach with a 12-week window. These dates are summarized in Table 2. The

resulting validated break points are the first week of February 2016, the first week of July

2017, and the second week of January 2019 (see Figure 1).

Market Period Definitions

While determining a break at a single point is simple and convenient, claiming that an

economic market change takes place at a single specified date is not realistic. We use the

break point detection method described above as a first order approximation of a structural

change point [68]. To account for seasonal effects, we take a full year of data for each
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Table 2.2: Break points identified by the Quandt method and jumping mean approach

Quandt results Jumping mean
02-05-16 02-07-16

05-29-16
01-29-17

06-28-17 06-25-17
09-02-18

01-16-19 01-20-19

defined time period. By selecting a full year during each market period we average out any

seasonality individual shippers or industries observe. In this way, seasonality in demand for

distinct shippers or industries in one market period is compared to the same seasonality

in the second market period and allows us to compare across shippers of different size and

industry. Further, in order to allow for market transition buffer time, we choose the year of

data that is centered between our validated break dates.

While it is reasonable to consider economic markets as continuous rather than discrete as

we do here, we define our research question such that we measure market-specific behaviors,

and thus must define market periods. To procure transportation services, shippers typically

run annual national bid events, which are essentially seen as step changes resulting in rates

and primary carrier agreements that are expected to be in effect for a year. These step

change, which represent how the shipper is responding to the current market conditions,

occur are different times throughout the year for different shippers. The result of cumulative

shipper annual bids eventually leads to a distinct market type. Moreover, the decision to

discretize the market is based on conversations with industry practitioners, who tend to

refer to distinct “soft” and “tight” market periods. Our resulting market periods are defined

in Table 3 below.

Table 2.3: Market Periods

Soft Tight
Date Range Apr. 15, 2016 – Apr. 14, 2017 Oct. 1, 2017 – Sept. 30, 2018

Avg. Weekly PAR 81.9% 68.5%
Avg. Weekly CPL $1155.9 $1420.7

Figure 1 shows both the average weekly aggregated PAR and the average weekly accepted
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cost per load (CPL) over time overlaid with our identified break points and market periods.

This CPL is the linehaul price that is accepted, which includes primary carriers, backup

carriers within the routing guide, and spot loads. The two measures mirror each other as

expected: as the market tightens, acceptance ratios decrease and prices paid increase. As

the market softens again, acceptance ratios increase and accepted prices decline.

Figure 2-1: Validated Break Dates, Market Periods, Aggregated Primary Carrier Acceptance
Ratio (PAR) (left axis), and Accepted Cost Per Load (right axis)

2.4.3 S-C Relationship Measures

We select and define the S-C relationship metrics based on a combination of relationship

attributes studied in the inter-firm relationship literature and in TL transportation litera-

ture, TL transportation industry reports, and conversations with our industry partner and

with professionals at both shipper and carrier organizations. Thus, we have developed a set

of relationship characteristics based in both theory and practice.

We define the relationship between shippers and carriers along six shipper behaviors mea-

sured in each of the market periods, The first, Primary carrier Acceptance Ratio (PAR),

in the tight market is our dependent variable in our model. The remaining set of shipper
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behaviors is composed of pricing relative to market rates, volatility of volume offered mea-

sured, tender lead time, and origin and destination dwell times. In addition, we include

one characteristic of S-C interactions across time periods (cadence of tenders), two shipper

characteristics (size and industry), and two carrier characteristics (fleet size and asset- ver-

sus non-asset). We detail these measures in the following subsections and report summary

statistics in Appendix C.

Primary carrier Acceptance Ratio

Primary carrier Acceptance Ratio (PAR)1 is measured as the weekly fraction of loads that

are accepted by the primary contract carrier relative to the total number of loads offered to

that carrier from a specific shipper:

PARa,b
i,j,w =

La,b
i,j,w,accepted

La,b
i,j,w,offered

(2.4)

where L is the number of loads either accepted or offered; a and b denote the shipper

and carrier, respectively; i and j denote the origin and destination regions, respectively;

and w is the week in which loads are offered.

High PAR in a soft period does not necessarily indicate a good S-C relationship because

demand is low in soft markets and carriers search for business regardless of their relationship

with shippers. On the other hand, low PAR in a soft period is a signal of a poor S-

C relationship, as it is in the portion of the market cycle when carriers need loads. On

aggregate, PAR decreases as the market turns from soft to tight, by definition of the market

types. However, we expect that S-C pairs with an existing strong relationship will not

experience a decrease in PAR as severe as that of the aggregate market PAR decline.

We calculate PAR for a S-C pair on each of their lanes, and in each week in which

loads are offered between them. This value is averaged over all weeks in each of the market

periods and we obtain an average weekly acceptance ratio, which is averaged again across

all lanes between a shipper and carrier in each market period to obtain the S-C PAR for

1Primary carrier AR (PAR) is a preferred measure to AR across all carriers, where the same load may
be rejected multiple time.
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both periods: PARa,b
soft and PARa,b

tight
2.

Market Rate Differential

Market Rate Differential (MRD), or the percent above or below market benchmark prices

at which a load moves, measures how much of a premium (or discount) a shipper pays its

primary carrier. As noted earlier, we expect that shippers paying high soft period prices,

when the market is in their favor, will receive better performance in the next tight period

- that is, carriers reciprocate high soft period pricing with high tight period PAR. On the

other hand, we expect shippers that pay low soft market prices are taking advantage of their

position and carriers respond with decreased PAR in the following tight period.

We determine MRD by calculating a benchmark price for each lane against which the

S-C pairs’ contract prices are to be compared. Our load data is split into the soft and tight

periods to obtain lane benchmark rates for each time period. Freight transportation costs

can be reduced to a linear combination of fixed costs and variable costs associated with

a distance measure [53]. The benchmark rate captures the regional nature of TL pricing

with lane-specific fixed effects by including origin and destination indicator variables. In

doing so, we incorporate effects of outbound loads from the origin and inbound loads to

the destination. These factors are important as carriers makes load acceptance decisions, in

large part based on where they have available capacity, where they will ultimately end up,

and the likelihood of obtaining follow-on loads.

We implement a multiple linear regression model with heteroskedastic robust standard

errors in which the load linehaul price is regressed on an origin region indicator variable, a

destination region indicator variable, and distance variable [18, 127].

Specifically, an indicator variable is created for all but one of the origin regions and all

but one of the destination regions. The lane which corresponds to this origin-destination pair

is the base case lane. The base case origin and destination regions are chosen based on their

outbound and inbound volume, respectively. We measure the total outbound (inbound)

volume in both of the time periods, t 2 {Soft, T ight}, for each region. The base case origin
2We do not weight the PAR by volume offered, number of weeks in the year loads are offered, or number

of lanes between the S-C pair. As a result, the relative importance of each load is higher for S-C pairs with
less total volume (or fewer weeks or lanes) than that of S-C pairs with more volume (or weeks or lanes).
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(destination) region is chosen if it is ranked in the top five regions by volume in both time

periods. If more than one region qualifies, we take the region with the highest cumulative

volume. We choose a high-demand lane as our base case to ensure it is representative of

aggregate market conditions.

Our resulting base case origin region is the greater Greenville, SC area and the base case

destination region is the Dallas, TX metro region. We test this choice of base case origin

and destination regions among top-ranked regions by volume and find that the differences

between lane benchmark values relative to one another for varying base case regions do not

impact statistical results.

The vector of coefficients that results from our linear regression includes an intercept

term, which is the fixed transportation cost, �̂t
base, a distance (i.e. variable cost) coefficient,

�̂t
dist, I-1 origin coefficients (where I is the set of origin regions in the dataset), and J-1

destination coefficients (where J is the set of destination regions in the dataset). These

135 key economic regions defined by our industry partner are geographic clusters of trans-

portation demand patterns. The origin and destination coefficients of our linear regression

model, �̂t
i and �̂t

j, can be considered ‘price premiums’, or the costs associated with an origin

or destination different from the base case lane.

The origin and destination price premiums, �̂t
i and �̂t

j, for each time period, are illustrated

in Appendix B, as are �̂t
base and �̂t

dist. In general, relative pricing of the regions hold through

market periods. For example, in both the soft and tight markets, the Midwest and Southwest

regions of the United States are typically higher priced regions to ship out of (i.e. positive

and high origin price premiums). This is likely due to the large manufacturing hub in

the Midwest the port authorities of Los Angeles and Long Beach causing high demand for

outbound capacity. As a result, carriers can command higher prices. At the same time,

the Northeastern region does not generate much freight volume relative to the rest of the

country; carriers are willing to take lower prices in order to leave the region (i.e. negative

origin price premiums in the Northeast), whereas higher prices are required to incentivize

inbound carriers in the first place (demonstrated by high destination price premiums in the

Northeast). Thus, these regional values define and quantify fore and backhaul lanes.

Each lane benchmark rate is calculated as follows. The base case lane benchmark price
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is the regression model intercept, �̂t
base, plus the distance coefficient, �̂t

dist, multiplied by the

mean value of the distance variable of loads on that specific origin-destination pair, Xdist.

All other lane benchmark rates consist of the fixed cost intercept term, plus the distance

coefficient and variable interaction, plus the origin and destination region coefficient price

premiums corresponding to that lane, �̂t
i and �̂t

j:

b̂ti,j = �̂t
base + �̂t

distXdist +
X

i2I,i 6=ibase

�̂t
iXi +

X

j2J,j 6=jbase

�̂t
jXj (2.5)

where Xi and Xj are binary variables indicating which origin and destination is active

for the lane of interest. Once the lane benchmark rates are established, the market rate

differential is calculated per load, k, as the percent above or below the lane benchmark

price. That is, the difference between the load linehaul price and the corresponding lane

benchmark rate, relative to the benchmark rate:

MRDt
k,a,b =

LH t
k,a,b � b̂ti,j

b̂ti,j
(2.6)

We obtain the market rate differential for a S-C pair, MRDt
a,b, by averaging over all

loads on each lane between the shipper and carrier, and averaging across all of their lanes

for each market period separately.

In the next subsections we discuss shippers’ operational performance that may impact

the S-C relationship and thus carrier reciprocity in tight market conditions. A natural

measure may be the the total business offered to the carrier. However, the total amount of

volume a shipper tenders to a carrier does not necessarily lead to better carrier performance,

as the business offered must fit the carrier’s network. For example, previous literature

on the benefits of information sharing finds two seemingly opposing results. In a dyadic

supply chain, [75] demonstrate that supplier capacity limits the value of sharing information.

However, [16] show that the benefit of information sharing is lower with suppliers with less

capacity. As such, we use consistency (or CV, volatility), tender lead time, offer cadence as

operational measures of good shipper tendering behavior rather than pure volume tendered.
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Tendered volume volatility

TL carriers commonly call for consistency of demand at the load and lane levels. For the

shipper, this means minimizing variation in tendering behaviors. Industry reports from

J.B. Hunt, one of the largest TL carriers in the US, and C.H. Robinson, a leading third

party logistics (3PL) provider in the US, cite increased consistency as an action shippers

can take to improve their relationships with carriers, improve freight acceptance, reduce

cost per load, and allow carriers and their drivers to better optimize profitability ([81] and

[46]). Further, previous studies find consistency measures to be significant indicators of spot

market load acceptance [131], reduced cost per load [70], and reduced routing guide failure

[5].

We measure variability of volume tendered by a shipper as the coefficient of variation

(CV) of the weekly volume offered. This normalized measure indicates what percent of

the mean the standard variation is. It is used rather than raw standard deviation in order

to compare the variability measure across dissimilar lanes. A shipper with high tendered

volume variability is expected to have low PAR because inconsistency causes difficulty for

carriers’ network planning. As a result of high variability, either trucks will not be available

when and where shippers need them, or carriers will not make an effort to ensure these

inconsistent shippers are served. Thus, we expect that higher volatility from shippers leads

to lower PAR in tight markets.

Tender lead time

In order for carriers to balance capacity utilization with availability, they need enough time

to respond to the tender requests, ensure a truck is available, and reposition it to the pickup

location on time. According to J.B. Hunt, in addition to consistency and predictability,

carriers seek reasonable lead times, which allow them to create a schedule and optimize

driver’s hours [81]. For example, [37] found that with greater tender lead time, a shipper

saw lower variability in prices paid for loads. We measure this tender lead time (TLT) as

the number of days between when the load is first offered to the primary carrier to when it

needs to be picked up.
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It is important to note however, that with too many days of advanced notice, much

can change in that time. For example, the appointment time may need to change, the

carrier may not have capacity available as expected because of previous service delays,

or the shipper may have been tendering the load to gather information of general carrier

availability or willingness to serve for the tendered price. This point is illustrated by the

numerical results of [169], which find that with a two-day TLT, the carrier’s profit increases

22% over the base case of one day, but three days of advanced load notice only increases

the carrier’s profit by 6% over the base case. [93] and [127] study the impact of lead time

on spot prices. The former consider a dummy variable for loads with greater than 8 days

of lead time, while the latter finds that the impact of lead time drops off quickly for TLT

longer than two days. [148] model the benefit of advanced load information sharing (i.e.,

TLT) to minimize carrier’s total cost and find that carriers seek longer TLT. However they

do not address the potential non-linearity in benefit from increased TLT addressed by some

of the other studies.

Origin and destination dwell time

Carriers are often concerned with delays that occur during pickup and delivery. In a study

of shipper behaviors that impact carrier performance [46] finds that carriers cited dwell

times in their top shipper characteristics important to price and service decisions. Dwell

time becomes even more important when one considers the regulations drivers face in terms

of hours of service (HOS) laws3. Particularly in times when capacity is tight and carriers

want to retain drivers, drivers’ time utilization goes hand in hand with asset utilization and

thus, carriers’ attitudes toward shippers [81].

Dwell time is also considered in the literature; [169] and [148] include dwell time in their

modelling approaches as a cost incurred by carriers.

Delays during delivery can often be more problematic than pickup because drivers may be

3In essence, a driver has 14 hours of “on-duty” time with a required 30-minute break. 11 of those 14 hours
can be spent driving and 2.5 hours can be spent on all other activities, including pickup, delivery, safety
inspections, and shutdown. However, it is not uncommon for live loading and unloading to take longer than
2.5 hours. When these activities do, it eats into the drivers’ precious 11 hours of “on-duty, driving” time
they could otherwise be using to make a profit.
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able to make up some of that added time during the move. However, delays at the destination

may make the driver late to the next job’s appointment, which may then add further delays

to that pickup, thus, proliferating the problem. We expect then, that destination dwell

times may have higher impact on PAR than that at origins.

Offer cadence

In line with carriers’ desire for consistency and the ability to plan for demand, the frequency,

or cadence, at which shippers tender loads is often attributed to carrier’s freight acceptance.

In a general supplier-customer setting, [120] study inter-firm behaviors and argue that in-

teraction frequency is a key success factor to supplier-customer relationships. [131] includes

the number of days since the previous load was offered to a spot carrier by a shipper as a

measure of load offer frequency. Interviews with practitioners and industry reports by J.B.

Hunt and C.H. Robinson demonstrate that tender cadence, as measured by weeks in which

loads are offered to the carrier, is a measure carriers use to assess shipper relationship ([81]

and [46].

We measure frequency at which a shipper offers loads to a carrier as the number of weeks

in a year in which the shipper offers at least one load to its primary carrier. We compare

a metric, offer cadence, or the percentage of weeks during the year in which the shipper

tenders loads to its primary carrier. For individual S-C pairs in our dataset, this percentage

for the soft period and the tight period are highly correlated (with correlation coefficient of

0.90) so we use an average measure across the two market periods. Shippers that offer loads

more frequently are expected to receive higher PAR, as the carriers rely on frequent loads

to move trucks around their network and ensure trucks are available in the right location

and at the right time for the portfolio of shippers served.

Table 4 summarizes the S-C attributes we consider and the literature and the academic

and industry reports that have previously considered such attributes. This is not meant to

be a comprehensive list, but a subset of the literature most closely related to our research

question at hand.

Finally, as the main focus of our study is to examine the impact of shipper behaviors

and market conditions on tight market PAR, we control the impact of other factors that
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Table 2.4: S-C Relationship Metrics in the Literature

Study PAR Pricing Volatility TLT Dwell Cadence
[5] X X X
[37] X X
[46] X X X X
[70] X X X
[81] X X X X
[83] X X X
[93] X
[120] X
[127] X X
[131] X X X X
[148] X X
[169] X X
[170] X

characterize the shippers and the carriers, described below.

Shipper and carrier characteristics

In this section, we describe the attributes of the shippers and carriers themselves that we

include in our model to control for fixed effects. This allows us to determine if certain types

of shippers or carriers behave or experience impacts from market changes differently from

others. These fixed effects include shipper size, shipper industry, carrier size, and carrier

service type.

Shipper size: Previous S-C relationship literature has been limited in the scope of

available shipper data, however our dataset consists of hundreds of shippers. Thus, we

contribute to the literature by considering the impacts of shipper characteristics. First, we

consider the shipper’s size, which we measure as the log (base 10) of average total annual

volume tendered to all primary carriers. Larger shippers may be better insulated from the

impacts of the market and maintain better carrier relationships. On the other hand, smaller

shippers may invest in relationships with a smaller core set of carriers, and thus have better

carrier relationships. We test if a shipper’s sizes impacts how it experiences carrier perfor-

mance as the markets shift.
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Shipper industry: We similarly utilize the granularity of our available data by in-

cluding the shipper’s industry vertical in our model. Each shipper falls into only one of six

industry categories: automotive, food & beverage or consumer package goods (F&B/CPG),

manufacturing, paper and packaging, or a final catch-all category, other.

Carrier fleet size: Carriers with different attributes operate - and thus make decisions

- differently. We first consider asset-based carriers’ fleet size, measured as the log (base 10)

of the carrier’s tractor count, as an indicator of tight market PAR. For smaller carriers such

as the single truck owner-operator, or those with only a few trucks, when demand is very

high as is seen in tight markets, accepting tendered volume becomes more difficult than for

larger carriers, as these small carriers have fewer available trucks to cope with the additional

demand.

Carrier service type The second carrier attribute we consider is the carrier’s service

type. We split our data into S-C pairs for which the primary carrier is an asset-based carrier,

which can be further segmented by fleet size as describe above, and a second set for which

the primary carrier is a non-asset provider such as a brokerage. These providers do not own

trucks, yet they may be contracted with shippers to provide services in a similar way to

the asset carriers. Instead, they match their contracted shippers’ needs with a vast pool of

available capacity composed of many carriers. Brokerages utilize their extensive network of

disagragate capacity to tailor the shipper-carrier match to the needs of both parties.

We are aware of one study that considers the differences in behaviors between asset and

non-asset carriers, specifically, on spot load pricing strategies [128]. The author uses auction

theory to address the differences in how asset and non-asset carriers consider the two main

decisions made in auctions - whether and how much to bid. He finds that non-asset carriers

bid more frequently and higher than their asset counterparts. This study, one of the few

empirical studies of actual firms’ decisions repeated auctions over time as the author claims,

underscores our claim that asset-based carriers and non-asset carriers behave differently and

justifies our consideration of them separately.
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In our dataset, the non-asset carrier for these S-C pairs is defined as the brokerage itself,

not the carrier that ultimately matched and moved the load. That is, we do not have

visibility on which trucking company actually moved the load. Thus, we can characterize

the shipper-third party relationship by including non-asset carriers separately from shipper

and asset-based carrier pairs. Our dataset of S-C pairs contains 159 of these shipper-non-

asset primary carrier pairs. We include the non-asset carriers in a separate model (i.e.,

models 1b and 2b).

2.4.4 Model Specification

As we are interested in studying the S-C relationship between different markets, our unit of

analysis is at the S-C pair level and our dependent variable is tight market PAR.

As this dependent variable is a continuous fraction that can take values between and

including 0 and 1 – that is, if the primary carrier accepts none or all of the tendered volume

from that shipper in the market period, respectively - and we directly observe this outcome,

we implement a generalized linear model. Specifically, we use a beta regression [107]. We

choose a logistic link function using a maximum likelihood estimation method and robust

standard errors to allow for misspecification of the prior distribution, as discussed in [109],

[62] and [111].

Beta regression uses the beta distribution as the likelihood for the dependent variable:

f(yi | a, b) =
ya�1
i (1� yi)b�1

B(a, b)
(2.7)

Where B(·) is the beta function defined by

B(a, b) =
�(a)�(b)

�(a+ b)
(2.8)

a and b are the shape parameters, and � is the Gamma function [61].

We choose a = 4, b = 1, which fits our tight market PAR distribution with a coefficient

of determination of the Q-Q plot of our tight market PAR and beta distribution of 0.931.

The maximum likelihood estimators are calculated over a and b numerically through an
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iterative fitting process (see [105] and [95]).

The beta regression with logistic link function allows us to perform a logistic transfor-

mation of the bounded dependent variable, transforming it to the real number line, and still

retain extreme values (i.e., 0 and 1) [61]. The logistic link model is defined as follows:

logit(yi) = log
⇣ yi
1� yi

⌘
= xT

i �

yi ⇠ Beta(a, b)
(2.9)

The regression coefficients, �, are interpreted as the log odds ratio of the dependent vari-

able, tight market PAR, for each independent variable, xi. We can transform the coefficients

back to actual tight market PAR by exponentiating eq. (9) and solving for yi.

As we are testing four hypotheses, we develop four models. All four models include a

categorical variable for shipper industry vertical, and omit Manufacturing as our baseline.

Models 1a and 2a test whether asset-based primary carriers consider previous soft period

shipper behaviors in tight market period freight acceptance decisions (H1a) and whether

they consider current market tight market period shipper behavior - that is, if they are

myopic (H2a), respectively. These models include the continuous variable, carrier fleet size,

as a predictor of tight market period PAR.

Models 1b and 2b correspond to hypotheses H1b and H2b, respectively. As such, rather

than carrier fleet size, these models include a binary variable indicating whether the carrier

is asset-based - coded as a 1 - or not - coded as a 0. This means that the reported coefficient

for the asset binary variable in these models is associated with the additional (log odds ratio

of) tight market PAR that would result if the carrier is asset-based (i.e., xasset = 1 rather

than 0).

2.5 Results

In this section, we first discuss whether carriers have long memories; that is, the results of

the beta regression model of tight period PAR on soft market shipper behaviors (i.e., models

1a and 1b). We then discuss whether carriers are responding to current tight market shipper

behaviors with the results of models 2a and 2b.
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2.5.1 Carriers’ responses to previous shipper behavior

Table 5 reports the results of the beta regression analysis of soft market shipper behaviors on

tight market PAR for asset-based primary carriers and for all primary service provider types

(models 1a and 1b for H1: Do carriers remember shippers’ previous soft market behavior?).

Hypothesis 1a is not supported, and except for one soft period shipper behavior, hypoth-

esis 1b is also not supported. This result means that in general, shippers’ soft market period

behaviors do not significantly impact their primary carriers’ tight market period PAR. How-

ever, soft market PAR (which is not a shipper behavior, but rather an indicator of previous

carrier behavior) is a predictor of tight period PAR. This suggests that on average, primary

carriers tend to maintain their acceptance performance across markets.

The results of model 1b suggest that for non-asset primary carriers, destination dwell

time in the soft period as a significant predictor of tight period PAR. This finding, that non-

asset service providers may be more sensitive to soft market period destination dwell time

than asset-based carriers, is explained by our industry partner. For asset-based carriers,

one driver may handle the long-haul move to get the load into the destination region, drop

the trailer at a regional facility or distribution center, and move on to the next load. A

regional driver will then take the loaded trailer to the final destination. In soft markets,

asset utilization is low and asset carriers may have the flexibility needed to have multiple

trucks handle a single load than their non-asset counterparts, which have less control over

shuffling drivers and trucks around. This may explain the greater sensitivity to destination

dwell time in the soft market observed when non-asset carriers are included in the analysis

of models 1b as compared to model 1a.

A number of control factors that describe the S-C interaction across market periods,

shipper-specific characteristics, and carrier-specific characteristics are statistically significant

in models 1a and 1b. These factors are also significant in models 2a and 2b, and we discuss

them further in section 5.2, using coefficients found from model 2a.

The main result of H1 is that primary carriers do no remember how shippers treated them

in the past, when markets favored the shippers and they may have acted opportunistically.

Put another way, shippers do not benefit from higher PAR in tight markets for having good
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performance or competitive pricing in previous soft markets.

Table 2.5: Model 1 results, soft market shipper behaviors

Variable

Model 1a
Asset-based

primary carriers

Model 1b
Non-asset

primary carriers
Constant -0.4818 2.681

(0.6803) (1.209)
PARsoft 2.630*** 1.275**

(0.3574) (0.6828)
MRDsoft 0.0067 0.0111

(0.0040) (0.0091)
CVsoft 0.0334 -0.1092

(0.2708) (0.4889)
TLTsoft -0.0255 -0.0251

(0.0222) (0.0589)
Origin dwellsoft 0.0288 -0.0606

(0.0350) (0.1515)
Destination dwellsoft -0.0664 -0.3592**

(0.0563) (0.1546)
Offer cadence 0.8143*** 0.4902

(0.2421) (0.4515)
Log shipper volume -0.1462** -0.1692*

(0.0630) (0.1029)
Automotive 0.9791*** -1.057**

(0.2370) (0.5292)
F&B/CPG 0.2416 -0.8392*

(0.1839) (0.4945)
Paper & Packaging 0.0261 -1.330***

(0.2084) (0.5355)
Other 0.3821 -1.096

(0.3851) (0.7793)
Log carrier fleet size -0.0449 NA

(0.0327) NA
Note: robust standard errors reported in parentheses

significance level: *0.1; **0.05; ***0.01

2.5.2 Carriers’ responses to current shipper behavior

Next, we discuss the results of models 2a and 2b, which test whether tight market shipper

behaviors impact tight market PAR (H2).
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The results, summarized in Table 6 demonstrate that H2a and H2b are supported:

carriers respond to current tight market period shipper behaviors. In particular, tight

period pricing (i.e., market rate differential), consistency and cadence of tendering patterns,

and destination dwell times in tight market periods have significant impacts on PAR in the

same tight market period.

Table 2.6: Model 2 results, tight market shipper behaviors

Variable

Model 2a
Asset-based

primary carriers

Model 2b
Non-asset primary

carriers
Constant 2.1214*** 3.583***

(0.5835) (0.1.113)
MRDtight 0.0250*** 0.0461***

(0.0043) (0.0088)
CVtight -0.7876*** -0.8715*

(0.2655) (0.4885)
TLTtight -0.0115 0.0989

(0.0216) (0.0969)
Origin dwelltight 0.0388 -0.1997

(0.0327) (0.1308)
Destination dwelltight -0.1572*** -0.2955**

(0.0492) (0.1345)
Offer cadence 1.0986*** 1.144**

(0.2474) (0.4922)
Log shipper volume -0.1317** -0.1433

(0.0633) (0.1244)
Automotive 1.0406*** -1.002**

(0.2234) (0.5167)
F&B/CPG 0.2750 -0.9841*

(0.1821) (0.5622)
Paper & Packaging -0.0350 -1.288**

(0.2115) (0.5275)
Other 0.0550 0.7379***

(0.3719) (0.7856)
Log carrier fleet size -0.0523 NA

(0.0310) NA
Note: robust standard errors reported in parentheses

significance level: *0.1; **0.05; ***0.01

While the intent of this study is to indicate which shipper behaviors, S-C relationship

measures, and shipper and carrier characteristics in different market periods impact tight
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market PAR, not to predict tight PAR, in this section we illustrate the relative impact of the

significant variables with the models’ resulting coefficients and offer some industry context.

However, it is important to note that these models and their quantitative results have low

predictive power.

As an illustration of model coefficients interpretation, the intercept term of model 2a,

2.1214, indicates that the model predicts tight period PAR to be 0.8932, or 89.32% of

tendered volume is accepted by the primary carrier. We obtain this result by plugging into

eq.(9) and solving for PAR:

log
⇣ PARtight

1� PARtight

⌘
= 2.1214

Shippers that pay their primary carriers above tight market rates on average observe

higher tight market PAR. Again, we plug in the MRDtight coefficient, 0.0250 with the

constant coefficient, and solve for PAR:

log
⇣ PARtight

1� PARtight

⌘
= 2.1214 + 0.0250

which gives us PARtight = 95.95%. This means that all else held equal, an increase of 1

percentage point in MRDtight results in an increase of 6.65 percentage points in PARtight.

Discussions with shippers and carriers indicate that reasonable pricing changes may be in

the range of 1-3%.

Next, we observe that shippers’ volatility in tight market period tendering behavior (i.e.,

CV of weekly offered volume) negatively impacts tight PAR. Recall that CV measures the

ratio of standard deviation to mean of weekly tendered volume, as a percentage. Thus, one

percentage point increase in tight market CV corresponds to an 11.3% decrease in PAR

(from 89.32% to 79.19%). This result is consistent with previous literature ([131], and [5]),

which study load- and lane-level freight acceptance.

The results of model 2a further suggest that carriers are sensitive to tight period des-
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tination dwell time: an additional hour of tight market dwell time that a primary carrier

experiences results in a 1.75% decrease in tight market PAR (from 89.32% to 87.73%). More-

over, not only are shippers with high destination dwell times susceptible to reduced PAR,

but they likely incur detention fees at facilities with excessive wait times. Our analysis,

however, focuses on linehaul prices rather than these accessorial charges.

Some shipper and carrier characteristic are found to be statistically significant in all four

models. Of these interaction factors across market periods, the cadence of tenders offered,

is a significant contributor to tight market PAR. For example, using results from model 2a,

a 10% increase in offer cadence – which corresponds to 5.2 additional weeks per 52-week

market period – corresponds to a 7.69% increase in tight PAR (from 89.32% to 96.17%).

The results of all four models indicate that shipper’s size is an indicator for its primary

carriers’ tight market PAR. The coefficient for the log of the shipper’s annual volume is

negative, which implies that larger shippers tend to experience lower tight market PAR.

Continuing with model 2a coefficient results, a shipper that is 10 times larger than a fellow

shipper experiences tight period PAR that is 1.46% lower.

In addition, results of models 1a, 2a, and 2b suggest that industry vertical impacts

tight market period PAR. Automotive shippers tend to see higher tight market PAR than

shippers in the manufacturing industry (recall that the base case industry vertical – i.e., the

variable which is omitted from the categorical industry vertical variable in the regression

– is Manufacturing). In fact, model 2b indicates that except for those in the paper and

packaging industry all industry verticals see higher tight period PAR from non-asst carriers

than those in the manufacturing sector.

The numerical illustrations discussed above demonstrate that, while certain tight period

shipper behaviors and characteristics impact tight period PAR, in isolation, most of these

behaviors may have small impacts on aggregate tight period PAR. In combination, however,

they may have greater impact.

In summary, the combination of results that do not support H1a or H1b but do support

H2a and H2b, suggest that carriers are myopic: they do not reciprocate good behaviors from

shippers in previous soft markets with higher PAR in the following tight market. However

they do offer higher PAR in the tight market to shippers that pay higher prices and offer
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loads more consistently in the same market period.

2.5.3 Backup carrier price premium

The preceding results indicate that shippers that pay below market prices in the tight market

period observe lower PAR in the same tight periods. These shippers may consider paying

more in the tight period to improve PAR. How much the shipper should be willing to pay

above its existing contract prices is its Backup Premium: the percent of contract prices the

shipper ultimately pays its backup carriers that accept the load (regardless of routing guide

depth) or spot carriers as a result of primary carrier rejections:

Backup Premium =
E[Accepted Linehaul Price|Primary Carrier Rejects]

E[Accepted Linehaul Price|Primary Carrier Accepts]
(2.10)

A Backup Premium value less than 1 indicates contract prices of primary carriers that

accept loads are higher than the prices backup carriers charge, or that the shipper often ends

up on the spot market and finds capacity at lower prices than contract prices. A Backup

Premium of less than 1 may also indicate that loads tend to be rejected by primary carriers

on the shippers’ lower priced lanes more often than on its higher priced lanes, as the prices

used for the Backup Premium are linehaul prices rather than the normalized MRD prices.

The average Backup Premium for shippers in the soft market is 1.009. That is, on

average, shippers pay 0.9% more than their anticipated contract prices as a result of primary

carrier rejections in the soft market. However, in the tight market, shippers’ average Backup

Premium is 1.182. Thus, primary carrier rejections cost shippers 18.2% more than their

contract prices in the tight market. This further demonstrates that not only is primary

carrier freight acceptance lower in tight markets, but shippers pay the price for it. This

may help shippers negotiate with primary carriers leading into tight markets to increase

prices (i.e., MRD), but not by more than their expected Backup Premium.
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2.5.4 Summary of findings

Our results suggest that carriers have short memories - they act like goldfish - when market

conditions change. Shippers that “pay it forward” in soft markets with high pricing relative

to the market or consistent volume do not necessarily reap better carrier behavior (i.e. higher

PAR) when markets tighten. Put another way, shippers that pay above market prices in the

soft market are not more likely to see high PAR in the tight period. In addition, the converse

holds: shippers that pay below market prices in soft market periods are not more likely to

see PAR decrease as the market tightens. Instead, carriers appear to be myopic. They

respond to higher current market period pricing, consistent and frequent load tendering,

and low dwell times with higher PAR.

We find that larger shippers are more likely to see lower tight market PAR. This may be

explained by the fact that larger shippers interact with more primary carriers, some of which

may have a good relationship with the shipper and continue to provide service during tight

markets with higher PAR, while other carriers - perhaps those with lower prices or those

that serve more volatile lanes or facilities with slower drop off times - may not prioritize the

shipper’s freight in the same way. Thus, this spread in carrier response to their shippers

may be wider for larger shippers and contribute to the negative relationship between shipper

size and tight market PAR. While of course this is not a characteristic shippers can change,

it is an important confounding factor to include in the model and allow us to understand

how different segments of the industry experience market cycles.

2.6 Implications

In this chapter, we implement a hybrid approach to detect market cycles in TL trans-

portation time series data, which combines structural stability tests and a forward- and

backward-looking scoring process. We partition the TL transportation market into two dis-

tinct time periods in which the power differential between players shifts from shippers to

carriers. Despite prevalent discussions in the literature of the impacts of market conditions

on transportation partners, none have considered the impacts of behaviors in one market
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on behaviors in future market periods.

Our results extend previous literature on S-C relationships, in particular [131] and [170]

in two ways. First, we verify previous authors’ results (each of which consider a single

shipper) with our empirical study, which generalizes these findings over a large number of

US shippers and carriers across different industry verticals and shipper sizes. Second, we

follow individual S-C pairs’ interactions over time and include shippers behaviors during

markets that favor them in the model of carriers’ acceptance decisions when the market is

in their favor. We find that there is a propensity for carriers to forget shippers’ previous

market period behaviors; carriers tend to respond to shippers’ behaviors and performance

in the current market period rather than based on previously demonstrated behavior.

These results imply that for shippers, it is not necessary to “pay it forward” with ex-

ceptional performance or pricing in soft markets, but it is important to prioritize particular

behaviors in the tight market to ensure high PAR. First, shippers should price competitively

relative to market rates. While there are likely diminishing returns to establishing contract

prices that are well above market prices, as is suggested both by our empirical analysis

and by our industry partner’s experience, paying slightly above market prices does result

in higher PAR. Shippers may refer to their historical Backup Premiums, particularly at the

lane level, to guide the extent of appropriate price increases.

Second, shippers should seek ways to enable consistent tendering behavior. This may

include improving forecasting models, contracting a larger set of carriers on particularly

volatile lanes (e.g., split the demand on lanes to multiple primary carriers) to smooth out

volatility, or bundling lanes for primary carriers such that the volatility of the package of

lanes served by each carrier is low. Similarly, shippers can package low volume lanes (i.e.,

those with low offer cadence) with higher volume lanes to a single carrier so that the cadence

of tenders of a set of lanes is more attractive to that carrier.

Finally, shippers’ destination facilities must improve dwell times in order to ensure high

tight period PAR. The importance of this behavior in particular is underscored by its sig-

nificance in both the models that test soft market behaviors and tight market behaviors. To

reduce dwell times, shippers may improve appointment scheduling, ensure adequate staffing

during peak delivery times, expand drop trailer opportunities (as opposed to live unloads,
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which naturally take longer), or clarify instructions or maps at larger facilities to help drivers

find the right loading dock quickly. Driver experiences can make or break shipper reputa-

tions across the carrier community. Addressing this problem may be particularly difficult

for instances in which loads are being shipped to a downstream customer; the shipper does

not own the destination facility and is unable to adjust operations. In these cases, shippers

may need to work with their consignees, or recipients, to reduce destination dwell times.

2.7 Limitations and Future Research

As dynamic market conditions impact overall business operations for shippers and carriers,

and both sides report interest in developing relationships with one another to ensure better

performance, this and future related research have both academic and practical implications.

As noted earlier, our model allows us to determine which market-specific behaviors, S-C

relationship factors, and shipper and carrier characteristics are important in determining

tight market PAR. However, the predictive power is low for our model and as such, we

are limited in our ability to quantify direct impact of changing behaviors. Future research

may build on these findings and propose a more game theoretic model of shipper-carrier

reciprocity to analyze and quantify the impact of specific decisions and behaviors.

A second limitation of this work is that we have limited knowledge of carriers’ behaviors

outside of the load accept or reject decision. While we know whether the carrier is primary

or not with a given shipper, the contracted price, and actual volume tendered and accepted,

we do not know what other lanes and shippers the carrier serves exogenous to the given

dataset, how well the business realized in our dataset fits into the carriers’ overall network, or

even expected demand from a shipper on each lane. Shippers’ bid cycles occur at effectively

random times (from the carriers’ perspective) throughout the year and our data includes

neither bid timing nor contracted volume. We inherently assume that volume offered to a

carrier is approximately that which has been agreed upon during the procurement process.

As such, we do not account for surge or unexpected volume from a shipper for which carriers

have not planned outside of the effects that are captured by our volatility of volume offered

metric. In such cases, our measure of carrier PAR reflects poorly on the carrier as opposed
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to on the shipper. Future studies may consider how acceptance ratios and routing guide

compliance change relative to contracted and unplanned freight volumes.

Finally, in order to retain S-C pairs that interacted in both market periods we removed

S-C pairs that interacted in the soft market period but not in the tight market period.

There are a multitude of reasons why a S-C pair may interact in one year but not in the

future. The shipper may have run a procurement event between the two time periods and

for any number of relationship reasons or business fit reasons, the carrier may not have

submitted a bid to serve that shipper anymore. This is of course a carrier decision. Or in

the same scenario, perhaps the carrier did submit a bid but the shipper chose another carrier

to serve the lanes that the first carrier had been serving in the past. This is the shipper’s

decision. Finally, if the carrier does not show up in the data again with that shipper, it

could be because a load was not tendered to the carrier by the shipper. In this case again,

it is the shipper’s decision not to interact with the carrier. However, we don’t have enough

information to discern which scenario is or make appropriate assumptions regarding which

partner chose to terminate the relationship. As such, we must eliminate these S-C pairs.

The authors of this study will consider a full second soft market period and address

the converse research question: do shippers act like elephants or goldfish? Should carriers

“pay it forward” by adhering to contract commitments in tight periods to ensure shippers

reciprocate by upholding their end of the bargain when market soften again?
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Chapter 3

Opportunities for market-based freight

contracts: a Segmentation Approach

Abstract

In the for-hire truckload market, firms often experience unexpected transportation cost

increases due to contracted transportation service provider (carrier) load rejections. The

dominant procurement strategy results in long-term, fixed-price contracts that become ob-

solete as transportation providers’ networks change and freight markets fluctuate between

times of over and under supply. We build behavioral models of the contracted carrier’s load

acceptance decision under two distinct freight market conditions based on empirical load

transaction data. With the results, we quantify carriers’ likelihood of sticking to the contract

as their best known alternative priced load options increase and become more attractive; in

other words, carriers’ contract price stickiness. Finally, we explore carriers’ contract price

stickiness for different lane, freight, and carrier segments and offer insights for shippers to

identify where they can expect to see substantial improvement in contracted carrier load

acceptance as they consider alternative, market-based pricing strategies.
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3.1 Introduction

As discussed in Chapter 1, contracts between shippers and their for-hire TL carriers are

non-binding on both sides. When the shipper’s tendering patterns are difficult to manage

or the contract prices of the loads are not competitive enough with the market - as we

demonstrate in Chapter 2 - contracted carriers tend to reject loads more frequently. In

addition, when general freight markets become constrained during tight market periods,

carriers are more likely to reject shipper’s unattractive, low-priced freight in favor of higher-

priced alternatives.

When primary, contracted carriers reject loads, shippers then tender the load to backup

carriers in their routing guide for that lane. If the list of backup carriers is exhausted,

the shipper may have to rely on the spot market. Shippers can find carriers that have an

available truck going from the region in which their load needs to be picked up and going

to the region their load needs to be dropped off.

Shippers find a carrier on the spot market for independent transactions, but there is no

single spot market price at any given time, even for spot loads on the same lane. Instead,

when we refer to the “spot market price” it is the average of a range of prices. Figure 3-1

illustrates this point.

It depicts actual loads fulfilled on the spot market from 6 shippers on a single lane in

October 2017. Each day, there may be one, many, or no loads that require spot capacity.

Each load is fulfilled at a different price set by the individual carrier and depends on the

carrier’s network structure at that moment. In the remainder of this study, we discuss

the dynamic average lane-specific spot price, depicted in the figure, which represents an

underlying distribution of individual realized spot load prices.

3.1.1 Contractual relationships and the best known alternative

Spot market prices are highly volatile and represent the dynamic nature of immediate bal-

ance between trucking supply and demand. For shippers and carriers alike, the spot market

represents alternative price options to a contracted load. When trending spot prices are high

relative to contract prices, carriers may be tempted away from adhering to their contractual
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Figure 3-1: Daily Spot Prices for Single Lane

agreements. A primary carrier can either uphold its contractual commitments with the

shipper by accepting loads and maintaining the relationship, or it can act opportunistically

by rejecting loads and offering its capacity on the spot market with higher expected profit.

However, by reneging on its contract and rejecting loads, the carrier risks potential future

business from that shipper.

About 72% of for-hire TL freight is accepted by the primary carrier, while about 5% is

fulfilled by spot capacity [40]. The remaining 23% is moved by backup carriers within the

shipper’s routing guide. When spot market prices are higher than average contract prices -

a condition referred to as a tight market - shippers typically pay a price premium of 35%

above the contract price if they end up using spot carriers [5].

Even when backup carrier prices or spot market prices are below a shipper’s contracted

carrier’s price, there are substantial benefits to working with primary carriers rather than

backup or spot carriers. The shipper’s RFP is a vetting process. Over the course of weeks,

sometimes months, the shipper and its bidding carriers not only communicate expected

demand, service expectations, and pricing, but the carriers have also have demonstrated
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fast and simple communication processes, and technological sophistication to integrate with

the shipper’s electronic data interchange (EDI) and payment systems.

An account manager is assigned by each of the contracting parties. This person con-

tinuously evaluates performance over the course of the contract and is the point of contact

when performance issues arise. As a result, the value for the shipper of working with a

primary carrier includes the ease of business processes and relationship developed. Due to

its transactional nature, none of these process or communication channels are established

for spot loads. Furthermore, the spot market price is not known to the shipper in advance.

Thus, both service level and actual price to be paid to spot market carriers are largely

uncertain. Therefore, it is typically in shippers’ best interest to encourage primary carriers

to accept loads, even if the spot market price is expected to be better (i.e., lower) than

contract prices.

As freight markets fluctuate between periods of over and under supply - soft and tight

markets, respectively - shippers’ fixed contract prices can become stale. As a result, the

amount of freight that is accepted and moved at the original contracted price declines

over the course of the contract. To mitigate this issue and ensure contract prices remain

market competitive, there has been growing interest from both shippers and carriers to

explore market-based pricing into their portfolio of TL freight contracts. Understanding

carriers’ willingness to stick to (or defect from) their contracted load price helps practitioners

identify the most promising network, lane, freight, and carrier segments for this market-

driven approach.

The remainder of this chapter is structured as follows. Section 3.2 discusses practitioners’

considerations regarding index-based contracts, Section 3.3 offers a review of the relevant

literature, Section 3.4 summarizes our research question and the hypotheses tested, and

Section 3.5 describes our empirical dataset and model specifications. We present the results

of the models in Section 3.6 and their implications, particularly for market-based pricing

consideration, in Section 3.7. We conclude in Section 3.8 with a discussion of limitations of

this research and areas for further exploration.
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3.2 Market-based Freight Contracts

For every load a contracted carrier is tendered on a contracted lane, it can either accept the

load or reject it and fill available capacity with a load on the spot market. Carriers may

also have other contracted shippers on the same or similar lanes and thus other contracted

business available as an alternative option. However, because the shipper has no knowledge

of its contracted carriers’ other customers and because spot prices and contract prices move

up and down together, albeit with some lag (see [113]), we use the average lane-specific spot

market price to represent carriers’ alternative options.

As the average price of spot market loads available to the carrier increases relative to

the contracted price, an opportunistic carrier with low contract price stickiness will be

incentivized away from accepting the contracted shippers’ loads. For each load offered to a

contracted carrier, we calculate its Spot Rate Differential (SRD), or how much the current

lane-specific spot price is above or below the load’s contract price, as a percentage:

SRDk,i,j,t =
(SpotPricei,j,t � ContractPricek,i,j,t)

ContractPricek,i,j,t
⇥ 100 (3.1)

where k is the load tendered to the carrier on lane with origin i and destination j at

time t.

This Spot Rate Differential is the percent difference between the contract price and spot

market price at a given time and the key metric for carrier contract price stickiness. Building

off of the literature described in Subsection 3.3.3 we define contract price stickiness as the

rate at which the contract price must change (relative to the current lane-specific spot price)

as factors exogenous to the contract change.

A market-based pricing strategy aims to appeal to carriers with low contract price stick-

iness. Market- or index-based pricing is commonly used in industrial, agricultural, and

energy commodities markets. Similar to the truckload market, these products see cyclical

supply and demand fluctuations. Market-based pricing helps simplify price negotiations

and increase transparency for long-term contracts between sellers and buyers, particularly

when price volatility over time is a concern [136]. Interest in indexed pricing has grown in

the truckload freight market as both shippers and carriers seek ways to mitigate the risks
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incurred by freight market cycles.

Figure 3-2 demonstrates the dynamic nature of the truckload freight market. We present

the Truckload Linehaul Index reported by Cass Information Systems, Inc. - a leading

industry provider of information and payment solutions - and national average contract and

spot market prices from our empirical dataset from September 2015 to January 2020.1.

Figure 3-2: Industry Index, Spot, and Contract prices

The variations in market index and spot and contract prices over this time period reflect

both soft and tight market periods. Until July of 2017, the industry experienced a soft mar-

ket, where we see low prices and index values. Following this time, the industry experienced

a very tight market, with high prices and severely deteriorated primary carrier acceptance

rates. In fact, in the first soft market period, average primary carrier acceptance rates were

81.9%. This number dropped to 68.5% in the subsequent tight market period. In Chapter 2
1The Cass Truckload Linehaul Index is comprised of 95% contract load transaction data and 5% spot

load data. Discussion of how our empirical dataset appropriately represents dynamics in the truckload
freight market is found in Section 3.5
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we provide quantitative justification of these market periods and, along with [5], [139], and

[2], analyze market-driven primary carrier acceptance rates.

As the freight market cycles between soft and tight periods, index-based pricing strate-

gies aim to allow contract prices to adjust automatically with changes in the broad market.

Otherwise, shippers manually adjust prices through full RFPs or “mini-bids” (targeted car-

rier or lane price adjustments specifically focused on under-performing segments, typically

resulting in short-term fixed-price agreements). With index-based strategies, the contracted

price between a shipper and primary carrier increases or decreases with a market-based indi-

cator such as those reported by Cass Information Systems Inc. or DAT Freight & Analytics.

A handful of large shippers that operate in the consumer packaged goods, food and

beverage, and manufacturing industries, and their carriers (both asset and non-asset) have

explored index-based pricing strategies in practice. Those that have to date, however, have

only done so on a small set of trial or pilot lanes [137]. In addition, some carriers, particularly

3PLs and brokerages (i.e., non-asset providers), have dedicated resources to offer dynamic

pricing options for their shipper customers (see [50], [125], [150], and [26]).

Despite the potential benefits of market-based pricing strategies, the advantages of tra-

ditional fixed-price contracts remain. Shippers and carriers alike seek consistency and pre-

dictability - both in terms of demand or capacity availability and prices. Shippers run

annual RFPs to establish fixed contract prices around which they can budget. Carriers in-

tend to provide high-quality service to their customers but need to know they will be able to

cover their costs in the process. Keeping this in mind, we aim to help shippers and carriers

understand where this traditional fixed-price approach is effective and where an alternative

market-driven approach may be beneficial.

3.3 Literature Review

In this research, we quantify carrier’s willingness to stick to contracts by constructing empir-

ical behavioral models that include industry dynamics not captured in previous literature.
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3.3.1 Supply chain contracts

Much of the extant literature on supply chain contracting explores the ways contracts help

coordinate or share risks between buyer and supplier [87]. Agents seek risk-sharing contracts

to encourage both sides to remain committed to the contract terms through buy-back [110,

56], revenue sharing [35], and options [19] contracts. (See [34] and [134] for surveys of these

contracting mechanisms.)

The non-binding TL freight contract is similar to the self-enforcing agreements studied

in the context of repeated games literature, which explores agreements that result in both

parties maintaining the terms of the agreement over time without the interference of an

external party [145]. Instead, informal mechanisms are used for contract enforcement. As

the transportation provider considers each load, if it sticks to the contract by accepting the

load, it maintains that relationship with its shipper. On the other hand, the transportation

provider can defect from the contract, reject the load, and damage the relationship with each

rejection (see [129]). This self-interested, opportunistic behavior that violates the existing

contract may be influenced to higher priced alternative options on an external spot market

[159, 160, 157]. However, the value of future potential business - i.e., the shadow of the

future - encourages carrier contract compliance [74, 108].

For shippers, the incentive to stick to their contracts stems from the initial investment

and vetting involved with securing the contracted carriers in the first place. The procure-

ment process discussed in Chapter 1 takes months of preparation, communication, and

analysis to establish contracted carriers on each lane. Transaction Cost Theory considers

the costs incurred as a result of the information search, negotiation, and monitoring in-

volved in the exchange of a good or service between agents – effectively, the frictions of

a transaction [160, 162]. The theory justifies the use of contracts as a means of defining

the terms of inter-firm agreements [163], made particularly important with uncertainty and

high frequency of interactions [162]. [101] underscores the benefit of contract use, noting

that the contract collects many repeated heterogeneous transactions under one common

pricing policy, reducing the transaction costs needed to repeatedly negotiate prices for each

transaction.
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3.3.2 Shipper-carrier relationships

We further motivate the research by expanding the extant body of literature on shipper-

carrier relationships, specifically that on primary carrier load acceptance decisions. Rather

than direct measures of the shipper-carrier interactions, however, much of the literature

considers attributes of the lanes and freight to determine primary carrier acceptance rate

(PAR). PAR is measured as the percentage of loads a primary carrier accepts relative to

the number of loads it is tendered on its contracted lanes. High lane volume [70], low lane

volume volatility [83], high prices [8], and high lane consistency, or cadence, [5] have been

found to be positively correlated with higher PAR, all else equal.

The shipper-carrier relationship itself, however, has been found to contribute to carrier

PAR in a few studies. [130] analyze contract and spot market transactions and the impact of

the history of the shipper-carrier relationship on freight acceptance. The authors find that

less frequent load offers increase the likelihood of a primary carrier rejecting a load, while

higher offered volume, lower load offer volatility, and higher revenue transacted between the

shipper and carrier increase the likelihood of carrier’s load acceptance. [170] define a “good”

shipper-carrier relationship as one in which a contract is in place and find that contracted

carriers outperform non-contracted carriers in terms of freight acceptance, on-time delivery,

and pre-positioned capacity. These two studies each obtain data from a single shipper,

which limits their ability to generalize across types of shippers or segment their datasets to

offer insights specific for types of shippers’ business.

The impact of market dynamics on carriers’ freight acceptance decision is studied in

Chapter 2 [2]). The authors consider two distinct market conditions: soft, where shippers

have low demand relative to available capacity and thus corresponding low contract and

spot prices, and tight, where demand for TL capacity outstrips supply and prices are high

(spot prices typically exceed contract prices). The authors find one of the main contributor

to primary carriers’ tight market acceptance decision to be how competitive the shippers’

contracted load offer price is with prevailing market prices. [130] also consider a measure of

market condition - Spot Premium - in determining carrier load acceptance decisions and find

that carriers consider overall market conditions and alternative priced loads when making
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contracted load acceptance decisions.

The nature of existing TL contracts, external market conditions, and their impact on

carriers’ load acceptance decisions are studied in [129]. The authors find that explicit

contracts (those that have more formally defined service level expectations) as compared to

implicit contracts illicit higher primary carrier acceptance rates from carriers. In addition,

and similar to the findings by in chapter 2, as the market tightens and becomes more

attractive to carriers, the benefit seen by these explicit contracts diminishes.

Finally, [94] consider TL carriers’ reservation prices and willingness to accept loads.

Using spot market prices and a discrete choice survey experiment, the authors find that

carriers’ contracted load acceptance decisions are impacted by higher-priced hypothetical

alternative load options. We expand this research by using empirical data to study actual

carrier decisions and explore how these decisions differ across shippers’ freight networks,

carriers’ service types, and overall freight market conditions.

3.3.3 Supplier price stickiness

While our research builds on the transportation literature, we also draw from that which

models price stickiness - in other words, the rate at which prices change in response to

internal firm or external market dynamics. Much of this literature focuses on how suppliers’

prices change as a collective at the industry level, rather than the micro, firm level.

The most relevant stream of literature to our research consists of a set of studies focused

on producer pricing stickiness to customer demand patterns or to external market prices.

Manufacturers adjust prices due to underlying costs and customer demand changes [97] and

beliefs that competitors are also changing prices (known as coordination failure) ([24] and

[25]).

This coordination failure comes into play in the TL context during the strategic RFP

stage. Carriers do not coordinate with one another on pricing of lanes. However, while

carriers submit lane bid prices according to their own network fit, if they want to be com-

petitive, they must also factor in their beliefs about how other carriers may be pricing the

lanes they want. Submitting bids that are too high may mean another carrier is awarded
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the business; too low and they may be chosen for the contract, but at a price that cuts into

critical profit margins. This coordination failure may result in a race to the bottom and

cause the shipper to award poor-fitting carriers to lanes.

Studies by [59] and [60] use a survey of over 11,000 firms across Europe and find that

most firms consider both historical market information and expectations of the market when

making pricing decisions. The authors conclude that not only is price stickiness influenced

by market conditions, it is also related to customer relationships as defined by explicit and

implicit contracts. These findings underscore truckload practitioner sentiments and findings

by [129] that a combination of market conditions and standing shipper-carrier relationships

are key determinants for carrier pricing and load acceptance decisions.

The above studies also find that individual firms’ rate of price change tends to be slower

than that of the general market. This time- and market state-dependent supplier price

stickiness is further explored by [96], [66], and [11]. Similar results are observed in the TL

freight context as carriers’ contract price changes tend to lag those of spot prices (see [113]).

In addition, contract freight rates rise more quickly than they fall.

The extant literature shines light on how producers make (predominantly strategic)

pricing decisions. However, there are few studies of if or how suppliers choose to offer their

product or service at an operational level to contracted customers or to non-contracted

customers on a spot-like market. We aim to add to the literature in this way.

3.4 Research Question and Hypotheses

As discussed above, the long-term, fixed-price contracts between shippers and their TL car-

riers are non-binding in volume and capacity commitments. They often result in degraded

performance and unexpected price escalations as exogenous market conditions change. Al-

ternative contract forms, in particular those based on indexed pricing, have drawn recent

attention. With this research, we aim to help shippers and carriers determine the most

promising areas within their networks for index-based pricing in their portfolio of freight

contracts. Thus, we address the following research question:

For which segments of shippers’ networks - lanes, volume, demand patterns,
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and carriers - should they consider index-based contracts?

To answer this question, we model primary carrier load acceptance decisions based on

the load’s offered price relative to the carrier’s best-known alternative option: the current

lane-specific spot market price. In this way, we can demonstrate carriers’ contract price

stickiness. We formulate our first hypothesis as:

H1: A load is more likely to be accepted by a primary carrier the higher the contracted

price is relative to the current, lane-specific spot market price.

This claim is the basis for our behavioral assumptions that carriers prefer higher priced

loads [159, 157].

Next, we consider carriers’ willingness to stick with contract prices for different lane and

freight types. We measure how primary carriers’ likelihood of accepting a load is impacted

as the offered price of the load changes relative to the spot market price for these lane and

freight segments of interest. First, we consider a lane’s distance. While carriers each have

individual preferences and strategies relating lane distances, we aim to isolate segments to

determine general patterns. We define the following hypothesis:

H2: The likelihood a primary carrier accepts a load increases with lane distance and

further increases as the load’s contracted price increases relative to the current, lane-specific

spot price.

Next, we consider how price adjustments impact primary carrier load acceptance for

different lane demand patterns. Shippers’ infrequent and inconsistent tendering behaviors

lead to lower primary carrier acceptance (see Section 3.3.2). For lanes on which a shipper

tenders loads inconsistently, it may be more difficult or require longer distances driven empty

for a carrier to re-position capacity when a load is tendered. A higher price incentive may

improve the probability the carrier accepts the load.

We expect that index-based pricing for lanes with inconsistent demand will result in

higher primary carrier acceptance and less reliance on backup or spot alternatives. Moreover,

carriers would benefit by being able to better cover additional internal costs for serving

unanticipated demand. This leads us to the following two hypotheses:

H3: The likelihood a primary carrier accepts a load increases with higher shipper ten-

dering frequency on the awarded lane and further increases as the load’s contracted price
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increases relative to the current, lane-specific spot price.

H4: The likelihood a primary carrier accepts a load increases with lower shipper tendered

volume volatility on the awarded lane and further increases as the load’s contracted price

increases relative to the current, lane-specific spot price.

In the above hypotheses, we capture lane-level demand patterns that make carrier accep-

tance difficult. Next, we measure a load characteristic: surge volume. Recall, the contract

agreement between a shipper and a primary carrier includes a (non-binding) awarded or

expected volume However, due to poor forecasts, network changes, or other unanticipated

end customer demand, shippers may tender more loads to a contracted carrier than the

awarded volume in a given week.2 This additional surge volume above the carrier’s allo-

cated capacity to that lane may be more difficult or costly to cover and may require an

additional price incentive for the carrier to accept the surge loads. Thus, we identify each

load that is tendered above the awarded weekly volume as surge loads and test the following

hypothesis:

H5: The likelihood a primary carrier accepts a surge load increases as the load’s con-

tracted price increases relative to the current lane-specific spot price.

Finally, we aim to determine which carrier types are best suited for indexed pricing.

Carriers fall into one of two categories based on the services provided: asset-based carriers

that own the trucks and trailers used to move freight, and non-asset providers, often referred

to as brokers or third party logistics (3PL) providers. This latter group of providers remove

the shippers’ burden of securing capacity and act as the middle man between shippers and

asset-based carriers. Brokers access a vast pool of typically smaller, asset-based carriers,

aggregate their capacity, and match it to shippers’ demand. These brokers, or non-asset

providers, typically buy and sell transportation based on their expectations of the general

market; their profit margins are tied to how well they are able to manage the cycles. We

test the following hypothesis:

H6: Non-asset primary carriers are less likely than asset-based primary carriers to stick

to fixed-price contracts as spot market prices rise.

2A similar issue for primary carriers may arise if the shipper tenders much less than the awarded volume.
While this is an important issue to address, it is out of the scope of the present research.

79



We test this hypothesis by calculating the rate of primary carrier load acceptance (PAR)

as Spot Rate Differential changes. A higher rate of change (i.e., decrease in PAR as spot

price increases relative to contract price) suggests lower contract price stickiness. A similar

approach is taken by [94] to measure carriers’ load price elasticity.

We further characterize asset carriers based on their fleet size. We expect that larger

carriers may be better insulated from fluctuations in the market and may be more willing

to forego opportunistic spot market loads than smaller carriers. We formulate our final

hypothesis as follows:

H7: Larger asset carriers are more likely than smaller carriers to stick to fixed-price

contracts as spot market prices rise.

By exploring each of these hypotheses individually, we can measure carriers’ contract

price stickiness for different freight segments of interest and identify which areas of a ship-

per’s network each carrier type may be most amenable to index-based pricing. In this way,

we address our central research question.

3.5 Carrier load acceptance model specification

In this section, we summarize our empirical data, describe our carrier acceptance model,

and define the variables we use to build the model. Our partner company - a major US

freight transportation management firm - provides us with transaction data over four years

(2015-2019) of all of the TL loads for 68 shippers of various sizes and industry verticals

and their 412 (primary and backup) carriers, both asset and non-asset. The data represent

each load’s tender sequence. This includes the date, time, and price at which each load is

tendered to the primary carrier with its accept or reject decision, and, if needed, backup

carriers’ accept or reject decisions. The reported tender sequence continues down the routing

guide waterfall until a carrier - primary or otherwise - accepts the load and the price the

load is accepted at, including an indication if it ultimately is moved on the spot market.

The set contains 1.7 million long-haul loads (i.e., loads that move a distance greater than

250 miles)3 all of which originate and terminate in the continental US. From the subset of

3We use this long-haul distinction because pricing structures for the alternative, short-haul moves, differ
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tenders to primary carriers, we model the probability a load is either accepted or rejected (a

binary outcome) by the primary carrier based on associated load, lane, shipper, and carrier

characteristics described in the following subsections.

Logistic regression models are widely used in econometric literature to isolate the rela-

tionships between a binary dependent variable and independent input variables. Moreover,

these models are the predominant modeling choices for authors studying producer and con-

sumer price stickiness [97, 45, 38]. We adopt a logistic model choice as well and, to allow for

non-linearity between independent and dependent variables [103], we discretize continuous

input variables and include them as categorical variables.

Our dataset is comprised of multiple load accept/reject decisions by each carrier. As

such, we must account for repeated measures of the same individual carrier. With repeated

measures data, typical (logistic) regression modeling neglects to account for the correlations

between the set of decisions made by the same individual. This within-subject correlation

results in inefficient estimators. In other words, the calculated estimators have a greater

spread around the true population values. Instead, General Estimating Equations (GEEs)

model the average response of an individual in the population [91, 17]. The regression

coefficient estimates in GEE models consider the covariance matrix between the outcomes in

the sample associated with the same individual. GEE estimators reduce to those obtained

through OLS if the dependent variable is normally distributed and no within-individual

response correlations exists [69, 63].

We use a GEE model with a logistic link function where the coefficient estimates repre-

sent the marginal increase or decrease in the (log) odds a carrier accepts a load:

logit(yc,k) = log
⇣ yc,k
1� yc,k

⌘
= xT

c,k� (3.2)

where each individual primary carrier, c, makes a binary accept/reject decision for each

load it is tendered, k (the positive outcome, yc,k = 1, is a load acceptance), and the matrix

of explanatory variables, xc,k, are the lane, freight, shipper, and carrier variables described

in the following subsections.

from those we consider and discuss in this research.
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3.5.1 Load Spot Rate Differential

We define the Spot Rate Differential (SRD) in Section 3.2 and Eq. 3.1 as the percent

difference between the current lane-specific spot market price and the contracted price of a

load. The SRD calculation requires knowledge of each lane’s spot price at the time a load

is offered. While we do not have such data consistently across all lanes and time, given the

breadth of our dataset, we can calculate benchmark spot market prices.

Our dataset approximately represents the general freight market trends as it is comprised

of many shippers’ load tenders across the continental US. We corroborate this claim by

comparing two statistics from our dataset to external industry data. First, we measure the

correlation between the time series of average primary carrier acceptance rate (PAR) in

our dataset, a real-time primary carrier behavior, and the Morgan Stanley Freight Index,

which represents overall practitioner sentiment of the market’s supply and demand. The

correlation between the two time series is 85.2% (see [130] for a similar justification process).

Second, the correlation between our national average contract linehaul price and that of

the Cass Truckload Linehaul Index is 91.8%. We conclude that our dataset is sufficiently

representative of the overall freight market.

Next, we reconstruct spot prices for each origin region to destination region combination.

Regions of the US differ in attractiveness to carriers based on the business opportunities

that are expected in those areas. For example, regions with high outbound demand are

typically more attractive for carriers to accept loads going into because they are more likely

to easily find a follow-on load. To account for the dynamic nature of spot prices, we include

the year and month indicator in the spot price model.

[53] shows that point-to-point transportation costs (e.g., linehual costs) result from a

combination of fixed and variable costs. Based on this, we model spot prices using multiple

linear regression with heteroskedastic robust standard errors. We regress the point-to-point

linehaul price of loads that are accepted on the spot market in our dataset on origin and

destination region binary variables and a month and a year binary variable. These represent

fixed costs. We include a continuous distance variable, which represents the carriers’ variable

costs [18, 127]. We further detail the price benchmarking methodology in Chapter 2.
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Our base case lane (i.e., the binary variables omitted to avoid multicollinearity) originates

in the Lower Atlantic region of the US and terminates in the South Central region in January

of 2016. These ommitted variable choices correspond to the most volume (i.e., greatest

number of observations) within each categorical variable. The lane-specific spot price for a

given time, Spoti,j,t is defined as:

Spoti,j,t = �̂base + �̂distX
(i,j)
dist +

X

i2I,i 6=ibase

�̂iXi +
X

j2J,j 6=jbase

�̂jXj

+
X

m2M,m 6=mbase

�̂mXm +
X

y2Y,y 6=ybase

�̂yXy

(3.3)

The intercept term, �̂base, is the fixed cost of the base case, and �̂dist, is a distance (i.e.

variable cost) coefficient associated with the average distance of loads between i and j, X(i,j)
dist .

The fixed cost of the origin and destination regions that are different from the base case are

represented by the I-1 origin coefficients, �̂i (where I is the set of origin regions and Xi the

corresponding I binary variables indicating in which region the load originates), and J-1

destination coefficients, �̂j (where J is the set of destination regions and Xj the correspond-

ing destination binary variables). The 15 mutually exclusive and collectively exhaustive

regions are key market areas defined by our industry partner representing geographic clus-

ters of transportation demand patterns. The origin and destination coefficients of our linear

regression model, �̂i and �̂j, can be interpreted as spot price premiums associated with an

origin or destination different from the base case lane.

Finally, �̂m and �̂y measure the dynamic, time-based changes in spot prices for each

month and year, respectively, and capture both seasonal and underlying market structural

trends.4 As a notational simplification, for the remainder of this paper, we combine m and

y for a time-dependent variable by denoting it with a subscript t.

With the results of this model, we calculate a single average spot price for every origin-

destination-month-year combination in the dataset. As discussed in Section 3.1, this spot

4We choose to include month and year variables (as opposed to a single variable that treats each month
in the time frame separately - that is, m 2 {1, 60} and no Xy variable) to ensure enough observations are
in each time-based outcome variable for robust coefficient estimates.
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price represents the average of a distribution of underlying spot load prices. We use this

average spot market price to calculate the Spot Rate Differential (SRD) for each load, k,

using Equation 3.1 as the key metric to test carriers’ contract price stickiness.

3.5.2 Lane distance

Carriers’ preferences regarding lane distance may vary depending on individual operations.

Each carrier tries to maximize asset utilization - in other words, miles driven carrying a

paid load. We measure a lane’s distance by the number of days it takes to drive that

distance, assuming a driver can drive 400 miles per day based on federally mandated hours

of service regulations and actual driving patterns [81]. For a more detailed discussion of

carrier economics, see [21], [101], and [33].

Our lane distance measure is broken into five binary “travel-days” variables based on

whether the lane is expected to take up to 1 day to drive, 1-2 days, 2-3 days, 3-4 days, or

more than 4 days. Rather than using a continuous variable for distance (or travel-days), we

decompose the variable into these categories to avoid a linear assumption on the relationship

between carrier acceptance and distance.

3.5.3 Lane demand cadence

In the supplier-buyer relationship, frequency of interactions points to more positive rela-

tionship; infrequent demand patterns are problematic for suppliers [120]. This aspect of

the relationship is particularly true in the TL industry. Inconsistent or infrequent tendered

volume from one shipper (the customer) makes it difficult for the transportation suppliers

(carriers) to plan where and when they need to position capacity to balance their networks

and serve each of their other customers.

One metric carriers use to measure shipper performance is tender cadence, or the fre-

quency at which loads are tendered [81, 46]. [130] incorporate this frequency of interactions

as a contributor to load acceptance by measuring the number of days since the previous

load was offered to a carrier by a shipper. The authors find that carriers are less willing

to accept loads that are tendered at unpredictable frequencies. Moreover, in Chapter 2,
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we demonstrate that primary carrier acceptance increases with the percentage of weeks in

which loads are tendered to that carrier on that lane [2].

We use this latter measure to characterize a lane’s frequency. For each load, we calculate

the percent of the preceding four weeks in which that shipper tendered at least one load

to that carrier on that lane. The resulting cadence metric is a discrete measure, taking

on values of 0%, 25%, 50%, 75%, or 100%. Our input variables to the carrier acceptance

decision models are binary variables indicating which of these discrete values the cadence

measure takes.

3.5.4 Lane demand volatility

In addition to the frequency of interactions, consistency of demand is an important factor for

carriers to anticipate capacity needs [81, 46]. Both practitioners and the literature note the

importance of reducing tendered volume variability to improve carrier freight acceptance,

reduce the cost of loads, and help carriers better utilize their capacity [70, 130, 5, 2].

We incorporate a measure of lane-level tendering volatility between a shipper and pri-

mary carrier acceptance. Each load is assigned the corresponding lane-level tendering volatil-

ity, which we calculate as the shifted 4-week rolling average week-over-week change (mea-

sured as the square difference) in tendered volume from the shipper to the carrier on that

lane:

V oli,j,t =

sPt�4
⌧=t�1(di,j,⌧ � di,j,⌧�1)2

4
(3.4)

where load k is tendered on lane (i, j) in time period t and di,j,⌧ is the number of loads

tendered on the lane in week ⌧ . We consider only weeks in which loads materialize and are

tendered to the carrier - in other words, weeks in which di,j,⌧ > 0. This is because we want

a measure of the volatility of the materialized volume. We already capture how frequently

there are no-volume weeks with the Cadence measure.
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3.5.5 Surge volume

Next, we consider surge volume, a load characteristic defined as tendered loads that are

above the awarded, or expected, weekly volume. Carriers report that they can typically

manage to make capacity available when the number of loads tendered from a shipper in

a week is within about 10% of the lane award volume. However, as volume reaches and

surpasses 20% of the award volume, carriers often are unable to serve the excess demand.

Moreover, shippers commonly call for contracted carriers to flex up with increased demand,

often up to 20% above the awarded volume, as a stipulation of the service level expectations

in the contract [135]. Such service level expectations highlight the non-binding nature of the

contract: while agreed upon and defined in the contract, they are not legally or contractually

enforceable by the shipper. The main incentive for the carrier to uphold them is the promise

of continued business from the shipper (i.e., the shadow of the future).

While the expected volume is part of the information communicated to carriers during

the RFP, many shippers do not keep careful record of the awarded volume to each carrier

on each lane after the bid is complete. As such, our dataset does not include the primary

carriers’ awarded volume for each lane. Instead, we use a proxy for this awarded volume:

the preceding shifted 4-week rolling average of the tendered volume to the primary carrier

on the lane. [130] use a similar proxy to rank loads. The authors measure the average

daily volume on a given lane over the 30 days preceding the load of interest and denote

how the load’s rank within the day measures relative to that 4-week rolling average daily

volume. We similarly rank each load within the week and categorize it based on how its

rank compares to the awarded weekly volume proxy.

Each load is assigned to its corresponding surge category. If the load’s rank within the

week is less than or equal to the awarded volume proxy, it is given a Surge category of

Within Mean. If the load’s rank is more than the average but less than or equal to 10%

above the mean, it is in the Up to 10% Surge category, if it is more than 10% but less than

or equal to 20% of the average volume, it is in the Up to 20% Surge category, and if the

load’s rank is more than 20% above the awarded volume proxy, it is in the Over 20% Surge

category. We expect the higher the surge volume category a load is in, the less likely it is
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to be accepted by a primary carrier.

3.5.6 Carrier service type

Asset and non-asset carriers offer different services which drive their relationships with

shippers and how they interact with the overall market. On one hand, asset carriers own

the trucks (tractors) they operate. They have fixed available capacity to manage across

their networks and serve customers.

On the other hand, non-asset carriers - otherwise known as brokers or freight forwarders

- do not own the tractors or trailers that move their customers’ loads. Instead, non-asset

providers match shippers with asset-based carriers. The advantage to shippers of working

with a non-asset carrier is that they are able to aggregate smaller (asset) carriers’ capacity

to serve the shipper’s needs. Often, shippers aims to maintain a manageable carrier base

size (i.e., number of contracted carriers) across their networks. Rather than contracting

with many, small carriers, they prefer to allow brokerages to manage these carriers. The

benefit for smaller asset carriers of working with a broker or 3PL is that often they might

not otherwise have access to some shippers’ business. For larger asset carriers, the broker

may provide opportunities to fill backhauls or moves to re-position a truck that does not

have contracted volume and would otherwise be an empty, unpaid trip.

A shipper may set up a contract with a non-asset provider on a lane to lower the risk

that loads go to the less predictable, volatile spot market. Brokers set prices with shippers

for a contract term length and then typically pay (close to) spot market prices for their

asset carriers over the course of the contract. They aim to hedge the market and, over time,

still make a reasonably sustainable margin. When spot market prices are high, they may

be paying carriers more than they are receiving from their contracted shippers. However

when spot market prices are lower in a soft market, they receive higher payments from their

fixed-price contracts than the price at which they are buying capacity on the market.

Because of the difference between how asset and non-asset providers utilize markets,

we predict non-asset carriers are more likely than asset carriers to be pulled from their

contracted loads when spot prices are high and more attractive than contract prices. Thus
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they would be more responsive to index-based pricing.

Using an auction theory lens, this distinction in behaviors between how asset and non-

asset carriers approach bid pricing is addressed in [128]. We aim to expand on this by

modeling the behaviors of asset and non-asset carriers separately.5 In this way, we ex-

tract each type of carriers’ contract price stickiness for different freight and lane segments

independently.

3.5.7 Asset carrier fleet size

Within the asset provider segment, carriers’ cost structures vary by fleet size. For example,

large carriers may be more able to absorb variations in market prices than would a smaller,

owner-operator that owns a single truck and trailer. The distribution of asset carrier fleet

size - both across the industry in the US and in our dataset - is highly skewed; about 60%

of total for-hire carriers in the US are independent owner-operators, and 96% of fleets have

fewer than 20 trucks. To account for this, we include the log of the carrier’s fleet size (tractor

count) as our measure of asset carrier size.

Figure 3-3 depicts the skewed distribution of carriers’ number of tractors in the fleet and

the normalized distribution of the log of carrier fleet size from our dataset.

3.5.8 Other fixed effects

While we do not make formal hypotheses regarding the following variables, we do control

for their fixed effects in our model and report their effects on carrier acceptance decisions.

These include the shipper’s size, measured by the log of its total monthly tendered volume

across all lanes, and the shipper’s industry vertical.

Indicators for the lane’s origin and destination regions are also included to account for

their relative attractiveness. As discussed in Section 3.5.1 and Chapter 2, carrier accep-

5Some carriers also offer both services. For example, large asset carriers J.B. Hunt, Schneider, and
Knight-Swift all run a brokerage division of their business. In our dataset, we can distinguish between
whether a company’s asset or non-asset arm was awarded or tendered loads because they fall under different
SCAC codes. SCACs, or Standard Carrier Alpha Codes, are unique 2- or 4-letter codes assigned by The
National Motor Freight Traffic Association, Inc., (NMFTA) to identify transportation companies and are
used throughout the freight industry for consistent carrier identification.
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Figure 3-3: Distribution of Asset Carrier Fleet Size

tance is expected to vary across different inbound or outbound regions due to the business

opportunities present at the origin and destination [2]. We include in our carrier acceptance

model a binary variable for each of the 15 regions of the US defined by general market

demand patterns of our transportation management partner company, at both an origin

and destination.

The results of our model indicate which load, lane, and carrier characteristics are statis-

tically significant indicators for predicting primary carrier acceptance rate (PAR) at a load

transaction level. Further, we address our carrier price stickiness research question by quan-

tifying the changes in PAR as the contracted load price relative to the spot market price

(i.e. SRD) changes for the resulting statistically significant freight and carrier segments.

3.5.9 Market Condition

Building off the research outlined in Section 3.3, we expect carriers’ contract price stickiness

to differ depending on the general market condition. Our dataset spans two distinct market

conditions: a soft market observed from the first week of February 2016 to the first week of

July 2017 and again after the second week of January 2019 until the end of the time frame

covered by the dataset; and a tight market observed before the first week of February 2016
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and from the first week of July 2017 to the second week of January 2019. We justify these

market periods in Chapter 2 by identifying the weeks in which a statistically significant

change is observed in the underlying structure of the TL freight market [2]. We develop

four distinct acceptance models: (1) asset carriers in soft markets, (2) non-asset carriers in

soft markets, (3) asset carriers in tight markets, and (4) non-asset carriers in tight markets.

3.6 Results

In this section, we summarize our results by discussing the full GEE logistic regression

models and use them to predict the (log) likelihood a load is accepted for each hypothesis.

The regression results are tabulated in the electronic companion. The separate reported

tables comprise a single model with the input variables described in Sections 3.5.1-3.5.8.

As validation of each of our four models, we report the Brier Score, which is the appropri-

ate scoring metric when probability outcomes are the desired result [153, 106, 167, 29]. The

Brier Score, BS, is the mean square error between the predicted probability an observation

is in the the positive class, pn (here, an accepted load, yc,k = 1), and the actual outcome,

on 2 {0, 1}:

BS =
1

N

NX

n=1

(pn � on)
2 (3.5)

where N is the total number of observations in the dataset. The Brier Score takes on

values between 0 and 1. Better models have lower Brier Scores.

To build our models, we segment each of the datasets for the four models into a training

set on which we fit the model and a test set to measure model performance with a 70%:30%

split. In each of the four pre-split datasets, the relative frequency of accepted loads is

much higher than that of rejected loads. To develop unbiased models that do not naively

favor accepted load predictions, we use a stratified sampling technique to define each of

the training and test sets such that the ratio of the number of accepted loads to number

of rejected loads in each split set is the same as that of the original pre-split dataset. In

this way, the validated models can better predict carriers’ load acceptance or rejection

90



probabilities on new data.

Model Brier Score
Asset carriers
Soft market 0.049

Asset carriers
Tight market 0.032

Non-Asset carriers
Soft market 0.075

Non-Asset carriers
Tight market 0.064

Table 3.1: Test set Brier Scores

The Brier Scores for each of our four models on their respective test datasets are reported

in Table 3.1. Recall that the closer a score is to 0, the better. A “good” Brier Score

largely depends on the dataset itself. However, we draw from the literature for reasonable

comparison. [167] report test set Brier Scores for the best calibrated probability prediction

models of five datasets ranging from 0.012 to 0.204. Similarly, [153] report calibrated model

Brier Scores for 34 datasets between 0.042 to 0.319. All four of our models’ Brier Scores

sit below the average Brier Score value of the best fitting models in these previous studies.

Thus, we conclude that our models perform well in predicting loads acceptance probability.

3.6.1 Carrier price stickiness by service type and market condition

The results of the GEE logistic regression models are reported in Table B.1. Hypothesis H1,

which addresses carriers’ overall contract price stickiness is supported: in general, primary

carriers are more likely to accept a load with a contract price that is higher relative to the

current, lane-specific spot market price. The statistically significant coefficients in Table B.1

show that as SRD increases and the spot price rises above contract prices, the probability

a carrier accepts the load decreases for both carrier types in both market conditions. This

suggests that in general, carriers can be incentivized away from their contracted loads as

the external spot market increases relative to those contract prices.

Figure 3-4 illustrates this behavior for each carrier type and market condition. To con-

struct the figure, we plot the probability a load is accepted at each of the statistically

significant SRD values for a base case lane and fit a linear model to these plotted re-
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sults./footnoteWe show only the segments of these linear models over the SRD ranges that

apply to the associated market condition. In other words, soft market models apply when

SRD negative (spot market prices are below contract prices) and tight market models apply

when SRD is positive. The slope term of each linear model represents the carrier’s contract

price stickiness, or willingness to stick to contracted loads as spot market prices change

relative to contract prices in the corresponding market condition.

Both carrier types are about twice as likely to be pulled from contract load prices in

a tight market as they are in a soft market: asset carriers have a slope of -0.29 in tight

markets as compared to -0.12 in a soft market and non-asset carriers have a slope of -0.65

in soft markets and -1.32 in tight markets. Moreover, H7 is supported: non-asset carriers

are about five times more likely to be pulled from contracted loads than their asset-based

counterparts in each market condition.

For shippers considering indexed contract pricing strategies, these results suggest that

all else equal, non-asset carriers are more likely to respond to market-based pricing than

asset carriers and that both carrier types may be more responsive to such pricing strategies

in tight markets than soft.

Next, we discuss the results for specific freight and lane segments highlighted in our

hypotheses. We demonstrate carriers’ contract price stickiness by holding spot price constant

at $1000 for both soft and tight markets and plotting the contract price needed to maintain

a 90% likelihood the primary carrier accepts the contracted load over the range of values

each freight or lane segment of interest takes. We choose 90% PAR because most shippers

expect at least this level of service from their contracted carriers. Many may expect higher

acceptance rates, however this threshold represents basic service level expectations in the

shipper-carrier relationship. Our method of presenting contract price stickiness follows

those discussed in Section 3.3 on general supplier price stickiness and responses to factors

exogenous to the supply contract.6

6The figures identify segments where primary carriers require higher price incentive to stick to their
contracts as the spot price approaches or surpasses the contract price. Contract prices of categorical variable
values for which the GEE regression model coefficients are not statistically significant (see B.1) are presented
as the contract price associated with the baseline value.
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Figure 3-4: Carrier Contract Price Stickiness Models

3.6.2 Contract price stickiness: lane demand consistency

Results for both lane tendering frequency and volatility are summarized in B.4. They show

that hypotheses H3 and H4 are supported particularly for asset carriers in both market

conditions. Carriers prefer lanes with more frequently and consistently tendered volume;

that is, carriers are more willing to stick to their contract prices on lanes with high frequency

load tendering and lower week-to-week volume volatility.

Importantly, the shipper often cannot control its load tendering consistency; it is subject

to external factors such as its own customers’ demand patterns, inbound suppliers’ schedules,

and congestion on roadways or at ports. While the shipper does not control when its demand

for trucks materializes, it does control what carriers are offered the loads when they do

appear. Moreover, the shipper has historical knowledge of its lane demand patterns. Thus,

the shipper’s decision here is what bid prices to accept and how to tender loads that do

appear for lanes with historically irregular cadence or inconsistent volumes.
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Tendering cadence

The results weakly support Hypothesis H3: lanes on which loads are tendered less frequently

see lower primary carrier acceptance. Moreover, both asset and non-asset carriers in both

market conditions are less willing to stick to their contract prices for these low cadence

lanes. (See B.4.)

Figure 3-5 shows that as lane tendering cadence decreases, asset carriers’ contract price

needed to maintain 90% PAR increases about 7% in soft markets (to $682 per load from

$617) and 2.5% in tight markets (to $857 from $830).

Similarly, non-asset carriers require a 6% contract price increase in soft markets to

maintain 90% PAR on low cadence lanes. While they do not appear to make load acceptance

decisions based on lane tendering cadence in tight markets, these non-asset carriers set the

highest contract prices for all cadence levels in tight markets. This may be because shippers

often use non-asset brokerage services specifically for infrequently tendered lanes. These

providers may be familiar with the undesirable, infrequently tendered lanes and knowingly

set higher contract prices during the RFP.

Figure 3-5: Contract Price Stickiness, Tender Cadence

The results suggest that both carrier types are willing to stick with contract prices
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on moderate and high cadence lanes under both market conditions. However, lanes with

very infrequent load tenders require higher contract prices relative to going spot market

prices. Shippers may see better primary carrier acceptance on these low frequency lanes with

market-based pricing strategies. Important to note, transportation practitioners and the

literature both highlight that there must be enough business between the buyer and supplier

(on a lane) to offset the additional effort involved in introducing either non-traditional, or

more explicit contracts [129, 137].

Tendered volume volatility

Next, we consider the tendered volume volatility on a lane from a shipper to its primary

carrier. Consistent with Hypothesis H4, higher tendered volatility leads to lower load accep-

tance probabilities, particularly for asset carriers. The GEE logistic regression model results

are presented in Table B.4 and Figure 3-6 below demonstrates carrier contract price sticki-

ness. In soft markets, asset carriers stick to their contract prices for lanes with week-to-week

tendered volume volatility up to 50%.

Figure 3-6: Contract Price Stickiness, Lane Volatility

However, as tendering volatility increase, they are more likely to be pulled from the

contract priced loads unless contract prices are much closer to the current spot market
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price. Specifically, contract prices needed to maintain 90% acceptance are 17% higher on

these high volatility lanes than low volatility lanes in soft markets.

In tight markets, as compared to soft markets, even higher contract prices are needed

for asset carriers to maintain high acceptance rates. Moreover, these price escalations begin

at lower volatility lanes (i.e., 11-25%). Contract prices needed on high volatility lanes

are 26% higher than those on low volatility lanes in tight markets. This suggests that in

tight markets, asset carriers are more easily pulled from their contracts on lanes with lower

tendering volatility than in soft markets.

Non-asset carriers are more willing to stick to their contract prices at high lane volatility

in both market conditions as compared to their asset-based counterparts. Contract prices

needed for non-asset providers to maintain 90% load acceptance rates remain steady for

lanes with more than 10% week-over-week change in tendered volume, with an increase of

only 5% in soft markets for moderate and high volatility lanes.

Shippers should pay close attention to moderate and high volatility lanes in their net-

works. These lanes are particularly difficult for asset carriers to accommodate due to fixed

capacities and a network of many customers’ demand they continuously balance while non-

asset providers do not. For the lanes on which a shipper’s demand volatility is difficult to

control or smooth out (by splitting the volume and tendering to multiple carriers, for exam-

ple), it may be beneficial to introduce a market-based pricing strategy that adjusts contract

load prices as spot market prices change to better incentivize primary asset carriers to accept

loads.

3.6.3 Contract price stickiness: surge volume

Table B.5 summarizes the GEE logistic regression models’ results demonstrating carriers’

likelihood of accepting loads considered surge volume. Hypothesis H5 is strongly supported

for asset carriers: asset primary carriers are less likely to accept loads that are above the lane

awarded volume - particularly those over 20% above awarded volume - than loads within

their expected weekly tendered volume. Put another way, asset carriers are less willing to

stick to their contract prices for excessive surge volume, especially in tight markets.
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Figure 3-7 shows that the contract price required to maintain 90% acceptance for asset

carriers in soft markets increases by 9% for loads that are over 20% above the awarded

volume. These asset carrier contract prices further increase in tight markets. For surge

volume over 20% above the award in tight markets, shippers pay $940 per load - almost at

the $1000 spot market price level - which equates to a 13% increase in contract price from

the awarded volume loads.

Figure 3-7: Contract Price Stickiness, Surge Volume

The contract price required to maintain high acceptance rates for loads up to 10% and

10-20% above awarded volumes with asset carriers stays relatively steady. This moderate

surge volume requires contract price increases of 4-6% in both soft and tight markets.

Asset carriers are willing to stick to their contract prices for these mid-level surge loads.

This may be because shippers often communicate an expectation of primary carriers to

accept anywhere from 10-20% above the awarded volume without reducing acceptance or

other carrier performance metrics in their (non-binding) contract service level agreements.

Although asset carriers may have more difficulty providing this additional capacity than

non-asset carriers, they may have factored some additional capacity into their strategic

capacity allocation decisions during the original RFP. Surge loads over this 20% threshold
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require higher contract prices, especially in tight markets, and asset carriers are more willing

to be pulled from contracts for better priced alternatives on the spot market.

Non-asset carriers, on the other hand, do not appear to be incentivized away from

contracts with higher priced alternatives on surge volume, even for loads that are more

than 20% above the awarded volume. This difference between asset and non-asset carriers

is expected. Non-asset carriers are not limited in capacity in the way asset carriers are.

While non-asset carriers must also balance supply and demand of capacity, they are better

equipped to serve excess demand because they can access a large pool of asset carriers and

aggregate capacity accordingly. Moreover, non-asset carriers already require higher contract

prices to maintain 90% acceptance for all volume - in fact, very close to the spot market

price - regardless of surge classification. Thus, they may already be adequately incentivized

to offer that capacity.

Shippers may see the most benefit from implementing indexed pricing applied to specific

surge volume loads with asset carriers. This type of volume-based pricing strategy has been

seen in practice. It is referred to as tier pricing, where levels of surge volume are set at a

higher fixed price - determined during the strategic RFP - than that of the base awarded

volume.

3.6.4 Contract price stickiness: lane distance

Table B.3 summarizes the lane distance portion of the GEE logistic regression model results.

It shows weak support of Hypothesis H2: non-asset carriers prefer longer lanes. In soft

markets, loads on shorter lanes - specifically those with only a one-day travel time - are

less likely to be accepted than all other lane distances. In tight markets, loads on longer

lanes (three- and four-day lanes) are more likely to be accepted than loads on shorter lanes.

However, there is no statistically significant difference in probability of load acceptance for

asset carriers on different lane distances, suggesting that asset carriers do not consider lane

distance in their load acceptance decision.
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3.6.5 Asset carrier contract price stickiness by fleet size

The preceding sections consider carriers based on their service type: asset and non-asset.

However, asset carriers range widely in their fleet sizes (Figure 3-3), which directly impact

their internal cost structures, tolerance to price fluctuations, access to network model op-

timization software to plan strategically, and as a result, willingness and ability to accept

loads. Table B.6 summarizes the GEE logistic regression models’ results for an asset car-

riers’ fleet size. Hypothesis H8 is not supported: all else equal, we do no find statistically

significant evidence that the size of the asset carrier (measured here as log of Tractor Count)

indicates its primary acceptance rate in soft or tight markets.

3.7 Discussion and Implications for Index-based Pricing

In this study we explore supplier price stickiness in response to customer demand pat-

terns and exogenous market conditions. We take the case of firms that outsource their

TL transportation service needs and aim to help them determine when, where, and with

which transportation suppliers they should consider alternative pricing strategies from the

standard, fixed-price contracts. In particular, we consider dynamic market-based pricing

by measuring primary carriers’ contract price stickiness, or the change in contract price

relative to the going spot price needed so carriers maintain a reasonable load acceptance

service level.

1. Shippers should not delay or skip RFPs or mini-bids as markets tighten.

Both carrier types (asset and non-asset) are twice as likely to stick to their contract priced

loads in a soft market than a tight market. Shippers can use this to inform the timing of

their strategic procurement event as market conditions may be changing. For example, say

a shipper runs its annual strategic RFP in January. In the preparation months leading up

to the event, the shipper may observe that spot market prices or other leading indicators of

general market conditions are rising. Some shippers in this situation may consider delaying

the RFP and keeping the current contracted prices that had been set during a softer, lower-

priced market rather than opening itself up for carriers to lock in higher prices. Alternatively,
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the shipper may choose to run the RFP anyway, perhaps allowing for slightly increased

contract prices, and assume it can expect good primary carrier acceptance rates for the

next year even as markets further tighten. Finally, the shipper may take a middle-ground

approach and proactively increase rates for certain core carriers on specific important lanes

to keep them out of an RFP.

However, the results of our study suggest that no matter the decision, if spot prices con-

tinue to rise as the market tightens further, the contract prices will become less competitive

(i.e., their spot rate differential will increase) and primary carriers with low contract price

stickiness will begin opportunistically rejecting loads at higher rates, defecting to either

fresher contract prices with other shippers or to the spot market. Therefore, when markets

are tightening, shippers need to continuously ensure their contract prices stay competitive

with the going spot market prices, regardless of their RFP timing. One approach shippers

can take as market conditions become more constrained is to execute smaller, focused, more

frequent “mini-bids” with core primary carriers on the most important, susceptible lanes.

These mini-bids result in shorter term (e.g., 30-, 60-, or 90-day) contracts. Another ap-

proach is to implement a market-based pricing strategy, as we propose in this study, which

effectively ensures contract prices are up-to-date.

2. Non-asset carriers are best suited for market-based contracts. All else equal,

asset primary carriers are five times more likely to stick to their contract priced loads than

non-asset primary carriers, or brokers, in both soft and tight markets. In fact, across most

network and freight segments, shippers must pay these non-asset primary carriers just about

spot market prices to maintain high load acceptance rates. This suggests that brokers may

respond to index-based contracts better than asset-based providers.

3. Market-based pricing shows promise for volatile demand, low frequency

lanes, and surge volume. Asset primary carriers are less likely to stick to their contract

priced loads on lanes with infrequently tendered loads and high week-to-week volatility of

tendered volume. Shippers often have little control over when loads actually materialize and

carriers’ capacity is needed. However, they do know historical demand patterns on their

lanes. They can control which carriers they tender the loads that do materialize and the

pricing strategies they are willing to implement. Our results suggest a market-based pricing
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strategy for these low cadence or high volatility lanes would better incentivize asset carriers

to stick to their contracts.

In addition to these lanes types, shippers can expect asset carriers to respond to market-

based pricing for surge volume - in other words, loads that are in excess of the expected

weekly volume communicated during the RFP. This finding relates to the two stages of TL

transportation. During the first stage, the strategic RFP, the shipper communicates the

expected weekly volume on each lane that the carriers bid on. Once the carrier wins the

lane, it plans to allocate capacity for that expected volume, perhaps with an additional

10-20% buffer. It also uses this knowledge of expected demand to balance the demand for

trucks across its existing network and to inform its bid strategy in other shippers’ RFPs.

However, during the second stage, the operational stage when loads materialize and are

tendered to that carrier, the actual demand may well exceed the capacity for which the

carrier has planned. Asset carriers in particular are constrained in their total capacity

available at any one time. To maintain high acceptance rates of loads that exceed 20%

over the awarded volume on a lane, carriers require a price incentive. This is an important

segment of shippers’ freight: consistently across our time horizon, 10-15% of total tendered

volume is in this surge category.

In fact, a tier pricing strategy where surge volume is priced higher than the baseline

awarded volume is used by some shippers and their larger or core carriers, precisely for the

reasons described. However, these tier-based rates are still fixed at the time the contract

is established. A dynamic market-based price, on the other hand, would ensure the tiered

price incentive remains competitive with the current market.

4. Indexed pricing may result in lower load acceptance if applied in soft

markets. Important to note that we discuss market-based pricing with the implication that

contracted load prices increase as market prices increase in a tight market, but also decrease

as prices decrease in soft markets - in other words, “symmetric” indexing. Shippers may

want to consider using dynamic market pricing as an incentive for primary carriers whereby

indexed contract prices only increase as the market tightens, but settles to the competitive,

fixed contract price when the market prices are decreasing. Otherwise, for segments that

require a contract price premium (i.e., higher contract price than spot market price) for
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high primary carrier acceptance, the shipper would expect to see decreased primary carrier

acceptance when the indexed price symmetrically decreases.

Our study suggests that there is still a place for the widely used fixed-price contracts. On

lanes where tendered volume is consistent and frequent, both shippers and carriers prefer a

set price to plan and budget around. While these prices may also become outdated as spot

market prices increase, carriers are more willing to stick to their contracts for attractive

freight.7 Moreover, competitive fixed price contracts may still be best suited for soft market

conditions.

3.8 Limitations and Future Research

Our empirical modeling results offer both academic and practical contributions. First, we

add to the econometric literature on supplier price stickiness in response to demand and

exogenous market dynamics. We do so by quantifying TL transportation suppliers’ price

stickiness as market prices change and for different customer demand patterns, freight seg-

ments, characteristics of shippers’ networks, and supplier service types. Our work explores

real-time decision that previous literature overlooks; transportation suppliers have the spot

market as a dynamic alternative option to their contracted business for every transaction.

In addition, we add to the literature specific to shipper and carrier relationships, par-

ticularly with a focus on how changing market conditions impact behaviors. We do so by

utilizing a uniquely extensive and detailed dataset. Previous empirical studies in the space

have been limited in that their data represent only a single shipper’s business, and often

contain limited or no tendering or carrier acceptance service level information.

This study is not without its limitations. Precisely due to the observational nature of

our dataset, we cannot control for outside influences on carriers’ acceptance decisions. We

attempt to account for these factors by segmenting the contract price stickiness analysis by

lane, load, and carrier types and other fixed effects that have been previously identified as

contributing factors. In doing so, we build models with good performance (i.e., very low
7While low tight market period primary carrier acceptance rates are undesirable, the majority of freight

still moves under fixed contract rates even in tight markets. However, we find evidence that a market-based
approach would improve primary carrier acceptance rates.
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Brier Scores). However, there may still be alternative explanations for carriers’ acceptance

decisions.

Notwithstanding these limitations, our study further adds to the existing shipper-carrier

relationship literature by isolating the impact of market prices on the way carriers make

freight acceptance decision for their contracted shippers. As discussed in the motivation

of this research, there has been growing interest in index-based pricing in the TL industry.

This research serves as a starting point. We demonstrate where shippers can expect to see

carrier acceptance behaviors most influenced by dynamic, market-based pricing methods.

An interesting future stream of literature could develop strategies for shippers and carriers

to design and implement these freight contracts.
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Chapter 4

Expanding the freight contract portfolio:

Index-based freight contract design

under uncertainty

Abstract

Long-term, fixed-price contracts in the truckload transportation sector have been the pre-

vailing relationship form between firms and their for-hire transportation service providers.

While advantageous for planning and budgeting purposes, these contracts do not lend them-

selves well to contexts in which supply, demand, and market uncertainties are prevalent.

We propose an alternative, market-based contract for the truckload sector to reduce the

unanticipated costs and performance degradation that result from the standard fixed-price

contract. With a uniquely detailed and expansive dataset that captures compounding un-

certainties, we build empirical transportation provider decision models. We apply them to

index-priced demand across a set of design, implementation, and segmentation strategies

and present those that offer Pareto improvements over the status quo fixed-price contract.

Finally, we validate our models with a pilot study of indexed contracts implemented by

a large agricultural firm in the US. We employ propensity score matching to quantify the

causal effect of indexed pricing on transportation suppliers’ contract compliance and costs

the firm incurs during a constrained market period.
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4.1 Introduction

In addition to the traditional fixed-price contract, shippers and contracted carriers may

engage in a portfolio of contractual designs to help either encourage contract stickiness

from both parties, or mitigate noncompliance and resulting unanticipated costs described

above. In this chapter, we explore how shippers and carriers can include an alternative

contractual form - index-based contracts - into their contract portfolios to help share the

risk brought about by shippers’ demand uncertainties, carriers’ capacity uncertainties, and

market volatility. A market-based contract has received attention from practitioners. For

example, some large players such as Schneider - one of the largest transportation providers in

the US - along with others have been pushing to scale these dynamic market-based contracts

[124]. However, its potential benefit has not yet been demonstrated and remaining concerns

over how to design such contracts has obstructed widespread implementation.

There has been extensive research on risk-sharing contracts for supply chain partners

(e.g., [35, 36, 110]). The combination of demand- and supply-side uncertainties with mar-

ket uncertainties observed in the TL transportation context, however, has received little

attention, despite the sector’s importance to business performance and the overall econ-

omy. We aim to address the practical challenges as well as contribute to the literature by

demonstrating the contract designs that result in benefits to both buyer and supplier.

The remainder of the chapter is organized as follows. In Section 4.2 we summarize the

relevant literature and in Section 4.3 we describe our model formulation and the contract

policies and designs we test. In Section 4.4 we detail our carrier acceptance model selection

methodology and our steps for choosing the best contract design and policy options. We

discuss our modeling results in Section 4.5. In Section 4.6, we describe a case study of

a large US shipper implementing an indexed contract pilot. We validate our models and

conduct a causal inference study on the impacts of these contracts on carrier performance.

Finally, we discuss the research implications in Section 4.7.

In this research, we explore yet another contractual form that aims to mitigate risks

and incentivize contract compliance: index-based pricing. Shippers and carriers alike have

demonstrated interest in such alternative pricing mechanisms, but few have implemented
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them. Much of the holdup comes about when discussing the details of how to design the

contract.

Thus, we formulate the following research question:

How should shippers and carriers design index-based pricing into their portfolio

of transportation contracts that result in a combination of reduced expected

costs and higher primary carrier acceptance for the shipper while increasing

expected revenue for the carrier?

4.2 Literature Review

In this section, we discuss the relevant literature on contract and transaction cost economics,

supply chain contracting under uncertainty, and freight transportation contracting. The

extant literature on contract economics, games, and transaction cost economics is vast, and

we do not conduct an exhaustive review. Instead, we highlight the relevant themes and how

our freight transportation contracting context fits into the larger bodies of literature.

4.2.1 Contract theory

In a very general sense, a contract can be described as a game: a contingent plan specifying

the set of actions available to each agent and a reward schedule specifying transfers following

each sequence of actions in that game. A contract defines the outcome or payment structure

of a set of potential future realizations of the world and resulting decisions. If the agents

each have private information, or if information arises over time, there may be stages of

communication in which information is revealed.

The foundational economic literature on contract theory, which studies how agents con-

struct contractual agreements, typically in the presence of asymmetric information and an

array of other uncertainties, is often attributed to Kenneth Arrow. Agents are commonly

modeled as maximizers of von Neumann-Morgenstern utility functions – that is, they seek

to maximize their expected utility given a set of probabilities of possible future states of

the world [151]. We draw from this literature by employing an expected cost and revenue

framework, describe in Section 4.3.
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4.2.2 Game theory

The contract literature often seeks the optimal contract in the abstract space of all possible

contracts. This is quite a difficult problem. Instead, we take a game theoretic approach,

often - though not necessarily explicitly - taken by authors studying supply chain contracting

and procurement strategies, in which the performance (e.g., profit or cost outcome) of a set

of available contracts and corresponding parameters are compared.

The non-binding TL freight contract is similar to the self-enforcing agreement studied

in the context of repeated games literature, which explores agreements that result in both

parties maintaining the terms of the agreement over time without the interference of an

external party [145]. One of the most prominent results of self-enforcing agreements is the

Nash equilibrium. A natural extension of this literature considers the conditions under

which agreements are vulnerable to renegotiations after repeated rounds of play [1].

4.2.3 Supply chain contracting and procurement under uncertainty

The theories discussed in the above section have been specifically applied to supply chain

procurement. The reader is referred to [36] for a survey of the game theoretic models

applied to supply chain management and a review of models that seek to achieve equilibria,

particularly in non-cooperative games.

A common topic in supply chain contract literature is that of channel coordination,

which identifies the contracts that result in the players’ Nash equilibrium coinciding with

the optimal contract of the supply chain as a whole. Agents seek such risk-sharing contracts

to encourage both sides to remain committed to the contract terms. The risk-sharing, or

coordinating supply chain contracts that are commonly found in industry and in literature

are the buy-back contract and the revenue-sharing contract [35, 110]. See [134] and [34] for

review of these models. In the present chapter, we determine the optimal market-driven

index-priced contract design as a means for both shippers and carriers to share the risks

incurred by both sides due to the TL market dynamics and uncertainties. We then determine

whether their use (Pareto) improve, or coordinate, the buyer-supplier channel (as per [87]).

The benefits of long-term fixed-price versus short-term, dynamic-priced contracts has
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been explored in [58], [154], and [49].The authors find that long-term, fixed-price contracts

may not always be optimal and discuss conditions under which short-term contracts may

be justified. Specifically, only when market conditions are stationary - in the mathematical

sense in which the mean or variance of the market price do not change over time - over

the duration of the contract terms, then the long-term, fixed-price contract is best. The

non-stationary market condition represents the freight context with which we are concerned.

It underscores why the traditional, fixed-price TL contract may not be suitable given the

dynamic nature of freight markets.

As there are trade-offs between selecting particular contract types, a few authors have

considered a portfolio approach to supply chain contracting. [155] determines the optimal

design of a portfolio of long- and short-term contracts with access to a spot market from

the perspective of a gasoline supplier. [100] develops a framework to analyze the perfor-

mance of a portfolio of supply contracts. The authors construct a portfolio of a long-term

contract, an option contract, and spot market transactions. They design the optimal con-

tract parameters, and determine the replenishment policy to maximize expected profits in

a multi-period environment. They find that in a general manufacturer-supplier context, the

use of portfolio contracts increase expected profit as compared to traditional single long-

term contracts while also reducing financial risk. However, the authors do not consider the

supplier’s revenue as a result of these contracts. We apply the particular nuances of the TL

industry to provide recommendations for a portfolio contract strategy consisting of indexed

and fixed-price contracts. We further incorporate a channel-coordinating perspective and

identify the portfolio of contracts and designs that Pareto improves shipper and carrier out-

comes. That is, either one or both parties are made better off (e.g., lower expected cost or

higher PAR for the shipper and higher expected revenue for the carrier) without the other

being made worse off.

At scale, determining a portfolio contract strategy for shippers is highly complex and

may prove to be analytically intractable (e.g. [49]). Thus, we take an empirical approach

to numerically determine best strategies.
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4.2.4 Freight contracts

The uniqueness of freight contracts has drawn attention in the literature. [39] makes the

case for the use of contracts between shippers and carriers. The author demonstrates how

economies of scope come about when shippers and carriers make procurement and bid

decisions by considering their network as a whole rather than on an individual lane-by-lane

basis. A combinatorial auction approach is designed to improve efficiencies.

The merits of contracts in trucking are further studied by [79]. The author models the

impact of market thickness - that is, number of buyers and sellers utilizing the market - on

shippers’ and carriers’ use of contracts and finds that as the thickness of long-haul trucking

markets increases, simple spot transactions are used by both parties more frequently than

are contracts.

Recognizing the uncertainties and price fluctuation in TL transportation and the interest

in alternative, more flexible contractual forms, [149] explore the applicability of a futures or

options contracts. The authors find that when demand uncertainty is high, some lanes in

the US lend themselves well to futures contracts by offering value to both shippers and to

carriers. The authors do not, however, explore the characteristics of lanes - or other freight

characteristics - that make market-based contracts most attractive. This latter question is

addressed in Chapter 3.

[31] and [32] study freight contracting strategies. In [32], given a menu of contract

options, the shipper and carrier may choose a single contract to hold over a finite time

horizon. [32] includes a form of fixed start-up, or information costs for each contract (i.e.,

the transaction costs associated with running procurement events and constructing routing

guides). [31] discusses the lock-in costs that encourage ongoing interactions between a

shipper and carrier when they enter contracts with one another (i.e., the shadow of the

future discussed in Chapter 3).

While providing a theoretical foundation for freight contracting, [31] and [32] overlook

three critical aspects of the US freight industry landscape. First, the capacity and volume

uncertainty introduced by the non-binding nature of freight contracts is omitted. That is, in

the author’s formulation, the shipper tenders all realized demand to the contracted carrier
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and the carrier accepts all of this volume at the contract price. Any demand in excess of the

awarded volume is served on the spot market. Of course in reality, shippers may tender above

or below awarded volumes and a carrier may reject any amount of tendered volume. We

explicitly consider this in our expected cost formulation of the freight contracting problem.

Second, Brusset’s models assume that any deviation from the contract terms results in

immediate termination of the contract. In practice, when a primary carrier does reject load

tenders, the contract still remains in effect. Moreover, shippers often tender surge volume

to contracted carriers. They may pay the same contract rate, or the contracted carrier may

accept the excess volume but at a price premium. Alternatively, the excess volume may be

rejected by the primary carrier but picked up by a backup carrier.

Finally, in order to avoid trivial solutions in which the shipper always chooses to use

the spot market, the author models cost of using the spot market to be higher than that of

using any contract. This is not always the case - in particular, during soft market periods.

By adopting such an assumption the authors overlook the fluctuations in market conditions

that are pervasive in the freight industry [2, 113].

In this research, we propose a contracting approach built off of empirical models and

captures real-world truckload industry complexities not considered in previous literature.

The approach aims to offer practical strategies for shippers under more realistic scenarios

representing different suppliers (carriers), freight, and network characteristics.

4.3 Model Formulation

In this section, we describe the order of the decisions a shipper makes, the contracting

design elements and policies we test and how we measure their performance relative to one

another.

4.3.1 Decision sequence

The shipper’s decision as to whether and how to implement an index-based contract on a

lane with a carrier is formulated as follows. The shipper’s procurement event corresponds

to time t0, when the shipper must decide which one of a set of contract policies, ⇡ 2 ⇧,
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it should implement with a single primary carrier, Cp, on a single lane from origin i to

destination j, that will be in effect for T periods.

In addition to the contract policy and design, the shipper also decides the initialization

price, F0, which defines both index-based policies. This initialization price is based off of an

exogenously determined benchmark price for the lane: BMi,j,t0 . In practice, shippers have

access to such benchmark prices through memberships to freight analytics services. It is

also information the shipper collects through its reverse auction process. This lane-specific

benchmark price completely defines the Fixed price contract on this lane. We assume the

exogenous index to be used is predetermined by this shipper and carrier.

The knowledge or information available to the shipper at t0 is defined by the vector .

It contains potential contracted carrier’s service type (i.e., asset or non-asset), the current

lane spot price, Si,j,t0 , and benchmark price, BMi,j,t0 , the current market condition, the

previous periods’ tendered volumes, Di,j,t, spot and benchmark prices, index values, Int,

and historical lane characteristics, Li,j,t (as defined in Section 4.4.2) all for t < t0. The

shipper also has an understanding or expectation for each subsequent period of its future

demand, spot market and benchmark prices, and the probability the contacted or primary

carrier accepts loads at P⇡, the contract price for that load defined by the policy chosen in

t0 - that is, Pr[Ak | Cp, P⇡].

In each subsequent period, t > t0, the index value, spot price, and actual demand are

realized. Each load, k, is first tendered to the primary carrier, Cp, at the contracted price,

P⇡. The primary carrier accepts the load with probability Pr[Ak | Cp, P⇡]. As we discuss in

Section 4.4.2, this primary carrier acceptance decision depends on a set of load, lane, and

carrier characteristics.

If the primary carrier accepts the load, the shipper pays the offered price, P⇡. If the

primary carrier rejects the load, the load is offered to backup carriers, Cb. When shippers

must rely on backup carriers after primary carrier load rejections, they pay a ‘backup pre-

mium’, bpt, or a price escalation above the fixed contract price on the lane. The value that

the backup premium takes on may reach up to 18% or more depending on how deep into the

routing guide the shipper must go until a backup carrier accepts the load and the current

market conditions (denoted by t) [2, 5]. We model the price a shipper pays backup carriers
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as Pb,t = bpt ⇥BMi,j,t0 . When tendered a load, k, the backup carrier accepts the load with

probability Pr[Ak | Cb, Pb,t].

If the backup carrier accepts the load, the shipper pays Pb,t, otherwise the load is offered

on the spot market at the current lane-specific spot price, Si,j,t and is accepted with proba-

bility 1. The expected cost setup encapsulates the non-binding nature of the shipper-carrier

contact - that is, contracted carriers reject loads with some probability. For each load, k,

and policy, ⇡, the shipper has expected cost:

E[cost | ⇡]k = Pr[Ak | Cp, P⇡]⇥ P⇡

+ (1� Pr[Ak | Cp, P⇡])⇥ Pr[Ak | Cb, Pb,t]⇥ Pb,t

+ (1� Pr[Ak | Cp, P⇡])⇥ (1� Pr[Ak | Cb, Pb,t])⇥ Si,j,t

(4.1)

At the end of the fixed time horizon, T , the performance of each contract strategy and

contract design can be summarized by two metrics (1) the total expected cost per mile

(CPM) of the strategy:

E[CPM | ⇡] =
1

K

X

8k

E[cost | ⇡]k
Distk

(4.2)

where K is the total number of loads realized over T and Distk is the distance of the

lane on which load k is tendered, in miles; and (2) the average primary carrier acceptance

ratio over the time horizon:

PARCp,⇡ =
1

K

X

8k

Pr[Ak | Cp, P⇡] (4.3)

Shippers want low expected costs, and high primary carrier acceptance. Thus, the

shipper will choose the Indexed contract that offers PAR and expected cost at least as good

as the benchmark Fixed price contract. On the other hand, the carrier will agree to the

Indexed contract if it results in contract price at least as good at the benchmark Fixed price

contract. Thus, we present the design parameters values that offer a Pareto improvement

over the Fixed price contract.
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4.3.2 Contracting policies

We define the set of contract policies to test based on input from practitioners and previous

literature. The indexing policies must be simple enough to implement and agreeable for

both shippers and carriers. Our aim is to demonstrate how a small set of indexed pricing

policies compare to the baseline, or status quo policy, which is the long-term fixed-price

contract. Further extensions of this research may explore additional policies.

Our two policies are defined below and summarized in Table 4.1. First, ⇡0 is the baseline

Fixed-price policy in which all loads are offered at the lane benchmark price, BMi,j,t0 .

Second, ⇡1 is the Indexed policy in which all loads are offered at the indexed price at the

time, Int.

Table 4.1: Contract policy summary

Policy Name Offered Price
⇡0 Fixed-price BMi,j,t0 8k
⇡1 Indexed Int 8k

4.3.3 Indexed contract design

We expect that the performance of each index-based policy depends on certain contract

design choices that the shipper makes upfront. Our experience with shippers and carriers

suggests that the largest barriers to implementation of index-based contracts in the TL

industry relate to the design details we discuss here.

Index choice

First, the shipper and carrier must agree on the index to be used. It must appropriately

reflect the dynamics of the freight to which it is applied. Further it must be transparent

in the data that it comprises and generally accepted across the industry [23]. Within the

TL Dry Van freight industry, a few such indexes exist. These include several DAT National

indexes, the Cass National Truckload Linehaul Index, the Stephens Freight Index, and the

Morgan Stanley Freight Index.
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We assume the the index chosen is the Cass National TL Linehaul Index. It is public and

freely available consistently from 2005 [44]. It is comprised of $2 billion in transactions, 95%

from contract transactions and 5% from spot transactions on lanes that span the continental

US. The index is a good representation of the general industry, as this aligns with published

estimates of the industry-wide ratio of contract to spot transactions; [40] estimates 90-95%

of the total TL market spend is established through contracts.

Further, the Cass TL Linehaul Index is calculated based solely on the linehaul prices of

the transactions, which represents contractually defined fixed prices in the market. It does

not include fuel surcharges or other accessorial charges added to the base price that reflect

specific load or time-based attributes that are sometimes included in other industry indexes.

Rather than taking the index value itself, we use the percent change of the index to

measure market change - typically week-over-week or month-over-month change, depending

on update frequency of the index available. The percent change of the indexed value for

time t is defined as Ît = (It�1 � It�2)/It�2. The percent change in index value, Ît, can take

both positive and negative values, which allows the indexed price defined in Equation 4.4

to increase or decrease.

We use the index values of the preceding two periods, It�1 and It�2, because index values

are often reported for the previous period. That is, in time t, It�1 would be the most recently

available index value. Figure 4-1 shows the Morgan Stanley Index from 2015 to 2020 and

the month-over-month percent change.

The offered indexed price for loads during period t, Int, is defined by increasing or de-

creasing the indexed price calculated for the previous period, t�1, by an amount determined

by the percent change of the index in that period as well. The initial period’s indexed price

is based off of the fixed price, F0. Thus, we have

Int0 = BMi,j,t0 , t = t0

Int = Int�1(1 + Ît), t > t0
(4.4)
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Figure 4-1: Cass Truckload Linehaul Index Freight Index, M/M percent change

Collar:

Shippers may choose to implement a collar, or an upper and lower bound on the amount

the indexed price can fluctuate. One disadvantage of an indexed price is that it adds price

uncertainty for shippers and carriers alike. As a safeguard against large swings in the

market, a collar can dampen the price volatility: Ît 2 [c, c] and here we assume symmetry

c = |c| = |c|:

Offered Price, collar =

8
>>>>><

>>>>>:

Int, c ⇤BMi,j,t0  Int  c ⇤BMi,j,t0

c ⇤BMi,j,t0 , Int < c ⇤BMi,j,t0

c ⇤BMi,j,t0 , Int > c ⇤BMi,j,t0

(4.5)

Where, the lower bound, c < 0, and the upper bound, c > 0, represent percentages

below and above which the shipper and carrier do not want the indexed load cost change to
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exceed due to indexing. Note that we apply the collar symmetrically, meaning the indexed

price is allowed to increase or decrease by the same amount. An alternative approach, is

an escalator design; a special case of the collar design where the indexed price is used as a

price increase to incentivize carriers to accept loads but the indexed price does not decrease

below the initial price, F0. That is, c = 0 and c is some positive value or is infinite in the

case where the indexed value is unbounded from above.

Initialization price

Finally, the shipper and carrier agree to an initialization price for the Indexed contract in

t0, F0, as described in Equation 4.4. Shippers want to know how well each policy and design

performs if the choice of initialization price, F0 upfront is too high or too low. Determining

what that price should be is difficult due to market uncertainties. Thus, one of our design

choices is ↵, or how F0 relates to the going lane benchmark price at t0:

F0 = ↵ ⇤BMi,j,t0 (4.6)

Where ↵ > 0 and is a multiplier on BMi,j,t0 , the benchmark price on lane (i, j) at time

t0.

We test the relative performance of these contract designs and policies on empirically de-

rived demand. We use an extensive transaction dataset to model the best design choices

as a shipper considers the trade offs between expected costs and carrier acceptance rate

performance.

4.4 Methodology

In this section, we describe the price mechanisms and policies we test, our model selection

methodology, and the model specifications we choose.
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4.4.1 Indexed price mechanism design and contract policies

We utilize a highly detailed empirical dataset that contains 2.2 million long-haul (i.e., loads

that moved a distance greater than 250 miles)1, dry van loads, all of which originate and

terminate in the continental United States. The observations represent the load tenders and

carrier acceptance and rejection decisions for TL loads for 47 shippers and their 308 asset

and 74 non-asset primary carriers plus 430 backup carriers. The data span over four years

(2015-2019). This encompasses a Soft market period from the beginning of the dataset to

July 2017 and from January 2019 onward and a Tight market period from July 2017 to

January 2019 (see Chapter 2 and [2] for market period justifications).

In Chapter 3 we describe promising segments of a shipper’s freight and network to apply

market-based contracts. We split our data according to these segments (see Appendix C.1),

apply each indexed design, predict carriers’ acceptance behaviors for each, and determine the

expected costs and primary carrier acceptance rate under each policy. Thus, we demonstrate

the best index-based contract design for each segment.

In addition to the variables and data described above, we have our four empirically

trained carrier acceptance prediction models of the probability each load is accepted for each

primary carrier service type and market condition combination: (i) Asset primary carriers

in a Tight market, (ii) Asset primary carriers in a Soft market, (iii) Non-Asset primary

carrier in a Tight market, and (iv) Non-Asset primary carrier in a Soft market. Moreover,

we model backup carrier acceptance probabilities as well. The method to train, validate,

and test these models is described in detail in Section 4.4.2. The resulting probabilities are

inputs to the expected cost formulation of Equation 4.2, which we calculate for each carrier

service type and market condition combination.

4.4.2 Carrier acceptance decision model

We build our empirical carrier acceptance decision models on load transaction data described

in Section 4.4.1 . First, we must develop an accurate model to predict the probability

that a carrier accepts or reject a load, given the characteristics of the load, lane, shipper
1We use this long-haul distinction because pricing structures for the alternative, short-haul moves, differ

from those we consider and discuss in this research.
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tendering behavior, and price. We must also consider whether the carrier is a primary or

backup carrier, as the agreements, incentives, and relationships differ between shippers and

their primary carriers as compared to their backup carriers (see Section 4.4.2). As such,

we develop five distinct carrier acceptance response models: four for each of the primary

carrier service type-market combination, and a fifth for backup carriers.

To do so, we split the data into one set of the load tenders from a shipper to its primary

carrier on the lane (regardless of if the primary carrier accepts the load), and a second set

of all load tenders from a shipper to backup carriers on the lane, which only occur if the

primary carrier has rejected the load. We then model the probability that a load is either

accepted or rejected (i.e., a binary outcome) by a carrier based on multiple associated load,

lane, and carrier characteristics. For brevity, rather than describing each in detail here, we

refer the reader to Chapter3 for a detailed description of each variable we include in our

model. Table 4.2 below describes each one.

Table 4.2: Carrier Acceptance Model Input Variables

Variable* Description
Spot Rate Difference between spot price and offered price, as percentage

Differential (SRD)* of offered price
Lane demand Percent of the preceding 4 weeks in which loads are tendered

cadence to primary carrier by shipper on the lane
Lane demand Four-week rolling average week-over-week percent difference in

volatility tendered volume from shipper to primary carrier on the lane
Load surge Load’s rank within the week relative to the expected weekly
category volume as a percentage

Asset carrier Number of tractors in the carrier’s fleet, categorized
fleet size*
Distance* Number of miles between origin and destination locations

*Variables that are included in both the primary carrier and the backup carrier acceptance rate models.
Otherwise, only included in the primary carrier model.

Imbalanced data

Primary carriers are expected to maintain high acceptance rates. While shippers’ service

level requirements differ, carriers may be expected to accept at least 90, 95, or even 99% of

loads tendered to them. Of course, this level of service may drop due to capacity availability
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or contract prices becoming out of date as the freight market changes over the course of the

contract2.

In our dataset that spans multiple market cycles, the average acceptance ratio of primary

carriers is 82%. In other words, the frequency of observations in our primary carrier dataset

in which the load is rejected is much lower than the frequency of the observations in which

the load is accepted. Thus, our segmented primary carrier dataset is imbalanced. Predictive

classification models trained on imbalanced data are often biased toward the majority class,

or the class containing most observations; here, the “accepted” class. In our case, the

imbalanced problem only affects the primary carrier model, as the backup carrier dataset is

balanced.

The class imbalance problem has been addressed in the literature (e.g., [73, 143]). It is

found in many real-world contexts such as credit card fraud detection [30, 12], corporate

bankruptcy prediction [6], and rare disease diagnosis [84]. Models based on imbalanced data

suffer from high error rates in classifying the minority class because there are many more

instances of majority class than minority class observations/footnoteFor example, a model

trained to maximize accuracy (the percent of all observations that are correctly classified)

on an imbalanced dataset with a ratio of majority to minority class of 80:20 could achieve

80% accuracy by simply predicting all observations to be in the majority class without

even considering the observations’ features.. Thus, common model performance measures

such as accuracy are ill-suited for imbalanced datasets, particularly when good predictive

performance is desired for both majority and minority classes.

Algorithmic approach

To obtain models with high predictive performance on our imbalanced data we compare a

set of classification algorithms and choose the one and its corresponding best-tuned hyperpa-

rameter values [166, 142, 92] for our primary (and backup) carrier load acceptance decisions.

See Appendix C.2 for more detailed discussion of the different approaches to dealing with

imbalanced data. We test a set of algorithmic methods commonly used in the literature

2It is typical for shippers to expect primary carriers to flex up capacity availability and maintain this
level of tender acceptance for “surge” volume up to 10% - sometimes more - above the awarded volume.
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for binary classification on imbalanced data: Logistic regression (with and without penalty

terms), clustering with k-Nearest Neighbors, and ensemble methods, in particular random

forests.3 For each model described below, our input variables are those described in Section

4.4.2 and we model Asset primary carriers and Non-Asset primary carriers in each market

period separately.

Logistic Regression: Logistic regression models are a common choice for binary clas-

sification. One powerful advantage of the logistic regression model is it allows the modeler

to isolate the relationship between each input variable and the binary response variable.

However, many real-world data may not abide by the assumptions required to apply (log)

linear models. We expect other models may better represent our empirical data with better

predictive performance.

Regularization: In addition to the logistic regression model without penalty terms

discussed above, we consider three regularization extensions: logistic regression with an

L1, or linear penalty term (Lasso); logistic regression with an L2, or quadratic penalty term

(Ridge), and logistic regression with a linear combination of L1 and L2 penalty terms (Elastic

Net). These three models tend to improve the predictive performance of the non-penalized

logistic regression model by minimizing or eliminating the influence of unimportant input

variables [147, 71].4

Clustering: We consider a clustering technique commonly used in classification prob-

lems, k-Nearest Neighbors (kNN). The model makes no assumptions on relationships be-

tween variables and is generally easy to interpret [71].

Ensembles: Finally, we consider an ensemble classification technique, a random forest,

which is commonly used due to its good classification performance across many data types.
3We do not test another common classification approach, the support vector machine (SVM) algorithm,

because of long run times associated with SVM and large datasets - i.e., dataset larger than tens of thousands
of records, much smaller than our primary carrier tenders dataset.

4The L1 penalty forces the estimated coefficient of some input variables to zero in the regression error
minimization calculation, resulting in a simpler model and, in many cases, better predictive performance
than the non-penalized regression model. On the other hand, the L2 penalty shrinks the coefficients of
unimportant input variables, but does not allow them to equal zero. This is advantageous when the model
includes input variables that are highly correlated, but still offer important information about the data.
The L1 penalty would choose one of the variables to keep and force the coefficients of the others to zero,
whereas the L2 penalty would retain all variables but reduce the relative importance of those that contribute
to higher error. The Elastic Net regularization allows the benefits of each L1 and L2 and balances the two
penalty terms with a regularization parameter, �.
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In fact, random forests have been shown to handle imbalanced data well [28], particularly

when the imbalance rate is below 15% [164, 54, 112, 168].

Scoring metric While some classification metrics described in Appendix C.2.3 are

better suited for the imbalanced problem than others, they still do not capture the specific

problem at hand. In our case, good classification performance of each class is not the most

important outcome of the prediction model. Our model is to be used as an input to an

expected cost formula. As such, we need a model that has good performance predicting the

probability an observation is in each class.

There has been limited literature focusing on probability estimates on imbalanced data,

however there has been work studying how to obtain good probability predictions in general

[106, 167]. For probability predictions, typically a Brier Score is used [29]. The Brier score,

BS is the mean square error between the predicted probability an observation is in the

positive class, p+n , and the actual outcome, o+n 2 {0, 1}. A 1 indicates the observation is in

the positive class and a 0 indicates it is not: BS = (1/N)
PN

n=1(p
+
n � o+n )

2, where N is the

total number of observations in the dataset.

The Brier Score takes values between 0 and 1. Better models have lower Brier Scores.

However, this standard Brier Score does not apply well to imbalanced datasets as it does not

capture whether a model is biased toward the majority class; The formulation averages the

error term over all observations, N . A model that predicts the probability of observations in

the majority class well (i.e., low probability predictive error of majority class observations)

will still have a low Brier Score even if it poorly predicts the minority class, because there

are fewer observations in this class to outweigh the low error on the majority class. To

overcome this issue, [153] propose a stratified Brier Score, where we calculate class-specific

Brier Scores:

BS+ =
1

N+

N+X

n=1

(p+n � o+n )
2

BS� =
1

N�

N�X

n=1

(p�n � o�n )
2

(4.7)
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The authors show that the stratified Brier Scores, BS+ and BS�, are effective measures

of how well a range of different supervised classifiers predict class probabilities for both

majority and minority classes of known imbalanced datasets. Thus, we adopt the stratified

Brier Scores to evaluate and compare carrier load acceptance prediction models: logistic

regression, regularized logistic, kNN, and random forest. We describe our algorithmic ap-

proach including model hypertuning and model selection in the following section.

4.4.3 Model hypertuning and comparison

Because no single model performs best on all datasets - imbalanced or otherwise - we adopt

a cross validation method to determine the best model to predict the probability a load is

accepted by a primary carrier. That is, the model which results in the lowest combination of

stratified Brier Scores. Details of our hypertuning process are in Appendix C.3. Results of

the model selection for the Asset primary carriers in Tight market conditions are reported

in Table 4.3.

Table 4.3: Hypertuned prediction model Brier Scores: Asset, Tight market

Model Standard Majority Minority
BS BS+ BS�

Logistic Regression 0.178 0.178 0.175
L1 Regularization* 0.178 0.177 0.181
k-Nearest Neighbors 0.078 0.032 0.282

Random Forest 0.047 0.036 0.097
*L2 and Elastic Net results excluded because L1 regularization always outperforms L2 in the hypertuning

step, and Elastic Net with regularization parameter, � = 1 (corresponding to L1), is best.

The results show that the hypertuned random forest outperforms all other hypertuned

models in predicting the probability a load is accepted by a primary carrier due to its low

majority and minority class Brier Scores. We apply the same method for the dataset of Asset

carriers in Tight markets reported above to all other carrier-market condition combinations.

The relative performance of the random forest holds in all cases. Thus, we use the balanced

random forest as the empirically derived probabilistic model for our expected cost equations.

Although the backup carrier data are balanced, we use a similar backup carrier accep-

tance model selection method comparing the models’ to ensure good predictive performance.
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The backup carrier input variables include the load’s spot rate differential, origin and desti-

nation region indicator variables, and distance. Recall that other shipper tendering behav-

ior, lane, and load characteristics included in the primary carrier model do not pertain to

non-contracted, backup carriers. The resulting best model for both carrier segments is the

random forest with uniform class weighing.

4.4.4 Design and policy choices tests

Next, we test our contract design and policy choices. For each design choice parameter (i.e.,

choice of ↵ to determine initial fixed price and c to determine size of the collar) we apply a

range of values for each parameter for each network segment, market condition, and carrier

service type. We calculate the resulting primary carrier acceptance (PAR) (Eq. 4.3) and

expected cost per mile (Eq. 4.2) for all parameter values.

Recall, ↵ determines how much above or below the lane benchmark price at which the

indexed pricing initiates and is a multiplier on that lane benchmark price. Therefore, a

value of 1 corresponds to using the actual lane benchmark price to initialize the indexed

contract. We range ↵ from 0.01 to 2.5. For the collar parameter, we range c from 1% to

100%. This allows the indexed price to fluctuate up or down around the fixed benchmark

by that capped amount.

The “best” value of ↵ and c depend on a shipper’s cost and performance tolerances.

Therefore, we report the PAR vs. expected cost per mile curves. These curves show the rate

at which PAR increases with changes in expected costs (resulting from dynamic indexed

contract prices and reliance on backup or spot options) as we change the design choice

parameters - in other words, the marginal increase in PAR for an increase in expected costs.

In this way, we capture diminishing returns and assist the shipper in determining the design

that captures the most benefit for a cost it deems reasonable.

Once we have the best design choice parameter values, we compare the three policy

choices to one another. That is, we compare the PAR and expected costs if the shipper

implemented the Indexed policy (⇡1) or the Surge only policy (⇡2) as compared to the

traditional Fixed-price policy (⇡0).
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4.5 Results

A shipper will choose an Indexed contract that offers lower expected cost or higher primary

carrier acceptance, or both, as compared to the status-quo Fixed price contract. We report

the contract design parameter conditions for each segment and carrier-market condition

combination in which the Indexed contracts results in a Pareto improvement over the Fixed

price contract policy. In other words, the segments and their corresponding Index-based

contract policy in which both parties are at least as well off and at least one is better off.

This occurs when either the shipper experiences lower expected cost or increased PAR and

the carrier sees increased expected revenue. In this section, we summarize the key findings.

We present the particular Indexed contract designs for two scenarios:

Case I: The carrier’s expected revenue is greater than or equal to that of the benchmark

Fixed-price contract and the shipper’s expected cost is less than or equal to the benchmark

Fixed-price contract and the shipper sees higher or the same primary carrier acceptance

rate (PAR) relative to that of the benchmark Fixed-price contract;

Case II: The carrier’s expected revenue is greater than or equal to that of the benchmark

Fixed-price contract and the shipper sees higher or the same primary carrier acceptance rate

(PAR) relative to that of the benchmark Fixed-price contract at some reasonable expected

cost increase relative to the benchmark Fixed-price contract. A reasonable increase in

expected cost increase is set to 10%, which reflects what a shipper typically pays for its

backup carriers between both Soft and Tight markets (see [5]).

Finally, the choice of implementing a collar and corresponding c value impacts the pri-

mary carrier acceptance, shipper’s expected cost, and carrier’s expected revenue to a small

extent. At values of ↵ < 0.5, the collar does not impact the results to a large extent. At

values of ↵ > 1.1, the collar threshold value is hit more often. Thus, at the optimal values

of ↵ from 0.9-1.1, presented in Tables 4.4 and 4.5, the resulting acceptance rates, costs, and

revenues are not impacted by different values of ↵. As such, we do not report values of c in

these summary tables.

The summary of benefits for Case I is reported in Table 4.4 all with no collar on the

price. Indexed-based contracts will be agreed to under the Case I conditions only in Tight
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markets on three of our segments: High Volatility and Moderate and Low Cadence Lanes.

In all cases, the initialization price should be set to about 5-10% below the lane benchmark

price.

Table 4.4: Indexed contract design improvements, Case I

Market Carrier Exp. cost PAR Exp. rev.
Segment Condition Type reduction increase increase ↵

High Volatility Tight Asset 1% 3% 8% 0.95
Non-Asset 5% 2% 1% 0.90

Mod. Cadence Tight Asset 1% 3% 8% 0.95
Non-Asset 5% 4% 3% 0.90

Low Cadence Tight Asset 1% 4% 9% 0.95

On High Volatility lanes, the shipper sees the best reduction in expected cost (5%) with

a 2% increase in PAR by implementing the Indexed contract with Asset carriers - who see

a 1% increase in expected revenue - rather than Non-Asset carriers. On Moderate Cadence

lanes, the Non-Asset carrier offers better expected cost reduction (5%) and PAR increase

(4%) than the Asset carrier. Finally, on Low Cadence lanes, only Indexed contracting with

Asset carriers results in the conditions for Case I.

Next, we summarize the outcomes for Case II in Table 4.5. Case II differs from Case

I in that here, the shipper accepts an increase in expected cost up to the average backup

premium of 10%, for an increase in PAR. We expect that in doing so, the shipper will have

a higher increase in PAR than in Case I. Similar to Case I, here in order for the carrier to

agree to the contract terms, its expected revenue should be at least as good as that of the

benchmark Fixed price contract.

Table 4.5: Indexed contract design improvements, Case II

Market Carrier Exp. cost PAR Exp. rev.
Segment Condition Type increase increase increase ↵

High Volatility Tight Asset 1-4% 8-11% 19-28% 1-1.05
Mod. Cadence Tight Asset 4-7% 6-9% 17-26% 1-1.05
Low Cadence Tight Asset 3-9% 6-10% 17-33% 1-1.10

The results suggest that Case I and II only occur during Tight market conditions. This

is because the freight market index - and resulting index-based price - decreases during
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Soft markets. In order for the carrier’s expected revenue to increase relative to the Fixed

benchmark priced contract in the Soft market conditions, the initialization price would have

to be so high relative to the benchmark price that the shipper’s expected cost increases

well above our 10% threshold. In this case, our models offer carriers a starting point for

discussions with shippers to consider their willingness to accept higher expected costs for

higher load acceptance from contracted carriers with which a relationship is in place and a

history of demonstrated performance.

4.6 Case Study: Index-based TL contracts, pilot exper-

iment in practice

We work with a large US agricultural shipper to implement a pilot of index-based contracts

in its long-haul TL network. For purposes of anonymity, we refer to the shipper as AgCorp.

We use their load-level transaction and carrier acceptance/rejection data for two purposes:

to (i) validate our carrier behavioral models, and (ii) quantify the causal effect of index-based

pricing in the freight transportation context.

4.6.1 Pilot implementation and data description

During the height of the Covid-19 pandemic in the US - summer and fall of 2020 - AgCorp

ran its annual TL transportation procurement event. Due to concerns of elevated contract

price bids it received and carrier acceptance levels plummeting - similar to the rest of the

shipper community during this time - AgCorp implemented index-based contracts with two

of its Non-Asset carriers.

The contract policy and design choices correspond to those we model and test in the

preceding sections. The contracts apply indexed pricing to all of the loads (i.e., policy ⇡1)

on the ten chosen pilot lanes, all originating from a major inbound city in its network. They

use the month-to-month actual dollar change in DAT’s national TL index to update the

indexed contract price monthly with no collar. They choose the initializing price, F0 to be

the lane-level benchmark price defined by DAT at the start of the contract, BMi,j,t0 (i.e.,
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↵ = 1). Finally, the contracts are implemented during a Tight market period.

The pilot lane characteristics are characterized by the segments discussed in the preced-

ing sections: award volume, demand cadence and volatility, and surge patterns. On average,

the award volume is about 1 load per week. Average volatility is 1.47 (i.e., on average, the

week-to-week tendered volume is 147% more than the awarded volume of 1 load per week.

For example, 2-3 loads per week). Cadence and Surge volume category splits are reported

in Table 4.6. The average length of haul is 1,224 miles.

Table 4.6: Summary of Pilot Lanes

Awd. Volume (# loads/wk) 1
Volatility 1.47

0% 15.7
Cadence Category 25% 13.9

(% of lanes) 50% 14.8
75% 20.4
100% 35.2

Up to Mean 49.1
Surge Category 10% above award 4.6

(% of lanes) 10-20% above award 0
>20% above award 46.3

Avg Lane Distance (miles) 1,224

AgCorp provides detailed transaction-level data of every load it tenders to each of its

long-haul, TL carriers from October 2018 through April 2020. The data consist of each

carrier’s accept or reject decision and subsequent tendering if the load is rejected, the load

price, and lane details. Moreover, we are provided with the award information: expected

volume and price of each awarded carrier for the three bid events AgCorp conducted (2018,

2019, and 2020). As the pilot indexed contract program (“treatment”) is implemented in

October 2020, we have data that represents pre- and post-implementation shipper and

carrier behaviors and decisions. We also have benchmark prices for every lane from the

Freight Market Intelligence Consortium (FMIC), a well-established freight analytics group.
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4.6.2 Model validation

First, we use these pilot data to validate our carrier acceptance models - the engine of the

contract design questions. To do so, we apply our trained non-asset, tight market carrier

acceptance model (recall, a “weighted” random forest model using input factors listed in

Table 4.2) to the loads that are tendered under the index priced contracts. This subset of

the pilot study data is similarly imbalanced to the training dataset, so it is reasonable to

expect our models to perform well.

In the imbalanced dataset context, a commonly used measure of the model’s ability to

predict both majority and minority classes is the precision versus recall curve [123, 80, 86],

its Area Under the Curve (AUC), and their harmonic mean, the F1 score [27]. Precision

measures the fraction of True Positive to Positive Predictions and Recall measures the

fraction of the positive observations that are successfully classified (see Appendix C.2.3.

Finally, the F1 score is the weighted average of Precision and Recall. It takes both false

positives and false negatives into account:

F1 = 2 ⇤ (Recall ⇤ Precision)/(Recall + Precision)

Applying our trained model of Non-Asset carrier in Tight market acceptance to the pilot

data, we get an AUC of 98.6% and an F1 score of 96.3%. From these results, we conclude

that our trained model is a very good predictor of carrier acceptance for new, unseen data

under an actual indexed pricing environment. This validates the results from our contract

design models.

4.6.3 Causal effect of index-based freight contracts

Next, we utilize the experimental pilot data and a causal inference approach to isolate the

effect of index-based contracts on primary carriers’ acceptance rates and costs of loads that

the shipper pays. Due to the non-random assignment of carriers and lanes to indexed con-

tracts (i.e., “treatment”) we use propensity score matching to estimate the average treatment

effect and bootstrap sampling to estimate the standard errors of this two-stage optimization

problem [14].
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Research question

As the indexed contracts are implemented during a Tight market period, all primary carriers’

acceptance rates decline during this time period. However, as demonstrated in Figure 4-2,

the treated carriers (i.e., Pilot Carriers on Pilot Lanes) do not show nearly as dramatic a

reduction, even compared to themselves on different lanes under Fixed-price contracts (Pilot

Carriers on Non-Pilot Lanes). This leads us to the key research questions:

1. Is the higher maintained PAR of Pilot Carriers on Pilot Lanes in the Tight

market because of the indexed contracts or due to some other confounding

carrier or lane factor(s)? - e.g., lane demand patterns such as volume, volatility, cadence,

or carrier service type.

2. Do Index-based contracts result in lower costs for the shipper?

Figure 4-2: Primary Carrier Acceptance Rate by pilot carrier-lane combination

4.6.4 Causal Inference Methodology

In control trials as this, it is typical to consider the impact of a policy intervention or

treatment on a sample of the population where we have some individuals assigned to a

test group that receives the treatment, and a control group of individuals that do not
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receive treatment. We could measure the average difference in the outcome of interest as

the difference between these two populations. But, even if the assignment of individuals to

groups were completely randomized we would potentially have uncontrollable, unmeasured,

or confounding variables that introduce bias in the estimate of the treatment effect.

Instead, we can use matching techniques [141]. These methods pair treated observations

with untreated observations that are similar across a set of potentially confounding factors.

In this way, we construct a pseudo-counterfactual for each treated observation. The differ-

ence in outcome between the treated and untreated matched observations is the treatment

effect. Averaging this value across all matched observations results in the average treatment

effect. Figure 4.7 describes the matrix of carrier-lane-treatment conditions and how they

relate as potential matches to the treated observations.

Table 4.7: Treated and Untreated Observations and Matching Potential

Treatment Carrier Pilot Non-Pilot
Condition Lane

Pre- Pilot Good potential match Potential match
Non-Pilot Potential match Control

Post- Pilot Treated Good potential match
Non-Pilot Good potential match Control

In our pilot setup, the assignment of treatment is not randomized. AgCorp chooses

specific carriers with which to implement indexed contracts, and a subset of lanes originating

from an important origin location. In these contexts, Propensity Score Matching (PSM)

has been demonstrated to result in unbiased, accurate treatment effects [14, 141]. Moreover,

PSM outperforms pure matching methods when there are dimensionality concerns.

We choose a set of potentially confounding factors (lane and carrier characteristics) that

may be influencing the observed outcome (i.e., primary carrier acceptance rate and load

prices). For example, in Chapter 3 we demonstrate that all else equal, Asset carriers and

Non-Asset carriers have different acceptance rates and pricing concerns. The Pilot Carriers

are all Non-Asset carriers. Thus, we hypothesize that carrier service type is a factor that

may be influencing Pilot Carriers’ acceptance behaviors. In addition, since the Pilot Lanes

all originate from a major depot area within AgCorp’s network, they may be particularly
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attractive lanes than other lanes, which may also be influencing Pilot Carriers’ decisions [2].

Thus, the factors we include are those described in Table 4.2 and an indicator of each origin

and each destination.

The PSM algorithm is as follows. First, we model the likelihood each observation is

in the treated group based on this set of potentially confounding factors. This is typically

done with logistic regression.5 The “treatment” outcome (i.e., load is tendered under In-

dexed contract) of each observation is regressed on the potentially confounding attributes.

The resulting likelihood is the observation’s propensity score. This propensity score effec-

tively condenses the confounding factors into one value. Second, each treated observation

is matched with an untreated observation based on similar values of propensity score; this

results in a pseudo-counterfactual to compare against. Matching is done with kNN, where

k=1 and observations’ nearness is defined by their propensity scores.

One further challenge with matching methods is identifying proper standard errors for

the average effect, as discussed in [122, 77]. Uncertainty arises at both steps of this two-

stage approach. That is, there are errors introduced with the classification method used

to calculate propensity scores and with the matching algorithm. Few methods have been

demonstrated to mitigate this issue and measure confidence intervals [141, 146]. Sampling

techniques such as bootstrapping as we employ here have had some support from the lit-

erature [132, 121]. Moreover, [88] and [76] show that bootstrapping outperforms other

methods.

We implement a sampling technique with over- and under-sampling to account for the

small sample number of pilot observations. After calculating the propensity score of all

observations, we sample 200 of the treated observations with replacement and 200 with

replacement of the untreated observations, as discussed in [55]. We match the two sets with

kNN and measure the average treatment effect. We repeat this process 100 times, which

results in a distribution of 100 average treatment effects. We take the average over these

averages and the 95% confidence interval as our resulting causal effects.

Our research questions for this pilot study consider how well indexed contracts influence

5In our study, we use the Generalized Estimating Equations (GEE) method with a binomial family to
account for the repeated measures of individual carriers’ decisions observed throughout the dataset.
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primary carriers to maintain their acceptance rates during the tight market and the costs

the shipper incurs. As such, the outcomes we measure are the percent change in (1) PAR

and (2) accepted price of the load between pre- and post-implementation; in other words,

(1) how well primary carriers sustain lane-level acceptance rates during the tight market of

2020 and (2) the spot rate differential (SRD) between pre- and post-implementation.

Our observations are defined by all the loads tendered for a carrier-lane-week number

combination. “Treated” observations are loads tendered to Pilot Carriers on Pilot Lanes in

the week numbers corresponding to Oct. 2020 to Apr. 2020 (the range of our dataset cor-

responding to the pilot period). Untreated observations are any Carrier-Lane combination

to which the loads are tendered before the pilot indexed contracts are implemented and any

Carrier-Lane combinations after implementation that are not tendered to Pilot Carriers on

Pilot Lanes. The outcome of interest for each observation is measured as the pre- to post-

treatment percent change in (1) PAR and (2) SRD corresponding to that carrier-lane-week.

The coefficient results of the logistic regression model, which calculates each observation’s

propensity score, can be used to understand how important each factor is to matching

treated and untreated observations - that is, what factors contribute most to measuring

similarities between treated and untreated observations. We find that the most important

contributor is whether the carrier is a Pilot Carrier or not. Note that we do not include a

Pilot Lane indicator in the propensity score model. This is because we all lanes into their

origins, destinations, and distances. By doing so, we provide more potential matches for

each treated observation while avoiding multicollinearity in the propensity score regression

model.

4.6.5 Causal Inference Results

Controlling for the potential confounding factors and sampling as described in Section 4.6.4,

we find that there is a causal effect of indexed contracts on primary carriers’ acceptance ratio.

Specifically, the average treatment effect is 12.6 with 95% Confidence Interval [12.1-13.1].

That is, if indexed pricing were implemented for all carrier-lanes, the percent change in PAR

between fixed price contracts in the soft market and indexed contracts in the following tight
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market period would have been 12.6 percentage points higher than it actually was.

For example, Figure 4-3 depicts the actual PAR degradation AgCorp saw in the tight

market of 2020, and what it would have been if it had implemented index-priced contracts.

Instead of roughly 90% acceptance in the soft markets of 2018 and 2019 dropping to 65.7%

in the tight market (a 27.3% reduction), AgCorp would have seen a decrease to only 77.4%

(a 12.9% reduction).

Figure 4-3: Effect of Indexed pricing on PAR

However, we do not find a statistically significant reduction in the accepted cost (SRD)

of the loads as a result of the Indexed contracts. These Pilot Lanes are high volatility, low

volume, and predominantly moderate cadence lanes with Non-Asset Pilot carriers in Tight

markets. Recall from the results in Section 4.5, in order for the shipper to see lower expected

costs, the Indexed contract price muse be initialized below the lane benchmark price (i.e.,

↵ < 1). In this case study, the shipper set the initialization price at each lane’s benchmark

price. This suggests that the design of the contract is a major contributor to how beneficial

it is for the shipper. Moreover, it underscores the importance of our research contributions

to practitioners to identify the best contract designs and policies.
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4.7 Research Implications and Contributions

In this chapter, we study how a shipper and TL carrier should design and consider im-

plementing index-based contracts into their portfolio of transportation agreements. We

demonstrate that during Tight market periods, shippers and carriers can agree to Index-

based contracts for High Volatility lanes and Moderate-Low Cadence lanes in Tight freight

markets that result in up to 5% lower expected costs for the shipper than the status quo

Fixed price contract. This corresponds to an increase in carrier contract compliance (i.e.,

primary carrier load acceptance rate) of up to 4% while the carriers’ expected revenue

increases by up to 9%.

To put these numbers into perspective, say a shipper’s total annual spend is around

$100 million. This is in par with medium sized shippers in the US. Even a 1% reduction in

costs would result in $1 million dollars in transportation savings. As one shipper put it, “$1

million dollars saved on transportation is $1 million we can put toward the actual products

we sell.”

Moreover, shippers may wish to see higher increase in primary carrier acceptance than

suggested above and may be willing to increase their expected costs to do so. We show

that shippers can increase primary carrier acceptance up to 10% while increasing expected

costs to 7-9%. This results in carrier’s expected revenue increase of 26-33%. Therefore, we

conclude that Index-based truckload freight contracts show promise for both shippers and

carriers.

Finally, we isolate and quantify the causal impact of Index-based contracts in Tight

market conditions on primary carrier acceptance rates and costs to the shipper in practice.

The results underscore the importance of considering the design choices of the contract.

4.7.1 Academic and practical implications

The contributions of this chapter are applicable for both academic and practicing audiences.

First, the supplier-buyer contracting literature makes no consideration of the types of con-

tracts we consider here - where supply, demand, and market uncertainty require flexibility

in contract compliance for both sides. More specifically, contracts that are non-binding in
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demand (e.g., loads tendered by a shipper) and in supply (e.g., carrier acceptance of ten-

dered loads). We add to the literature by explicitly considering these contracts, proposing

an alternative design, and presenting the ways in which both parties can benefit from these

contracts. This serves as a foundation for further experimental and theoretical exploration

of these dynamics.

Second, much of the freight transportation contracting literature overlooks the nuances

introduced by market dynamics. Simplifying assumptions around the dynamic relationship

between spot and contract prices and the nature of these non-binding contracts in practice

limit the applicability of the results of previous studies. Moreover, due to difficulty in

obtaining proprietary company data, the extant set of literature rarely - if ever - models

behaviors and prices on empirical data. Their results often abstract away from real-world

challenges. Not only do we build our models and test them on an extensive empirical

dataset, but we work with a large US firm to implement index-based contracts to both

validate our models and demonstrate the causal effect of them in a real-world setting. Thus,

we contribute empirical research to the contract design literature.

The practical contributions of this work stem from the growing interest in index-based

contracts. Both buyers and suppliers of truckload transportation seek contract designs to

balance the performance and cost trade-offs discussed here. However, the design, strategy,

and segmentation choices considered in this research have not been explored to this extent

by practitioners. Moreover, our results suggest that certain design decisions - specifically

the initialization price - impact the actual effectiveness of the contract. We identify and

formulate a set of contract parameters to consider and provide recommendations on how

practitioners should approach the design and implementations challenges. We develop mod-

els that individual shippers can apply to their businesses to make the performance and cost

trade-offs that apply best to their own transportation goals.

The contributions can be generalized to other contexts in which flexible contracts lead

to an interest in dynamic pricing. In these settings, we offer a segmentation strategy that

applies to demand patterns for any sector, and recommendation for how to construct and

design the contracts.

An interesting stream of future research could take an analytical, game theoretic ap-
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proach to our context of market-based pricing under supply, demand, and market uncer-

tainties. However, the impact of these compounding uncertainties would be difficult to

capture and likely lead to intractable solutions. Our empirical approach offers suggestions

of the most important aspects to retain in future formulations or related problems.
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Chapter 5

Summary of Contributions and

Extensions

In this thesis, we explicitly address the notion that demand, supply, and macroeconomic

uncertainty impact the relationships between shippers and contracted truckload motor carri-

ers. We empirically model these uncertainties and incorporate them into shippers’ strategic

procurement decisions. We demonstrate under which conditions and relationship forms ship-

pers can experience lower expected costs and higher contracted carrier service levels, and

carriers can receive more attractive freight with higher potential revenue than the traditional

fixed-price contract.

5.1 Contributions

In this section, we summarize our six research contributions to the field of transportation

procurement and operations.

1. Include Uncertainty Using Empirical Models

A key contribution of this thesis is our empirical methodology applied to expand our un-

derstanding of the shipper-carrier relationship - and more generally, the buyer-supplier re-

lationship. Using highly detailed microeconomic data covering many shippers and carriers,

multiple years, and on lanes across the country, we offer evidence to future research on the

incentives and behaviors of these firms. For example, we identify the key factors that predict
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contracted carrier load acceptance.

Moreover, with traditional analytical approaches, incorporating uncertainty into the

problem over-complicates the analysis and can lead to intractable solutions. By explicitly

considering the supply, demand, and market uncertainties in this thesis, we contribute more

realistic models of shipper and carrier behaviors.

2. Establish Timing of Freight Market Cycles

A well established fact in the TL industry is that the market cycles between periods of over

and under supply of trucking capacity (soft and tight markets, respectively). And while the

timing of each market period over time has been estimated estimated visually from plots of

various freight market indicators by practitioners, no scientific analysis of these fluctuations

has been done to determine the precise timing of these cycles. We do so in Chapter 2.

3. Identify Shippers’ Actions and Timing to Maintain High Contracted Car-

rier Acceptance Rates

The results of Chapter 2 suggest that despite long-term relationships between shippers and

carriers that span across these market cycles, shippers must be diligent during tight markets.

They must maintain short dwell times at drop-off locations, consistent tendering behaviors

where possible and, importantly, ensure contract prices are competitive with the going mar-

ket in order to incentivize contracted carriers to keep load acceptance rates high. Shippers

cannot rely on having previously established good performance with a carrier in a soft mar-

ket and expect that carrier to uphold acceptance rates without continuing that performance

through the tight market. Instead, the carrier is beholden to the market constraints and

fixed capacity.

Not only does this speak to the shifting power dynamics between shippers and carriers

as markets fluctuate, but it demonstrates how the two stages of truckload transportation

impact one another. Shippers contract with carriers and the agreements are set for a defined

period of time. However, due to the two-sided non-binding nature of these contracts, as the

external market conditions change, the contracts can become obsolete.

4. Quantify Carriers’ Contract Price Stickiness on Freight and Network

Segments

While there is much discussion of alternative contract forms to the standard long-term fixed-
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price contract, there are benefits to the traditional form. In Chapter 3, we demonstrate for

which segments of a shipper’s distribution network of lanes, carrier base, and under which

market conditions the standard long-term fixed-price contract works well, and where a

market-based approach would likely better suit the shipper.

We quantify carriers’ contract price stickiness, which is the rate at which they are willing

to be pulled from their contracts as the exogenous best-priced alternative option becomes

more attractive. In other words, as the spot market price increases relative to the contract

price, how likely are they to reject contracted loads and offer their capacity to higher paying

shippers.

5. Design Index-based Contracts to (Pareto) Improve the Shipper and Car-

rier Relationship

We explicitly incorporate the market volatility and resulting uncertainty into the contract

design in Chapter 4. We demonstrate how shippers and carriers should considers designing

index-based freight contracts as a form of risk sharing. We show that there are designs in

which these contracts do in fact result in an improvement for both shippers and carriers.

However, an improper design will not have the desired effects. We quantify the potential

benefit to both sides - that is, the reduction in expected cost and increase in contracted

carrier load acceptance rates for the shipper, and increase in expected revenue for the carrier.

6. Measure the Causal Effect of Index-based Contracts

With empirical modeling approaches, researchers are often limited to making claims of

correlations rather than causation. However, we implement a controlled experiment of

index-based contracts to measure their causal effect. These results in Chapter 4 underscore

the importance of thoughtful design of these contracts for either party to receive the intended

benefits.

5.2 Extensions

While the transportation procurement and operations literature is vast, few empirical studies

exist. This thesis underscores the complexities of the interactions between shippers and

carriers at both stages and the need for more, similar research. Researchers should not miss
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these opportunities, as the growing trends in data availability are pushing companies to use

their data as a competitive advantage.

In addition to expanding on the methodological approaches of this research, there is

still much research to be done on the shipper-carrier relationship. New relationship forms

have emerged. For example, the “digital only” freight matching platforms such as Uber

Freight, Transfix, and Convoy have entered to compete in the freight brokerage space.

These platform providers promise better freight for carriers and lower prices for shippers.

However, questions remain over whether they are a new carrier type altogether, or if their

novelty will fade and there will be a convergence of business models between the traditional

freight brokers and these new entrants.

Moreover, the themes and behaviors explored in this thesis and its contributions consider

the natural dynamics of freight transportation. However, many of these challenges were

brought front and center during the still ongoing Covid-19 global pandemic. In fact, the

behaviors we explore and resulting insights are immediately applicable to the extremely

tight freight market and irregular recovery patterns that we have experienced over the last

two years. Thus, we would be remiss to ignore this as an opportunity to study a natural

experiment on the industry. In an effort not to let a good crisis go to waste, as Winston

Churchill said1, a useful stream of further research would explore the impact of Covid-

19 on shipper-carrier relationships, how they have evolved, and how shippers and carriers

should continue to explore new relationship forms to address the challenges brought about

by dynamic freight markets.

1Rahm Emanuel, Chief of Staff to President Obama is also credited with this quote
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Appendix A

Appendix to Chapter 2

A.1 Sensitivity of Jumping Mean Method

Jumping Mean Method break dates by window length
6 10 12 26 34 52

01-24-16 01-24-16 02-07-16
05-29-16 05-22-16 05-29-16
08-21-16 07-24-16 06-12-16
12-11-16 11-13-16
01-22-17 01-22-17 01-29-17
06-04-17 06-04-17 06-25-17 07-23-16
08-27-17 09-03-17 08-20-17
12-24-17 12-03-17
01-28-18
03-04-18 03-04-18
04-29-18
06-10-18 06-10-18
08-05-18 09-02-18
10-14-18
01-20-19 01-20-19 01-20-19
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A.2 Regional price premiums

Fixed & per-mile costs: �̂Soft
base = $332.51; �̂T ight

base = $4.72; �̂Soft
dist = $1.28/mi; �̂T ight

dist =

$1.36/mi All lane distances are over 250 miles (as noted in text), with an average length of

haul of 716.4 mi.

Figure A-1: Origin Region Price Premiums, Soft Period
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Figure A-2: Origin Region Price Premiums, Tight Period

Figure A-3: Destination Region Price Premiums, Soft Period
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Figure A-4: Destination Region Price Premiums, Tight Period
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A.3 Variable summary statistics

Mean St. Dev.

Variable Definition N Soft Tight Soft Tight

Asset-based carriers

PAR Average weekly primary carrier ac-

ceptance ratio, as a percentage

503 85.9 69.0 20.6 32.2

MRD Market rate differential: contract

rate percentage above or below lane

benchmark prices

503 3.06 -6.12 20.91 22.25

Tendering volatility Coefficient of variation of weekly

tendered volume

503 0.429 0.422 0.258 0.261

TLT Tender lead time (days) between

load tendered to primary carrier

and when it needs to be picked up

503 4.47 4.61 2.87 3.03

Origin dwell Amount of time (hours) between

when driver arrives at origin empty

to leaving with full load

503 2.14 2.22 1.88 2.28

Destination dwell Amount of time (hours) between

driver arrival at destination with

full load to leaving empty

503 1.96 2.05 1.09 1.27

Offer cadence Number of weeks (as a percentage

of a 52-week year) in which loads

are tendered to the primary carrier

503 50.40 33.21

Shipper size Log, shipper total annual volume 503 3.56 0.649

Automotive Indicator of shipper industry 159 - -

F&B/CPG Indicator of shipper industry 159 - -

Manufacturing Indicator of shipper industry 76 - -

Paper & Packaging Indicator of shipper industry 89 - -

Other Indicator of shipper industry 20 - -

Carrier fleet size Log of the number of trucks 503 2.52 0.975
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A.4 Variable summary statistics

Mean St. Dev.

Variable Definition N Soft Tight Soft Tight

Non-asset providers

PAR (above) 159 88.3 69.9 18.5 32.7

MRD (above) 159 1.49 -3.52 19.15 23.7

Tendering volatility (above) 159 0.448 0.423 0.268 0.282

TLT (above) 159 4.16 4.24 2.72 2.51

Origin dwell (above) 159 1.77 1.86 0.916 1.06

Destination dwell (above) 159 1.70 0.846 1.82 1.03

Offer cadence (above) 159 41.73 20.84

Shipper size (above) 159 8.26 1.46

Automotive (above) 41 - -

F&B/CPG (above) 53 - -

Manufacturing (above) 32 - -

Paper & Packaging (above) 28 - -

Other (above) 5 - -
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Appendix B

Appendix to Chapter 3

Table B.1: GEE model results: Spot Rate Differential, asset and non-asset carriers, soft
and tight markets

Spot Rate

Differential

Asset carriers

Soft market

Asset carriers

Tight market

Non-asset carriers

Soft market

Non-asset carriers

Tight market

Constant 2.0032 1.2945 0.634 1.0894

(0.882) (1.121) (0.837) (1.451)

SRD: 0.4862** 0.6254* 0.3237 0.2436

(< �50%) (0.236) (0.382) (0.431) (0.466)

SRD: 0.6307*** 0.7545** 0.5789** 0.4886

[�50%,�45%) (0.233) (0.332) (0.292) (0.846)

SRD: 0.3642* 0.1127 0.2974 0.0262

[�45%,�40%) (0.202) (0.272) (0.425) (0.415)

SRD: 0.3445 0.242 0.6138** 0.0223

[�40%,�35%) (0.233) (0.290) (0.279) (0.432)

SRD: 0.467*** -0.0195 0.5006* -0.1933

[�35%,�30%) (0.183) (0.245) (0.267) (0.436)

SRD: 0.3231* -0.1767 0.4178* 0.4921

[�30%,�25%) (0.195) (0.233) (0.239) (0.444)

Note: robust standard errors reported in parentheses

significance level: *0.1; **0.05; ***0.01
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Table B.2: GEE model results: Spot Rate Differential, asset and non-asset carriers, soft
and tight markets, continued

Spot Rate

Differential

Asset carriers

Soft market

Asset carriers

Tight market

Non-asset carriers

Soft market

Non-asset carriers

Tight market

SRD: 0.1934 0.028 0.0378 0.7571***

[�25%,�20%) (0.196) (0.209) (0.211) (0.253)

SRD: 0.2504 -0.1155 0.0674 0.2454

[�20%,�15%) (0.200) (0.198) (0.218) (0.269)

SRD: 0.2193 -0.1083 0.0619 -0.2322

[�15%,�10%) (0.171) (0.177) (0.204) (0.406)

SRD: 0.0146 0.1091 0.1712 -0.1569

[�10%,�05%) (0.151) (0.179) (0.238) (0.266)

SRD: -0.0314 0.2073* -0.1154 0.3754*

[�05%, 0%) (0.150) (0.124) (0.256) (0.202)

SRD: omitted omitted omitted omitted

[0%, 05%)
SRD: 0.0264 -0.2026 -0.0804 -0.0055

[05%, 10%) (0.1360) (0.149) (0.395) (0.250)

SRD: -0.0054 -0.1423 -0.0226 -0.0968

[10%, 15%) (0.165) (0.148) (0.246) (0.247)

SRD: 0.026 -0.1789 0.1061 -0.2498

[15%, 20%) (0.149) (0.158) (0.309) (0.361)

SRD: -0.152 -0.1171 0.5717** -0.8346***

[20%, 25%) (0.297) (0.182) (0.267) (0.340)

SRD: 0.0913 -0.2481 -0.2945 -0.5186

[25%, 30%) (0.208) (0.191) (0.436) (0.385)

SRD: -0.3266 -0.1904 0.7472*** -0.5058

[30%, 35%) (0.287) (0.189) (0.308) (0.371)

SRD: -0.1179 0.266 -0.0413 -0.5918**

[35%, 40%) (0.300) (0.201) (0.638) (0.286)

SRD: -0.2114 -0.1257 1.8206*** -0.7198**

[40%, 45%) (0.325) (0.225) (0.695) (0.314)

SRD: -0.286 0.0457 1.1126 -0.6647**

[45%, 50%) (0.299) (0.217) (0.800) (0.332)

SRD: 0.0406 -0.1655 0.9579*** -0.8166***

[> 50%) (0.275) (0.207) (0.320) (0.284)

Note: robust standard errors reported in parentheses

significance level: *0.1; **0.05; ***0.01
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Table B.3: GEE model results: Lane Distance (measured in Travel Days), asset and non-
asset carriers, soft and tight markets

Travel
days

Asset carriers
Soft market

Asset carriers
Tight market

Non-asset carriers
Soft market

Non-asset carriers
Tight market

1 day -0.0152 0.0594 -0.3804** 0.3756*
(0.167) (0.168) (0.192) (0.212)

2 days omitted omitted omitted omitted

3 days 0.2134 -0.0518 0.0866 0.6837***
(0.220) (0.162) (0.268) (0.206)

4 days 0.3755 -0.3351 -0.2664 0.8952**
(0.260) (0.244) (0.363) (0.409)

>4 days 0.5188 -0.0202 0.3404 0.2598
(0.402) (0.373) (0.309) (0.268)
Note: robust standard errors reported in parentheses

significance level: *0.1; **0.05; ***0.01

151



Table B.4: GEE model results: Lane Tendering Consistency, asset and non-asset carriers,
soft and tight markets

Consistency
variable

Asset carriers
Soft market

Asset carriers
Tight market

Non-asset carriers
Soft market

Non-asset carriers
Tight market

Cadence: -0.3690*** -0.2296** -0.4965*** -0.3933
25% (0.105) (0.119) (0.195) (0.249)
Cadence: -0.1291** -0.1145 -0.1757 -0.0943
50% (0.063) (0.088) (0.141) (0.152)
Cadence: omitted omitted omitted omitted
75%
Cadence: -0.1195 -0.0611 0.243 0.199
100% (0.093) (0.077) (0.198) (0.200)
Volatility: 0.9023*** 0.9203*** 0.6908*** 0.6318*
Up to 10% (0.243) (0.219) (0.169) (0.373)
Volatility: 0.4429*** 0.3591*** 0.2136 0.5434***
(10-25%] (0.139) (0.106) (0.219) (0.161)
Volatility: omitted omitted omitted omitted
(25-50%]
Volatility: -0.3142*** -0.3789*** 0.0508 0.2485**
(50-75%] (0.065) (0.098) (0.132) (0.110)
Volatility: -0.5076*** -0.6222*** -0.050 0.1623
(75-100%] (0.086) (0.133) (0.177) (0.232)
Volatility: -0.8049*** -0.8206*** -0.1754 0.1213
(100-125%] (0.119) (0.133) (0.254) (0.210)
Volatility: -0.7579*** -0.8419*** 0.0278 0.1355
(125-150%] (0.116) (0.140) (0.285) (0.220)
Volatility: -0.6011*** -0.8065*** -0.0155 0.1349
(150-200%] (0.127) (0.182) (0.304) (0.238)
Volatility: -0.4359*** -0.746*** 0.1467 0.2419
Over 200% (0.143) (0.175) (0.313) (0.266)

Note: robust standard errors reported in parentheses
significance level: *0.1; **0.05; ***0.01
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Table B.5: GEE model results: Surge Volume, asset and non-asset carriers, soft and tight
markets

Surge
Category

Asset carriers
Soft market

Asset carriers
Tight market

Non-asset carriers
Soft market

Non-asset carriers
Tight market

Within 0.1757** 0.1009 0.0181 0.2668*
Mean (0.089) (0.084) (0.251) (0.146)
Mean to omitted omitted omitted omitted
10% Surge
10-20% -0.0203 -0.1837** 0.1271 0.124
Surge (0.108) (0.094) (0.294) (0.150)
Over 20% -0.1559** -0.2334*** -0.1387 -0.0099
Surge (0.079) (0.083) (0.265) (0.120)

Note: robust standard errors reported in parentheses
significance level: *0.1; **0.05; ***0.01

Table B.6: GEE model results: Carrier Fleet Size, asset carriers, soft and tight markets

Fleet size
No. tractors

Asset carriers
Soft market

Asset carriers
Tight market

Log Tractor Count -0.0109 -0.0088
(0.079) (0.103)

Note: robust standard errors reported in parentheses
significance level: *0.1; **0.05; ***0.01

Table B.7: GEE model results: Shipper Fixed Effects, asset and non-asset carriers, soft and
tight markets

Shipper fixed
effects variable

Asset carriers
Soft market

Asset carriers
Tight market

Non-asset carriers
Soft market

Non-asset carriers
Tight market

Shipper size 0.4033** 0.284 0.5908** 0.3054
(log monthly volume) (0.177) (0.271) (0.27) (0.406)
Vertical: 0.655*** 0.8121*** -0.3843 0.2414
Automotive (0.216) (0.261) (0.279) (0.451)
Vertical: 0.9596*** 0.9327*** -0.4351 0.1938
F&B/CPG (0.194) (0.280) (0.266) (0.439)
Vertical: omitted omitted omitted omitted
Paper & Packaging
Vertical: 0.5557 0.5942* -0.8417* 0.5001
Manufacturing (0.381) (0.336) (0.468) (0.531)
Vertical: -0.2443 0.9402 1.3812*** -0.2445
Other (0.602) (0.636) (0.467) (0.684)

Note: robust standard errors reported in parentheses
significance level: *0.1; **0.05; ***0.01
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Appendix C

Appendix to Chapter 4

C.1 Segmentation
Figure C-1: Lane Segments: Volume
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Figure C-2: Lane Segments: Volatility

Figure C-3: Lane Segments: Cadence
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C.2 Approaches for Modeling with Imbalanced Data

C.2.1 Pre-processing

The first common pre-processing technique is over-sampling. Either minority class samples

are repeated and added to the training dataset or synthetic observations are created through

interpolation of neighboring observations in the minority class [47, 72]. The other common

pre-processing approach is under-sampling, where observations of the majority class are

removed until class proportions are balanced [82] Researchers have shown that a combination

of over-sampling and under-sampling can be an effective method to deal with imbalanced

data.

However, there are a number of issues that my result from such sampling techniques.

First, the optimal class ratio may not be 1:1; [158] finds that the optimal ratio depends on the

data characteristics. Further, over-sampling may unintentionally amplify noise contained by

the minority class, and if a synthetic data simulation technique is chosen, the best method

to do so may not be trivial. Over-sampling has also been found to overfit training data

[47]. On the other hand, under-sampling may lead to unintentionally removing majority

class data points containing important information. However, [57] find that the drawbacks

of under-sampling outweigh those of oversampling.

C.2.2 Cost-sensitive Learning

Each classification model attempts to either maximize a likelihood estimator (MLE) or

minimize a loss function to determine each observation’s class. It has been shown that

adjusting the class weight in these MLE or loss function equations can improve minority

class predictions for imbalanced data. It is common to assign weights by inverse class

frequency [78, 156] or by a smoothed, inverse square root of class frequency [102, 99, 52]. In

some model specifications, class weighting reduces to - or can even outperform - resampling

techniques [84, 165, 126, 7].
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C.2.3 Scoring metric

Finally, some metrics commonly used to determine model performance are inadequate for

imbalanced data classification problems.

Accuracy, for example, does not capture how well a biased model predicts the minority

class (here, rejected loads). Measures such as recall and precision are similarly poor measures

of the minority class. Recall is the fraction of all truly positive observations that are correctly

classified: Recall = TP/(TP + FN), where TP is the true positive predictions, or the

number of observations predicted to be in the positive class that are actually in the positive

class, and FN is the false negative predictions, or the number of observations predicted to

be in the negative class but are actually in the positive class. Precision is the fraction of

positive predicted observations that are actually positive Precision = TP/(TP + FP ), are

good for measuring how well the model predicts the positive (majority, or “accepted”) class.

F-scores are a popular choices for imbalanced data, as they are a set of metrics that

create a linear combination of precision and recall [80, 86]. Another widely used method

that is promising for imbalanced data problems is the receiver operating curve (ROC), which

plots FP on the x-axis and TP on the y-axis and its corresponding area under the curve

(AUC). These tools allow the user to choose the model parameter values that make the best

trade off between misclassification types and do not place more emphasis on one class over

the other [27].

Related are cost-sensitive scorers, where rather than including the cost of misclassifi-

cation in the error term during the model training, those costs are applied to the model’s

ability to classify each class separately and, weight them based on the known costs of mis-

classification to achieve a single model score. However, this requires knowledge of costs

misclassifying each class.

C.3 Model Hypertuning Process

We split each of our primary carrier datasets (defined by one of four carrier service type

{Asset, Non-asset} - market condition {Tight, Soft} combinations into a training and val-
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idation set (70% of the primary load tenders) and a test set (30%), stratified so that the

proportion of majority (“accepted”) to minority (“rejected”) class samples in the original,

full dataset is maintained in each of the resulting sets. Each model under consideration is

defined by a set of hyperparameters. We consider only the set of hyperparameters for each

model relating to issues that arise from the imbalanced data problem.

All models take a class weight parameter, which describes how the model weighs predic-

tion errors of each class in its corresponding cost function minimization. The class weight

parameter takes value of either “uniform”, where there is no re-weighting of classes, or “bal-

anced”, where class weights are defined as the inverse of class frequencies so that the minority

class is given higher weighting to increase its contribution to total error [84] and [165].

The logistic regression model and the first two regularizations (L1 and L2) do not have

additional relevant hyperparameters to tune. The elastic net model includes a regularization

parameter, � 2 [0, 1], which defines the linear combination of the L1 and L2 penalty terms.

We test discrete values of � 2 {0, 0.1, 0.25, 0.5, 0.75, 0.9, 1}, where a value of 0 corresponds to

the L2 penalty regularization, and a value of 1 corresponds to the L1 penalty regularization.

The kNN model takes parameters k, the number of neighboring observations to consider

in classification prediction, and observation weights, measuring the weight each observation

has on the classification decision based on its distance from that observation. We test the

set of k values:

k 2 {5, 10, 25, 30, 35, 40, 45, 50, 60, 75, 100, 125, 200}. The observation weights can be either

uniform, where all points in each neighborhood are weighted equally, or weighted, where all

points are weighted by the inverse of their distance from the observation point.

Finally, the random forest takes parameters for the number of estimators (i.e., single

trees) to construct. We test the performance of 10, 50, 100, and 200 estimators. At each

node split we allow the algorithm to consider all input features.

For each combination of parameter values and models, we calculate the 5-fold (stratified)

cross-validated majority Brier Score, BS+, minority Brier Score, BS�, and the standard

Brier Score. We choose the set of parameter values that results in the lowest combination

of majority and minority Brier Scores. This best parameter combination for each model

constitutes the best-tuned, or hypertuned model.
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We find that all models are best tuned by a balanced class weight. The best regularization

parameter for the elastic net model takes value of � = 1 (i.e., the special case corresponding

to the L1 regression model). The best trade-off between Brier Scores for the kNN model

results in k = 75 and uniform observation weights. The best-tuned random forest uses

100 trees. We then apply each best-tuned model to the test data and again calculate the

majority and minority Brier Score. We choose the single hypertuned model that results in

the best combination of majority and minority Brier Scores on the test data.

While the random forest model does not offer an analytical relationship between input

variables and the predicted outcome, we can measure the relative importance of each input

feature based on how many important node splits are made in each sub tree for each variable.

This is measured by the decrease in Gini impurity score that results from splits on that

variable. The most important input feature to correctly predict if a load is accepted is

its offered price spot rate differential, followed by lane cadence, origin, destination, carrier

service type and size, and lane volatility. These results also correspond to the econometric

model results in [3].
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