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Abstract

Development of large-scale agriculture is one of the most significant anthropogenic
global change processes during the 20𝑡ℎ century. In this thesis, connections between
climate, agriculture, and water availability are investigated, using examples from
Egypt and the Central United States.

Agriculture reflects and impacts water availability at local, regional, and global
scales. A bottom-up, reconstruction of agricultural water consumption in Egypt
illustrates how this process is driven by socioeconomic trends and constrained by
ecological limits. This analysis shows that Egypt is currently withdrawing most of
the Nile’s annual flow, 61.5 km3, and in the coming few years will be importing that
same volume as virtual water, to satisfy the growing population and economy.

Agricultural land-use change in the Central U.S. is found to be the dominant fac-
tor in shaping regional climate during the 20𝑡ℎ century. Agricultural development
(expansion, intensification, irrigation) accounts for observed July-August tempera-
ture decreases (0.2-0.3 ∘C) from 1920-1949 to 1970-1999 and about 30% of precipita-
tion increases (0.2 to 0.3 mm/day). These agriculturally driven cooling and wetting
trends in the historical period have led to a modification of summer (May-August)
water availability (represented through Precipitation-Evapotranspiration (P-E)) with
increases of about 17 mm from 1915-1944 to 1975-2004, and significant increases in
summer relative humidity and rainfall over a highly productive region spanning Iowa,
Illinois, Indiana, and Ohio.

In the future, projected climate change will impact the same agricultural systems
significantly, requiring adaptation of existing drainage infrastructure to manage pro-
jected excess springtime soil moisture, and development of supplemental irrigation
systems to manage the drier summers. Temperature increases, consistent with global
warming, and associated reductions in summer relative humidity are shown in multi-
model ensembles of CMIP5 and CMIP6 to lead to summer drying: a P-E reduction
of 12 mm and 36 mm respectively.

Finally, this thesis investigates impacts of agriculture on the climatology of heat
waves in the Central U.S. Non-irrigated (irrigated) agriculture has increased June-
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September average daily maximum wet-bulb temperatures by 0.3 (0.7) ∘C in the
historical period. In the future, irrigated agricultural areas will be 0.9 ∘C hotter
than without irrigation. These enhancements of heat stress will exacerbate projected
impacts of climate change.

Thesis Supervisor: Elfatih A. B. Eltahir
Title: H. M. King Bhumibol Professor of Hydrology and Climate
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(c) Observed July–August temperature change (∘C) from 1920–1949

to 1970–1999 in CRU data. (d) Composite temperature change in the

same period from simulated vegetation and GHG impacts as well as

estimated SST influence (individual components shown in Figs. 3-9c–e).113

4-1 a) 1975-2004 average fraction of grid cell (0.25x0.25 degree) used to

grow C4 pathway annual crops [117]. Black boxes show analysis re-

gions, 1-3 from left to right. Region 1 (264.5-268.5∘E,39.5-45.5∘N), Re-

gion 2 (268.5-272.5∘E,37.0-43.0∘N), and Region 3 (272.5-276.5∘E,37.0-

43.0∘N). The full area is referred to here as the Heartland b) Total

harvested area (Acres) [red] and total production (Bushels) [blue] of

grain corn in Iowa, Illinois, Indiana, and Ohio from 1866-2020. [262] c)

Percentage of acres of harvested cropland drained by subsurface tiles

in 2017 [261]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
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4-2 a) 1984-2018 average climatology of precipitation (mm/month) [blue],

evaporation (mm/month) [red], and Precipitation-Evapotranspiration

(mm/month) [black] for Illinois [46]. b) 1984-2018 average climatology

of water depth in the top 2m of Soil (mm) [46] c) 1984-2018 average

January-May total precipitation (mm) versus January-May maximum

streamflow in Illinois (mm) [blue] with linear trend and January-May

total precipitation (mm) versus January-May maximum water depth

in the top 2m of soil (mm) [red] with linear trend [46] d) 1984-2018

average January-May maximum water depth in the top 2m of soil (mm)

versus June-October minimum water depth in the top 2m of soil (mm)

[46] e) 1984-2018 average August mean water depth in the first 2m of

soil (mm) versus MJJA total Precipitation-Evaporation (mm) plotted

with linear trend line [red] [46] f) 1984-2018 average January-May total

precipitation (mm) versus August mean water depth in the top 2m of

soil (mm) [46] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

4-3 1975-2004 average fraction of C4 pathway annual cropland grid cell

(0.25x0.25 degree) that is irrigated [117]. Black boxes show analysis re-

gions, 1-3 from left to right, where Region 1 (264.5-268.5E,39.5-45.5N),

Region 2 (268.5-272.5E,37.0-43.0N) and Region 3 (272.5-276.5E,37.0-

43.0N). The full area is referred to here as the Heartland. . . . . . . . 120

4-4 a) 1984-2018 January-May maximum water depth in the top 2m of soil

(mm) in ISWS data averaged over stations in Illinois [46]. Linear trend

and equation in yellow. b) 1984-2018 January-May total precipitation

(mm) in ISWS Data averaged over stations in Illinois. Linear trend and

equation shown by yellow line. c) 1984-2018 January-May maximum

streamflow (mm) in ISWS sata averaged over stations in Illinois. Linear

trend and equation in yellow. . . . . . . . . . . . . . . . . . . . . . . 122
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4-5 a) 1975-2004 average May-August total precipitation (mm) [140] b)

1975-2004 average May-August total evapotranspiration (mm) [140] c)

1975-2004 average May-August total Precipitation-Evapotranspiration

(mm) [140] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

4-6 a) 1915-2005 timeseries of MJJA total heartland average evapotran-

spiration (mm) [140] b) 2006-2099 timeseries of MJJA total heartland

average evapotranspiration (mm) from CMIP5 Multi Model Ensem-

ble c) 1915-2005 timeseries of MJJA total heartland average 2m va-

por pressure (hPa) (CRUTS4.05) d) 2006-2099 timeseries of MJJA to-

tal heartland average near surface vapor pressure (hPa) from CMIP5

Multi Model Ensemble e) 1915-2005 timeseries of MJJA total heart-

land average 2m air temperature (C) (CRUTS4.05) f) 2006-2099 time-

series of MJJA total heartland average near surface air temperature

(C) from CMIP5 Multi Model Ensemble g) 1915-2005 timeseries of

MJJA total heartland average 2m relative humidity (%) (CRUTS4.05)

h) 2006-2099 timeseries of MJJA total heartland average near surface

relative humidity (%) from CMIP5 Multi Model Ensemble i) 1915-2005

timeseries of MJJA total heartland average precipitation (mm) [140]

j) 2006-2099 timeseries of MJJA total heartland average precipitation

(mm) from CMIP5 Multi Model Ensemble. Used all models listed in

Table A-1 except for CMCC-CM, FGOALS-g2, FIO-ESM, GISS-E2-H,

GISS-E2-R, HadGEM2-CC, HadGEM2-ES Ensemble 1, IPSL-CM5A-

LR Ensemble 4, MPI-ESM-LR, MPI-ESM-MR due to data availability. 128

4-7 Historical (1915-2004) trends in total May-August precipitation (mm/yr)

and evapotranspiration (mm/yr) in the ensemble mean CMIP5 and

CMIP6 GCMs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
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4-8 Total MJJA P-E timeseries in CMIP5 for Region 1 (264.5-268.5∘E,39.5-

45.5∘N) for a) Historical (1910-2004) b) Future (2006-2099) under RCP8.5

with all individual models [pink], the multi-model-mean [red] and the

observations [blue] [140]. c-d) Region 2 (268.5-272.5∘E,37.0-43.0∘N)

e-f) Region 3 (272.5-276.5∘E,37.0-43.0∘N) g-h) Heartland (average of

regions 1-3). Note that the historical multi-model-mean does not in-

clude HadGEM2-CC and CESM1-WACCM since these models’ histor-

ical record begins post 1950. . . . . . . . . . . . . . . . . . . . . . . . 130

4-9 Total MJJA P-E timeseries in CMIP6 for Region 1 (264.5-268.5∘E,39.5-

45.5∘N) for a) Historical (1910-2014) b) Future (2015-2099) under RCP8.5

with all individual models [pink], the multi-model-mean [red] and the

observations [blue] [140]. c-d) Region 2 (268.5-272.5∘E,37.0-43.0∘N)

e-f) Region 3 (272.5-276.5∘E,37.0-43.0∘N) g-h) Heartland (average of

regions 1-3). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

4-10 Comparison of ISWS data a) MJJA total P-E (mm) versus MJJA sum

total water storage change (TWSC) (mm) (R2 = 0.6831) b) MJJA total

water storage change (mm) from 1984-2018 (trend = 1.5 mm/MJJA/yr)

c) MJJA total water storage change (mm) from 1984-2004 (trend =

0.96 mm/MJJA/yr) [46] . . . . . . . . . . . . . . . . . . . . . . . . . 133

4-11 Future (2006-2099 & 2015-2099) trends in total May-August precipita-
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CMIP5 and CMIP6 GCMs . . . . . . . . . . . . . . . . . . . . . . . . 134

4-12 Average MJJA total Multi-Model-Mean evapotranspiration (mm/yr)

for a) Historical period (1975-2004) in CMIP5 b) Historical period

(1975-2004) in CMIP6 c) Future period (2070-2099) under RCP8.5

in CMIP5 d) Future period (2070-2099) under RCP8.5 in CMIP6 e)

Change in historical to future period under RCP8.5 in CMIP5 f) Change

in historical to future period under RCP8.5 in CMIP6. . . . . . . . . 135
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4-13 Average MJJA total Multi-Model-Mean precipitation (mm/yr) for a)

Historical period (1975-2004) in CMIP5 b) Historical period (1975-

2004) in CMIP6 c) Future period (2070-2099) under RCP8.5 in CMIP5

d) Future period (2070-2099) under RCP8.5 in CMIP6 e) Change in

historical to future period under RCP8.5 in CMIP5 f) Change in his-

torical to future period under RCP8.5 in CMIP6 . . . . . . . . . . . . 136

4-14 Sample distribution of historical (1975-2004) to future (2070-2099)

May-August total P-E (mm/yr) changes in a) CMIP5 and b) CMIP6

performed through bootstrapping of 30-yr averages with replacement

within individual ensembles. . . . . . . . . . . . . . . . . . . . . . . . 137

4-15 a) 1975-2004 Theil-Sen trend in May-August total precipitation-evapotranspiration

(mm/yr) regridded to 0.5 x 0.5 degree. Stippling indicates p-value

less than 0.05 according to Mann-Kendall significance test [140] b)

Same as (a) but for 1915-2010 c) CMIP5 Multi Model Mean of 1975-

2004 average to 2070-2099 average of May-August total Precipitation-

Evapotranspiration (mm) under RCP8.5. Zero contour shown as black

dotted line. Stippling shows grid cells where at least 75% of models

agree on the direction of change. d) Same as (c) but for CMIP6 e) Fre-

quency of Heartland average May-August total P-E (mm/yr) in the

observations in early period (1915-1944) [red] and late period (1975-

2004) [blue] f) Frequency of Heartland average May-August total P-E

in all CMIP5 models in historical period (1975-2004) [red] and under

RCP8.5 (2070-2099) [blue] g) same as (f) except for CMIP6. . . . . . 138

4-16 a) CMIP5 Multi Model Mean 10th percentile of 1975-2004 MJJA total

Precipitation-Evapotranspiration (mm/MJJA) b) Same as (a) but for

CMIP6 c) Same as (a) but for 2070-2099 RCP8.5 d) Same as (c) but

for CMIP6. e) CMIP5 Multi Model Mean 90th percentile of 1975-2004

MJJA total Precipitation-Evapotranspiration (mm/MJJA) f) Same as

(e) but for CMIP6 g) Same as (e) but for 2070-2099 RCP8.5 h) Same

as (g) but for CMIP6. . . . . . . . . . . . . . . . . . . . . . . . . . . 140
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4-17 Multi-Model-Mean average 1975-2004 to 2070-2099 change in monthly

P-E (mm/MJJA) under RCP8.5 for: a) May in CMIP5 b) May in

CMIP6 c) June in CMIP5 d) June in CMIP6 e) July in CMIP5 f) July

in CMIP6 g) August in CMIP6 h) August in CMIP6 . . . . . . . . . 142

4-18 a) Change in climatology of precipitation (mm/month) [blue] and evap-

otranspiration (mm/month) [red] from the historical period (1975-

2004) [light dashed line] to future (2070-2099) [dark solid line] aver-

aged over the Heartland Region in CMIP5. b) Same as (a) but for

CMIP6 c) Change in climatology of P-E (mm/month) from the histor-

ical period [light dashed line] to future [dark solid line] averaged over

the Heartland region in CMIP5 d) same as (c) except for CMIP6. . . 143

5-1 Weather fatalities by cause for 2020, 2011-2020 average, and 1991-2020

average. The U.S. Natural Hazard Statistics provide statistical infor-

mation on fatalities, injuries and damages caused by weather related

hazards. These statistics are compiled by the Office of Services and the

National Climatic Data Center from information contained in Storm

Data, a report comprising data from NWS forecast offices in the 50

states, Puerto Rico, Guam and the Virgin Islands. The Centers for

Disease Control and Prevention is the official government source of

cause of death in the United States, including weather-related fatalities.146

5-2 The proposed hypothesis for relating soil moisture conditions and sub-

sequent rainfall processes. (Source: Eltahir (1998( Figure 2 [58]). Used
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5-3 Conversion tables between Heat Index (top) (Source: NOAA National
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5-4 6hr running mean of hourly wet-bulb temperature (degrees C) calcu-

lated from ERA5 reanalysis for noon and midnight of July 12-16, 1995.

Vectors show 850 mb wind anomaly relative to 1979-2004 hourly cli-

matology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
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ERA5 (left). Maximum 6hr running mean 2m wet-bulb temperature

(degrees C) in 1995 in ERA5 (middle). Hyperthermia death rate per

100,000 people for 1995 (right). Data obtained from CDC Wonder

Database Compressed Mortality File [32] . . . . . . . . . . . . . . . . 155

5-6 a) 6 hr moving mean June-September wet-bulb temperature (degrees

C) average (1993-1997) in ERA-Interim (left), original code (middle),

modified code (right). b) same as (a) but for average daily maximum

wet-bulb temperature (degrees C) c) same as (a) but for maximum

daily maximum wet-bulb temperature (degrees C) . . . . . . . . . . . 158
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maximum wet-bulb temperatures versus ERA5 before bias correction 160
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maximum wet-bulb temperatures versus ERA5 after bias correction . 161

5-9 Comparisons between monthly mean ground temperature (degrees C)

and evapotranspiration (mm/day) over Lake Superior from 1995-2004

in CCSM4-2000 and observations before and after modifications were

made to LSTs. Observed Surface temperatures were obtained from

GLSEA [186], and evapotranspiration observations were downloaded

from GLHCD as output from the NOAA/GLERL Large Lake Ther-
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5-10 Change in JJAS average from 1975-2004 to 2070-2099 under RCP8.5

in CCSM4-2000 for a) average daily maximum wet-bulb temperature

(degrees C) b) 95th percentile daily maximum wet-bulb temperature

(degrees C) c) period maximum daily maximum wet-bulb temperature

(degrees C) d) average daily minimum wet-bulb temperature (degrees

C) e) 95th percentile daily minimum wet-bulb temperature (degrees

C) f) period maximum daily minimum wet-bulb temperature (degrees

C). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166

5-11 Change in JJAS Average from 1975-2004 to 2070-2099 under RCP8.5 in

CCSM4-2000 for a) relative humidity (%) b) specific humidity (g/kg)
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95th percentile daily maximum wet-bulb temperature (degrees C) (mid-
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bias-corrected simulations (right column). Note that CCSM4-1900

simulations are bias-corrected using the same correction factor as the

CCSM4-2000 simulation. . . . . . . . . . . . . . . . . . . . . . . . . . 168

5-13 Maps of 30-year JJAS average daily maximum wet-bulb temperatures

(degrees C) in historical (1975-2004) and future (2070-2099) simula-

tions using CCSM4-1900 (top row) or CCSM4-2000 (bottom row). Ir-

rigated and non-irrigated areas used for analysis and described in the

text are outlined in green and area average wet-bulb temperatures are

provided on the figure. . . . . . . . . . . . . . . . . . . . . . . . . . . 169
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5-14 Maps of 30-year JJAS 95th percentile daily maximum wet-bulb temper-

atures (degrees C) in historical (1975-2004) and future (2070-2099) sim-

ulations using CCSM4-1900 (top row) or CCSM4-2000 (bottom row).

Irrigated and non-irrigated areas used for analysis and described in the

text are outlined in green and area average wet-bulb temperatures are

provided on the figure. . . . . . . . . . . . . . . . . . . . . . . . . . . 170

5-15 Maps of 30-year JJAS average daily minimum wet-bulb temperatures

(degrees C) in historical (1975-2004) and future (2070-2099) simula-

tions using CCSM4-1900 (top row) or CCSM4-2000 (bottom row). Ir-

rigated and non-irrigated areas used for analysis and described in the

text are outlined in green and area average wet-bulb temperatures are

provided on the figure. . . . . . . . . . . . . . . . . . . . . . . . . . . 171

5-16 Maps of 30-year JJAS 95th percentile daily minimum wet-bulb temper-

atures (degrees C) in historical (1975-2004) and future (2070-2099) sim-

ulations using CCSM4-1900 (top row) or CCSM4-2000 (bottom row).

Irrigated and non-irrigated areas used for analysis and described in the

text are outlined in green and area average wet-bulb temperatures are

provided on the figure. . . . . . . . . . . . . . . . . . . . . . . . . . . 172
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July 10-15, 2082 that begins in the Great Lakes and propagates into
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5-18 Frequency, intensity, and duration statistics for events at the extreme

caution and danger levels in CCSM4 simulations. Total exceedance

days are the number of days that pass the area and threshold require-

ments regardless of if they are in a coherent heat wave event. Days

in heat wave events notes the number of days contained in the heat

wave events. The average heat wave day TWmax exceedance shows

the average daily maximum wet-bulb temperature of heat wave event

days beyond the prescribed threshold. . . . . . . . . . . . . . . . . . 177
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5-19 Timeseries showing the percent of the smaller domain where grid cells

exceed the extreme caution thresholds for a) daily maximum threshold

in the historical period (1975-2004) and c) daily minimum threshold

in the historical period (1975-2004) in CCSM4-2000. Blue colors note

days where greater than 10% of grid cells meet the requirement and

are counted as heat wave days. b) same as (a) but for the future period

(2070-2099) d) same as (c) but for the future period (2070-2099). . . 179

5-20 Average historical (1975-2004) JJAS anomalies relative to 1975-2004

JJAS averages for extreme caution exceedance days in the CCSM4-
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caution and danger levels in CCSM4 simulations. Events are shown for

CCSM4-2000 (top row) and CCSM4-1900 (bottom row) and for days
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Total exceedance days are the number of days that pass the area and

threshold requirements regardless of if they are in a coherent heat wave

event. Days in heat wave events notes the number of days contained in

the heat wave events. The average heat wave day TWmax exceedance

shows the average daily maximum wet-bulb temperature of heat wave

event days beyond the prescribed threshold. . . . . . . . . . . . . . . 181

5-22 a) Total population living in a county with a given county average daily

maximum wet-bulb temperature (degrees C) in JJAS in the historical

(1975-2004) (blue) and future (2070-2099) (red) periods. b) same as

(a) but for the 95th percentile of daily maximum wet-bulb temperature

(degrees C) c) same as (a) but for percentage of the total population d)

same as (b) but for percentage of the total population. Black dashed

lines mark the extreme caution (23.5 degrees C) and danger (26.5 de-
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5-23 Distributions for the frequency of daily maximum wet-bulb tempera-

tures (degrees C) in the CCSM4-2000 simulations from the historical

(1975-2004) (blue) to the future (2070-2099) (red) periods. 95th per-

centile levels are shown in the individual plots for the historical and

future period. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
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C-1 Demand per capita (kg/capita/year) vs. GDP per capita (2010 USD/capita/year)

relationships for individual crops (except sugarcane, berseem, and seed

cotton which are time dependent relationships). Data Sources in Table

B.1: (4) (6) (7) (8) (11) . . . . . . . . . . . . . . . . . . . . . . . . . 226

C-2 Change relative to 1961 (%) of production (tonnes) [blue], yield (hg/ha)

[black], and harvested area (ha) [red] of primary crops used in analysis.

Data Sources in Table B.1: (7) (8) . . . . . . . . . . . . . . . . . . . . 227

C-3 Figure C-2 continued . . . . . . . . . . . . . . . . . . . . . . . . . . . 228

C-4 Water consumption requirements for individual crops used in historical

reconstruction (m3/tonne). The red square indicates the base water

consumption value from the literature [31] for the 1996-2005 period.

Data Sources in Table B.1: (1) (7) (8) . . . . . . . . . . . . . . . . . 229
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C-5 (a) Water consumption requirement for major water consuming crops

scaled using 1961 irrigation application efficiency (tonnes/m3). 1961

values for wheat, maize, rice, cotton, berseem, and sugarcane are

0.0006, 0.0004, 0.0007, 0.0002, 0.0043, and 0.006 tonnes/m3 respec-

tively. (b) Evolving irrigation efficiency scaled water consumption re-

quirement for major water consuming crops (tonnes/m3). (c) Evolving

irrigation efficiency scaled water consumption requirement for major

water consuming crops also including proportion of reuse (tonnes/m3).

Data Sources in Table B.1: (1) (7) (8) (16) (18) . . . . . . . . . . . . 230

C-6 Development of agricultural area in Egypt and use of irrigation tech-

nologies. (a) Old vs. New Land agricultural area (ha) in Egypt us-

ing total cropland data (FAO) and details on new land acquisition

(Karajeh et al. (2013)) (b) Proportion of land using various irrigation

technologies (%). Values are available for 1995, 2000, and 2010 and

interpolated between (Data Source: (18)). (c) Estimate of country

average irrigation efficiency (%) determined using the proportion of ir-

rigation type in panel b and the FAO stated efficiency of the relative

irrigation technologies. (Brouwer et al. (1989)); Karajeh, F., Oweis,

T., Swelam, A., El-Gindy, A-G., El-Quosy, D. E. D., Khalifa, H., El-

Kholy, M., El-Hafez, S. A. Water and Agriculture in Egypt. (Beirut,

Lebanon: Food and Agriculture Organization of the United Nations

(FAO), 2013) https://hdl.handle.net/20.500.11766/7872; Brouwer, C.,

Prins, K., & Heibloem, M. Annex 1: Irrigation Efficiencies. In Irri-

gation Water Management: Irrigation Scheduling: Training Manual 4.

(1989) http://www.fao.org/3/t7202e/t7202e08.htm . . . . . . . . . . 230
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C-7 Historical water use (km3) for agriculture. Green data points show of-

ficial data for Agricultural use. Error bars represent literature-derived

estimates of agricultural drainage reuse, groundwater recharge reuse,

and wastewater reuse with the assumption that all reuse is applied to

agricultural purposes. The lines show bottom-up crop-data based esti-

mates for agricultural use using three different crop water consumption

assumptions: 1) constant tonnage water requirement (m3/tonne) [blue]

2) constant area water requirement (m3/ha) [red] 3) average of (1) and

(2) (m3/tonne) [black solid]. Data Sources in Table B.1: (1) (2) (7)

(8) (16) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 231

C-8 a) Historical per capita water consumption (m3/capita/year) for agri-

cultural production [black solid] and historical per capita water em-

bodied in primary and secondary crop imports (m3/capita/year) [black

dashed]. Data Source in Table B.1: (1) (2) (4) (7) (8) (11) . . . . . . 231

C-9 Historical estimates for (a) municipal use (km3) and industrial use

(km3) and (b) three components of reuse (km3). Data Sources: (A)

Municipal – (16); (A) Industrial – (16); (B) Direct Agricultural Drainage

Reuse: 2010 (16); 2016 (16); (B) Wastewater Reuse: 2010 (16); 2017

(16); (B) Delta and Valley Groundwater Reuse: 1980 [226]); 1992 [171];

2008 [171]; 2010 [148]; 2016 [69] . . . . . . . . . . . . . . . . . . . . . 232

C-10 (a) Feed products in Egypt (tonnes) (b) Estimates of water consump-

tion (km3) associated with feed products in panel (a) vs. consumption

associated with animal product production in Egypt (meat, milk, and

eggs) (c) Total virtual water import (km3) (consumption equivalent)
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Chapter 1

Introduction

The development of agriculture has been heralded as the beginning of modern civ-

ilizations; It allowed humans to settle and develop the connections and complexity

of modern society [137]. Before the Industrial Revolution, agriculture was arguably

the most important imprint of humans on the environment, with large swaths of land

being converted to pasture and cropland. With the development of new agricultural

technologies like fertilizers, new breeds of crop varieties, the mechanization of farm

work, and the implementation of irrigation, the 20th century saw the advent of green

revolutions across several continents [85]; In 1850 there were 580 million hectares of

cropland globally, which nearly tripled to 1.58 billion in 2016 (Fig. 1-1) [216]. At

the same time, cropland became even more productive. Global average wheat yields

more than tripled from 1961 to 2018 from 1.09 to 3.42 tonnes per hectare, and maize

yields saw a similar scale of increase from 1.94 to 5.92 tonnes per hectare [215]; these

increases in yield and production were necessary to meet the needs of a rapidly grow-

ing and globalizing population, which totaled 3.09 billion in 1961 and 7.63 billion in

2018 [220]. However, growth has been uneven across regions and remains vulnerable

in the face of climate change and further population growth [208].

45



Figure 1-1: Cropland extent over the long-run, 1600-2016. (Source: History Database
of the Global Environment. Downloaded from Our World in Data) [216]

46



If we acknowledge that agriculture has had a significant impact on the environ-

ment, then it stands to reason that it must be integrated into our understanding of

the earth system as a whole. This includes robust representation in hydroclimate

analysis. This thesis aims to explore the connections between agriculture, water and

the climate system and show the explicit impact that agricultural development has

had on both water and climate in the past and into the future.

Adding to the complexity of these connections is the understanding that they are

not uni-directional (Fig. 1-2). Water impacts agriculture through its dependence on

water availability for growth, but the expansion and intensification of agricultural pro-

duction places new stresses on often limited water systems that must be shared with

other use sectors (Chapter 2). Climate impacts the suitability of agriculture through

temperature and precipitation amounts, but land use and land cover (LULC) change

is shown to modify the regional climate in an area and adjust both temperature and

precipitation (Chapters 3-5). Water and climate are linked through the cycle of evap-

otranspiration and precipitation, but these connections are also affected by climate

change, which modifies the location, magnitude and intensity of these components of

the water cycle (Chapters 4-5).

These connections between agriculture, climate, and water are seen especially

starkly in two places: the Central United States and Egypt. In both places, agricul-

tural development has driven cropland expansion and the intensification of agriculture

to boost production significantly over the 20th Century. In the Central U.S., the ex-

pansion of agriculture has been dependent on management of the yearly water cycle,

and has in turn had a measurable impact on that cycle itself. In Egypt, agricultural

development is the key determinant behind water availability.

In this thesis, we will explore the connection between climate, agriculture, and

water in these two regions through a set of connected studies. This thesis is a col-

lection of peer reviewed and published papers as well as additional research that is

being prepared for publication. Papers either published or in review are noted at the

beginning of the relevant chapters, as well as other publications and presentations

made about the work to the scientific community. More in depth background and
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Figure 1-2: The Climate-Agriculture-Water Nexus

literature review on the individual topics is included at the beginning of each chapter.

Chapter 2 focuses on how intense agricultural development can be the primary

determinant behind water availability in a region. We focus on Egypt’s Nile Delta

because it is a highly productive system that is severely water limited and development

has brought it to the ecological carrying capacity of the system within the last few

decades. The study aims to determine when Egypt will begin to import more virtual

water in the form of agricultural products than it uses annually from the Nile. To do

this, this study provides a highly detailed annual bottom-up reconstruction of water

use in the country from 1961-2017, and pairs it with an in depth analysis of supply

changes, socio-economic drivers of demand, and measures that Egypt has taken to

manage its resources over the last sixty-years. The main results of the chapter are as

follows:

1. By constructing an independent annual 60-year, bottom-up analysis of water

supply and demand in Egypt, we show the direct connection between water de-

mand and socio-economic growth and use these demand relationships to project
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for future virtual water demand.

2. Supply and demand analysis is paired with incremental analysis of adaptation

measures taken in order to manage water needs, showing how resource limits are

addressed through social, economic, political, and environmental management

decisions.

3. We show that under nominal population and economic growth rates, Egypt has

reached the carrying capacity of the Nile, and will import as much water as it

withdraws from the Nile in roughly 2022.

Chapter 3 investigates the impact that agricultural development in the Midwest

and Great Plains of the United States has had on the historical summer climate. We

ask how agricultural development – expansion, intensification, and irrigation – has

contributed to observed (historical) changes in mean July-August temperature and

precipitation. This work contributes novel work to the topic of agricultural impact on

regional climate, the importance of agricultural yield intensification, and the causes

of the regional "Warming Hole" phenomena [194]. The main results of the chapter

are as follow:

1. Agricultural development played a greater role in historical regional climate

change in this region in the summer than greenhouse gas increases.

2. While agriculture is a key driver of observed changes, SST teleconnections,

particularly in the North Atlantic and Tropical Pacific also drove a significant

portion of observed changes.

3. Full consideration of all three LULC components and their competing effects

are necessary to fully understand climate impacts.

Chapter 4 investigates the impact of climate change on the hydrology of summer

agriculture in the American Midwest, with a particular focus on the core Cornbelt

states of Iowa, Illinois, Indiana and Ohio. The research aims to answer how the

balance of growing season (May-August) precipitation-evapotranspiration (P-E) has
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changed in this Cornbelt region, a highly managed and productive agricultural area,

and how it will be impacted by future climate change. This work contributes to the

literature on the historical and future seasonal cycle of P-E using the most recently

available global climate model simulations, and also ties historical and future changes

directly to agricultural development and the management and drainage of wetland

areas. The main results of the chapter are as follow:

1. Using multi-model ensembles of CMIP5 and CMIP6 models, analysis shows an

intensification of the seasonal cycle of P-E in the Cornbelt, with P-E become

more positive in the spring, and more negative in the summer.

2. In comparison to the wetting of P-E in this region in the historical period

(shown through gridded and in-situ observations), the future changes are of

similar magnitude but opposite direction. Rather than pushing the region into

a novel climate state, future drying will revert the seasonal cycle to an earlier

normal.

3. The projected drying of P-E in the May-August season will occur in an area

that is a drained natural wetland, with little existing supplemental irrigation.

Therefore, this area has ample room for climate adaptation.

Chapter 5 builds on the connections between agriculture and hydroclimate that

have been explored in Chapters 3 and 4 and connects them to a pressing issue of public

health – humid heat. This chapter aims to answer how agricultural development and

other climate forcings have impacted the climatology of extreme summer wet-bulb

temperature in the Central U.S. as well as the intensity, duration, and frequency of

discrete humid heat wave events. We connect our modeling results to a mechanistic

understanding of how agriculture is linked to wet-bulb temperatures and show how

historical and future changes in wet-bulb occurrence relate to public health impacts.

The main results of this chapter are as follow:

1. Agricultural development in the 20th century has contributed to increased daily

maximum wet-bulb temperatures, and the inclusion of agricultural development
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in models is necessary to approach the historical pattern of wet-bulb. Areas

of irrigated agriculture will contribute to an even further enhanced wet-bulb

temperature increase in the future.

2. Regions of elevated and extreme wet-bulb temperatures will expand in the Cen-

tral U.S. under climate change in the 21st century, exposing larger portions of

the population to dangerous conditions.

3. Accurate representation of the Great Lakes surface temperatures is crucial to

future wet-bulb projections and accurate representation of the historical tem-

perature and moisture patterns of the area. Varying levels of projected warming

in the Great Lakes strongly influence future wet-bulb temperature, and can even

be linked to modeled heat wave events tied to the Great Lakes themselves.

4. Extreme heat wave events will become more frequent, longer lasting, and more

intense in 2070-2099 under the RCP8.5 warming scenario. Agricultural devel-

opment has made these events more frequent and longer lasting in the historical

period and will continue to do so in the future.
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Chapter 2

Past and Future Trends of Egypt’s

Agricultural Water Consumption and

its Sources

Relevant Papers and Presentations

Nikiel C. A. and Eltahir, E. A. B. (2021). Past and future trends of Egypt’s water

consumption and its sources. Nature Communications. 12, 4508 [181]

Nikiel, C.A. and Elfatih A.B. Eltahir (2019). Agricultural Technology in the Nile

Basin: Current Use and Potential Expansion. In Eltahir, Elfatih A.B, Ed. Stephanie

McPherson, A Path Forward for Sharing the Nile Water: Sustainable, Smart, Equi-

table, Incremental (pp. 100-135). Cambridge, MA. [179]

2.1 Introduction

"The Egypt to which the Hellenes come in ships is a land which has

been won by the Egyptians as an addition, and that it is a gift of the
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[Nile]." (Herodotus Book 2:5) [105]

Water availability is crucial to the continued growth and development of commu-

nities, both demographically and socioeconomically. It supports population growth

through direct consumption, and allows the growth of industry and agricultural pro-

duction. In arid areas such as North Africa and the Middle East, where agriculture is

reliant largely on man made systems of irrigation, and where population is increasing

rapidly, understanding water management is increasingly important. Egypt, one of

the largest and most economically prosperous countries in Africa, is an agricultural

powerhouse, but also in a precarious position of water scarcity. Almost all of the wa-

ter needed for life is supplied by the Nile River [70], a relatively fixed supply dictated

by both nature and a water use agreement negotiated with Sudan in 1959 [257]. The

Egyptian water use system is a case study of a loop in perfect but precarious balance,

in danger from the larger threat of climate change, pressures of growing neighbors,

and their own development success.

Following expansion of the Sahara Desert, thousands of years ago, and migration

of native populations to shelter in the Nile Valley, an intimate relationship devel-

oped between an emerging Egypt and the Nile. This connection has manifested

in historical, political, ecological, and hydrological dimensions. However, Egypt’s

fast-growing population and developing economy have strained already scarce water

resources through dietary changes and municipal and industrial consumption. Egypt

is facing external pressures on perceived water rights, limited national water resource

availability, and a struggle to fashion a sustainable development vision for its future.

The current policies regarding irrigation in the New Lands at the edges of the Nile

Delta, the current rate of water reuse, and the level of success achieved in reducing

fertility rates will not be enough to close the demand gap in the future [68].

Egypt’s population has been growing rapidly in recent decades, at a rate of 2.1%

annually from 1989 to 2018 [259], following a similar trajectory of world population

growth (Fig. 2-1). This added population places pressure on limited water resources,
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Figure 2-1: Egyptian population (millions) [red line] and world population (millions)
[black line] from 1 - 2020 C.E. [259] (Data Source: Table B.1.4)

both through direct consumption and through increased demand for food and other

products. In 2017, the total renewable water resource per capita was 628 m3/yr,

already below the level for water scarcity according to the Falkenmark Index [62]

[69]. This pressure due to population growth, while straightforward, is essential to

include while drawing the picture of historical and future demand for water, as Egypt

faces increasing scarcity of natural resources.

Egypt has also experienced rapid economic growth since the mid 1950’s (Fig. 2-

2a). From 1989 to 2018, the Egyptian GDP grew at 4.4% annually, while GDP per

capita grew at 2.3% annually over the same period [65]. This growth has been con-

current with an increase in water consumption for both municipal and agricultural

purposes and an increase in both domestic production and imports of agricultural

commodities. As GDP has grown, the diet of Egyptians has changed dramatically;

increasing trade connections with other food producers have increased availability of

some goods, particularly animal products (Fig. 2-2b). The average per capita supply

of proteins from animal origins increased by 39% from 18 g/cap/day in 1999-2001 to

25 g/cap/day in 2011-2013 [66]. At the same time, the prevalence of undernourish-

ment dropped by 0.7% to 4.5% [66]. Egypt currently ranks among the top countries

globally in the daily per capita caloric supply (3,522 kcal/capita/day), just behind

the United States [219]. These trends are projected to continue, especially in meat
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Figure 2-2: a) Gross Domestic Product (Constant 2010 $US) [black line] and GDP
per Capita [red line] in Egypt [65] (Data Source: Table B.1.6) b) Relative change in
per capita food supply (kg/capita/year) relative to 1961 for meat [red line], cereals
[black line], and pulses (beans, chickpeas, lentils) [blue line]. 1961 values for meat,
cereal, and pulses are 10.71, 161.43, and 6.5 kg/capita/yr respectively [66] (Data
Source: Table B.1.10)

consumption which has a strong relationship with GDP per capita [214]. The pro-

jected consumption of red meat in 2030 is 1,581,000 tonnes up from 2001-2017 average

of 1,136,050 tonnes; the projected consumption of white meat is 1,681,000 tonnes up

from 2011-2017 average of 1,054,740 tonnes [6]. However, calories coming from meat

are still a small percentage of overall daily caloric intake, increasing from 2.4% to

3.5% from 1961 to 2013 [64].

At the same time, water supply from the Nile, which accounts for 98% of renewable

water resources in Egypt, has remained relatively steady (Fig. 2-3) [70]. While

detailed flow records do not exist prior to the installation of modern gauging systems

(circa mid to late 1800’s), the Nile’s floods have been monitored and recorded for

millennia. Records of flood heights from the Rhoda Nilometer show these levels

remained relatively constant over the 800-year record [26] [97]. Geologic research has

suggested "very little downcutting [in the riverbed has occurred] in Nubia since [the

time of the New Kingdom some 3000 years ago]" suggesting that flood heights across

the full 700-year record are directly comparable [225]. In the modern record, flows

recorded at Aswan and Dongola have been slightly decreasing, as a result of increased

withdrawal of natural flows upstream from Sudan’s annual withdrawal of 4 km3 in
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Figure 2-3: Qualitative comparison of stable Nile Flood heights (CM) from 641 to
1451 [black line - left axis] [26] and decreasing modern yearly average discharge from
Aswan Dam (km3/yr) [red line - right axis] and flow at Dongola (km3/yr) [blue line
- right axis] [265] [59] (Data Source: Table B.1.14 & B.1.20 ). Note that the reader
should not interpret a 1:1 correlation between the y-axes, and that the two separate
groupings of data have been presented together to reflect that there has been little
change in the Nile based on geologic survey [225]

1959 to current withdrawals of 13-16.7 km3 [265] [59] [189] [227] [257] [277].

This work identifies and quantifies actions that Egypt has taken over the past

six decades to manage internal pressures on water resources. A detailed, long term

picture of the changes in water demand and water use is constructed and used as a

foundation to project demand on water out to 2035, and further to propose solutions

that can be explored towards more efficient water use. While much past work [4]

[182] [13] [176], including governmental literature, has presented snapshots in time

of water use and virtual water trade in Egypt, this analysis uses water and crop

data to quantitatively describe in significant detail water use in Egypt, over a period

of six decades. The key innovations of this study are in the detailed year-by-year

reconstruction of trends in water use down to the individual crop level, the improved

understanding of the factors that drive these trends, and the use of this context to

project water demand into the near future based on empirical demand relationships.

The detailed diagnosis of water use in Egypt facilitates identification of opportunities

for water saving, water reuse, and improved water use efficiency in general.
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2.2 Background

2.2.1 Water in Egypt: Historical and Future

This chapter focuses on historical and future trends in Egyptian water management:

First, in the historical period, Egypt has managed water supply and demand through

five avenues (Fig. 2-4 & 2-5): improving water infrastructure and management by

building the High Aswan Dam; increasing in-country agricultural production through

harvested area expansion and improving crop yields; expansion of water reuse; reduc-

ing population growth rate; and increasing import of agricultural products - especially

staples such as wheat and maize. Extensive data sets are integrated to rigorously doc-

ument this historical adaptation process.

Second, future population and economic growth will increase water demand dra-

matically and require Egypt to rely more heavily on virtual water imports, at a

higher annual growth rate than has been seen in the past. The concept of virtual wa-

ter, coined in the 1990’s by Dr. Tony Allan, was first applied to the Middle East and

North Africa as a region that addressed water scarcity with importation [8]. This

analysis show through a novel bottom-up reconstruction of water-use that Egypt’s

demand for water passed the carrying capacity of the Nile in the late 1970’s and was

importing the use equivalent of at least 40 km3 of virtual water in the late 2010’s.

Assuming persistence of the recent socioeconomic trends, we project that Egypt will

import 61.5 km3/yr during this decade of the 2020s. At that point Egypt will be im-

porting more virtual water from abroad than they have been withdrawing from the

Nile internally on average for the past 30 years. A comprehensive analysis framework

is shown in the data and methodology and results sections for reconstruction of past

water uses and projection of future water demand leading to these conclusions.

2.2.2 Egypt’s Response to Increasing Water Demands

Rapid changes in demographic and economic factors in Egypt have spurred equally

large responses in an attempt to control and manage water supply and demand.
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Figure 2-4: a. Flow of the Nile at Aswan (km3) in monthly [black line] and yearly [red
line] averages [265] (Table B.1.20). Blue squares represent the total storage capacity
(km3) and marks the construction of the Aswan and High Aswan Dams [70] (Table
B.1.19). b. Relative (%) change in production (harvested tonnes) [dotted lines] and
yield (production/area) [solid lines] of cereal [black], primary fruit [red], and primary
vegetable [blue] crop groupings. 1961 production values are 5.0, 1.9, and 2.8 million
tonnes respectively, and 1961 yield values are 29,057, 169,113, and 152,611 hg/ha
respectively (Table B.1.7).

Egypt’s effort in the areas of controlling variability in the Nile water supply, agricul-

tural productivity, water reuse, fertility rates, and food imports have been substantial.

However, future pressures will require Egypt to intensify some of these measures and

adopt new approaches.

Much of the work done by Egypt can be viewed as a transition through several

water states. As seen in Fig. 2-3, the Nile river was largely uncontrolled for most

of its history, with natural flood cycles characterizing the flow. Agriculture, and

Egyptian life in general was guided by the seasonal flood and drought cycles of the

river and water still flowed freely into the Mediterranean Sea. This began to change

in earnest when Egypt built the High Aswan Dam from 1960-1970; this curtailed the

flow of the river, and the resulting reservoir with a total design capacity of 160 km3

reduced interannual variability of flow, providing a steady and controlled supply of

water to farms, which could now control the application of irrigation to fields while

minimizing losses to the Mediterranean (Fig. 2-4a) [73]. These decades also saw the

advent of major use treaties; through the 1959 Water Agreement between Sudan and

Egypt, Egypt would be allocated 55.5 km3 of the Nile water annually while Sudan
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Figure 2-5: a. Estimated water available for reuse from direct agricultural drainage
reuse, Nile Delta and Valley groundwater, and treated wastewater reuse (km3). The
error bars shown account for estimates of wastewater reuse in the absence of data
for those years [182] [176] [4] [226]. Sources for individual components in Fig. C-9.
The black dotted line shows the reuse timeseries used in analysis. b. Total Fertility
Rate (births/woman) plotted for Egypt [black line], Africa on average [blue line], and
the world on average [red line] [258] (Table B.1.5). c. Virtual water imports (km3)
of agricultural goods (primary and secondary crops and animal products) scaled to
Egypt use equivalent (Table B.1.1) (Table B.1.2) (Table B.1.3) (Table B.1.11).
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was allocated 18.5 km3 [257]. When the treaty was established, Egypt was consuming

48 km3 according to the agreement.

In the 1980’s Egypt began to experience an agricultural boom. This was achieved

partly through expansion of agricultural area, especially on the edges of the Delta

(dubbed the "New Lands"), and partly through yield increases in virtually every

major crop (Fig. 2-4b). Egypt ranks among the highest yield producers of many crops

including wheat, maize, rice and cotton [215]. While this increased water demand,

a concurrent push to increase the reuse of water – from direct agricultural drainage,

groundwater pumping, and wastewater reuse – made up for some of the increased

consumption (Fig. 2-5a).

At the same time, Egypt begun a push towards reducing population growth, and

reduced its total fertility rate by nearly half in thirty years, down to a rate of 3 births

per woman in the late 2000’s (Fig. 2-5b) [258]. This decrease has been much steeper

than the fertility rate drops in Africa as a whole and on par with global fertility rate

reductions.

Even with these adaptation measures, Egypt’s demand continued to rise at a time

when it was at full utilization of available natural water resources. Consequently,

the 1970’s were also the beginning of increases in agricultural imports, viewed here

through the lens of their virtual water equivalent (Fig. 2-5c). The import rate in-

creased dramatically after 2000, and the cereal import dependency ratio has increased

from 34% to 42% from 1999-2001 to 2011-2013 [75] (Fig. 2-6). The bulk of agricul-

tural imports consist of wheat and maize (Fig. 2-7).
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Figure 2-6: a) Cereal Import Dependency Ratio (%) using FAO data (2000-2017) and
projected data for maize, wheat, rice, barley, and sorghum in the nominal scenario
(2.3% GDP per capita growth and 1.7% population growth) (2017-2035) [black]. This
is compared to the historical ratio for Japan [blue] and S. Korea [red] [75]. (b) 2003-
2012 Avg. Cereal Import Dependency Ratio (%) vs. 2003-2012 Avg. GDP per
Capita. African countries [red] and other select countries important for import and
export relationships [black], Projected ratio for Egypt [blue x] in the nominal scenario
(2018-2035). (Table B.1.6)(Table B.1.12)

Figure 2-7: Total import tonnage (million tonnes) and breakdowns of maize, wheat,
and soybean imports (million tonnes). (Table B.1.11)

62



2.3 Data and Methodology

2.3.1 Data

All data sources used can be found in Appendix B (Table B.1). Agricultural and

trade data used in this study come from the Food and Agriculture Organization of the

United Nations and is augmented by population and economic data from the World

Bank and United Nations Population Division of the Department of Economic and

Social Affairs. Water use numbers for available years are obtained from AQUASTAT,

a division of the FAO.

The bottom-up analysis focuses on a group of crops that are selected with the

goal of including the most significant water consumers. The primary agricultural

crops considered in the analysis are wheat, maize, rice, seed cotton, sugarcane, sugar

beet, banana, barley, broad beans, berseem, grape, groundnut, olive, onion, orange,

potato, sorghum, tomato, dry beans, chickpea, lentils, green beans, lemons and limes,

apples, mango, dates, watermelon, tea, sunflower seeds, garlic, strawberry, artichoke,

cabbage, carrots & turnips, cauliflower & broccoli, chili pepper (green), cucumber,

eggplant, melons, nectarines & peaches, pumpkins & squash, sweet potato, tangerine,

vegetables fresh and leguminous (n.e.s.), and soybean. The grouping Fruits & Veg-

etables include Banana, Orange, Tomato, Potato, Onion, Olive, Lemons & Limes,

Apple, Watermelon, Mango, Strawberry, Artichoke, Cabbage, Carrots & Turnips,

Cauliflower & Broccoli, Green Chili Peppers, Cucumber, Eggplant, Melons, Peaches

& Nectarine, Pumpkin & Squash, Sweet Potato, Tangerine, and other Vegetables

Fresh & Leguminous n.e.s. Production, imports and exports focused on the primary

commodity (i.e. no juices and processed forms) except when noted below. Secondary

crops include cottonseed oil, maize oil, palm oil, raw sugar, molasses, cotton lint,

cottonseed cake, sunflower seed cake, and soybean cake. Animal Products include

beef, buffalo, sheep, chicken, milk (dried, whole fresh, whole skim), butter (cow &

buffalo), eggs (hen in shell) and cheese (buffalo, whole cow, skim cow).

Per capita demand relationships developed for the period 1975-2014 with GDP

per capita can be seen in Appendix C (Fig. C-1) for each individual crop. Only
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primary products are considered in production (in country) water use numbers for

the historical period to avoid double counting of feed and meat products. In the

demand model used to project both future demand and create the historical hind-

cast, primary product demand is taken as the production and import quantity less

the export quantity. Several of the crop products considered are traded primarily in

their secondary form. When considering crop production, sugarcane, sugar beet and

seed cotton were used. The secondary products sugar (raw equivalent), molasses, and

cotton lint were used in terms of trade demand (imports minus exports). Therefore,

products that are primarily exported are already accounted for in the production

of the primary crop. Additionally, some crops have demand relationships that are

heavily influenced by policy decisions – berseem, cotton, and sugarcane – and use

a time-based relationship rather than one based on GDP per capita. All estimates

of crop water consumption (historical production, historical imports, historical hind-

cast, and future projections) are scaled by irrigation application efficiency in order

to simulate the Egypt equivalent use needed in order to meet the demand for those

crops. Therefore, empirical and model-based estimates are consistent.

FAO data were available from 1961-2013 for most commodities, and available to

2017 in many cases. In the event that data were not available for the full period,

the nearest recorded value to that date were used, and extrapolated outwards to

ensure full period coverage for analysis. 2013 values were extrapolated to 2017 for

cottonseed cake, soybean cake, sunflower seed cake, and artichoke imports. Berseem

area, yield, and production values for 1978 are used for 1961-1977 and 2007 values are

used for 2008-2017. Strawberry area, yield, and production values for 1980 are used

for 1961-1979. Soybean area, yield, and production values for 1972 are used for 1961-

1971. Sugar beet area and yield for 1979 were used for 1961-1978. Sunflower seed

area, yield, and production values for 1971 were used for 1961-1970, and sunflower

cake data from 1995 was used from 1961-1994. 2014 data were expanded to 2017 for

Buffalo butter, Cow Butter production, buffalo cheese, skim cow cheese, whole cow

cheese production, skim cow milk production and eggs (hen in shell). Import and

Export data for skim cow milk were filled with zeros prior to 1994. Finally large
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amounts of missing import data were replaced with zeros: pre-2000 for cabbages, all

data except 2014/2016 for carrots and turnips, pre-1996 and post 2014 for cauliflower

and broccoli, everywhere except 2013-2016 for chili peppers (green), pre-1993 for

garlic, 1961-1999 for strawberries, pre-1997 and post-2013 for cucumber, everywhere

except 2015 for eggplant, pre-2005 for melons, in 2014 and 2016 for sweet potato and

tangerine and in 2016-2017 for fresh vegetables (n.e.s.). For 2014-2017, food supply

data were filled in using the New Food Balances data where available. This may

cause slight inconsistencies due to differences in classification or calculation method.

Beyond this extrapolation of data to ensure consistent availability of data between

commodities, all publicly available data were integrated into the analysis, including

FAO estimates. No data were removed due to flagging by the FAO as being an

estimation or reconstruction based on a secondary source. Production, yield, and

harvested area data for primary crops can be seen in Fig. C-2 & C-3.

Overall water use numbers for Egypt have low independence between sources and

are often available for only a handful of years in the last several decades. Most of

the official numbers provided are dictated by the bounds established in the 1959

agreement between Egypt and Sudan where the former was allocated 55.5 km3/yr

and the latter was allocated 18.5km3/yr [257]. According to flow measurements at

Dongola, near the Sudan-Egypt border, the 30-yr average flow (1988-2017) was 74.7

km3/yr [59]. All sources of water except desalination are included in this analysis.

Municipal use, industrial use, and reuse values are interpolated and extrapolated

from available data and literature values (Fig. C-9). So far, the increase in per capita

water usage seems to have tracked closely with increases in per capita GDP. This

growth may have also been driven by the increase in city population. The percentage

of the population living in cities remained stable from 42.8% in 1995 to 42.7% in 2017

(United Nations), however, because of the increase in population this means that in

2017, roughly 14.5 million more people lived in urban areas compared to 1995. We

do assume though that per capita municipal consumption will remain constant in

the future at roughly 112 m3/capita/year (305.4 liters/capita/day) [72] and project

municipal water demand for a range of population projections (Fig. 2-8).
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Figure 2-8: Municipal water use projections (km3) based on population projections
in Figure 2-11b. (Table B.1.4)(Table B.1.16)

Crop ET requirement numbers were taken from a single source for consistency

and because they were specific to Egypt and the use of irrigated water [162] [164].

For commodities that are traded in substantial amounts but not grown in Egypt (e.g.

tea), a blue water number taking into account the source of the imports was used [165].

This study is concerned with irrigated water from the Nile and therefore uses only

blue water numbers, which refer to the amount of surface and groundwater consumed

[162]. In general, the numbers align with the water requirement numbers collected

from the FAO which are given in terms of irrigation requirement [63]. Differences

likely arise because FAO numbers are non-region or cultivar specific. In country

water consumption numbers is used for all crops and animal products, even when

exploring virtual water and trade, as we are interested in the magnitude of water that

trade replaces and what would otherwise be in-country production and consumption

of water. Berseem water use numbers are not available from the same source and

are taken from a study on evapotranspiration needs of berseem in northern India, a

location at roughly the same latitude and average PET during the growing season

[256]. This number is taken as the 2007-2011 average and scaled in the same manner

as other crop water requirements discussed below.

In order to determine the water use requirements of different crops through time,
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this analysis understands that water application is a factor in determining yield.

However, yield growth is also influenced by fertilizer application, climate, seed variety,

soil salinity, and other management and ecological characteristics. In order to develop

a realistic water requirement function, a 1996-2005 average crop ET water requirement

is taken from the literature [162] and combined with the available FAO data on

production, area harvested, and yield. Two scenarios for Nile water consumption for

historical crop production were devised, both based on the literature value for crop

specific, Egypt specific water consumption and the 1996-2005 averages of production

and harvested area. The first is an estimate using a constant m3/ha for each crop,

and the second uses a constant m3/tonne value. These estimates, scaled for irrigation

application efficiency, can be seen as the blue and red lines in Fig. C-7. In order to

account for factors such as increasing yield and increasing water application, as well as

the other yield influencing factors above, we settle on a m3/tonne water consumption

requirement that equates to the average of these two estimates. This can be seen as

the black line in Fig. C-7. It is important to note that all crops are assumed to receive

exactly their water requirement in any given year. Per tonne water requirements for

secondary commodities remain constant due to the absence of comparable yield and

area data and use the 1996-2005 average water requirement throughout.

There are three main areas of input uncertainty in the agricultural analysis: crop

water consumption numbers, the accuracy of agricultural commodity data (produc-

tion, yield, area harvested etc.), and availability of water use data. Mekonnen and

Hoekstra (2010) list a number of uncertainties in their calculation of the water con-

sumption numbers including the lack of crop specific irrigation data, the low spatial

resolution of crop growth seasons and fertilizer application, the actual level of irri-

gation supplied, and the effect of factors other than water stress on crop yield [161].

Despite these uncertainties, most of the crops fall within the range of FAO water

requirements. FAOSTAT does not release official measures of uncertainty or error for

their data as it is aggregated by the individual countries. However, in some cases

official data are supplemented with estimates or aggregate data from other sources.

All available data from FAOSTAT were used in the analysis, and missing data were
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filled in as noted. Only in the calculation of trade value/quantity was the data lim-

ited to official numbers only. Finally, only a few data points were available for the

construction of time series of municipal and industrial use and reuse. Interpolation

was used between the available data, and for reuse, error bounds were added in Fig.

2-5a where data for a component were missing or inconsistent across sources. The

largest component of uncertainty in the historical reconstruction of water use was the

scaling of crop water consumption requirement through time and a visual compar-

ison of several analysis options is available in Fig. C-7. Additionally, this analysis

included most of the main players, but there are some commodities and products

not included and the analysis focuses on the production and trade of the primary

commodity except where noted.

2.3.2 Terminology

In this study water use is used to define the water taken from the Nile. Total Use is

defined as the water withdrawn for industrial, municipal, and agricultural purposes.

This use is added to reuse in order to determine the total demand for water in the

country. In the case of agricultural use, crop water consumption is scaled by irrigation

application efficiency, and then reuse is accounted for. Water consumption is based

solely on the crop ET water requirement numbers taken from the literature. This

definition of total Nile water use aligns with the AQUASTAT definition of freshwater

withdrawal, which is the total withdrawal less desalination, direct use of treated

municipal wastewater, and direct use of agricultural drainage water. This estimate

counts subsequent pumping of local groundwater recharge as a reuse component,

which is not the case in the AQUASTAT totals.
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2.4 Results

2.4.1 Reconstruction of Historical Nile Water Use

This study applies a bottom up, individual crop-based estimate of agricultural water

consumption and virtual water trade, using the assumptions covered above. This

empirical reconstruction of water use is completely independent from official use es-

timates, and depends only on agricultural data, the physiologically based estimates

of water requirement, and an estimation of irrigation application efficiency based on

the use of different irrigation technologies. A comparison to AQUASTAT agricultural

withdrawal figures adjusted with reuse estimates can be seen in Fig. C-7.

Adjustments must be made to account for system losses between withdrawal of

water from the Nile and field application, known as irrigation application efficiency

(water use efficiency at the field scale). This irrigation application efficiency is cal-

culated using proportions of irrigation type and the attributed efficiencies of the

technologies [27]. The curve of irrigation application efficiency moves from roughly

61% in the 1960’s to 66% in the mid 2010’s and can be seen in Fig. C-6. This loss rate

is consistent with figures given in the literature [3]. As seen by these low efficiencies,

and the small progress made in improving them in the last 50 years, the main true

loss in the system is soil evaporation at the field scale.

Here we dissect water demand in Egypt, from in-country production and trade,

and identify which crops dominate in-country water use over time (Fig. 2-9a). This

analysis is made possible by the extensive and influential work in water footprint

accounting for agriculture at the global and regional scale [167] [166]. Figure 2-9b

shows the agricultural use estimates combined with other water demands (municipal,

industrial, reuse), compared to the available Nile water flow into Egypt which en-

compasses all water not consumed upstream. Two major conclusions about Egypt’s

water demand are clear from this comparison.

First, Egypt began fully utilizing available local water resources in the late 1970’s

and has only met total water demand through increasing virtual water imports (dark

grey shading) and increasing reuse (light red shading). Increases in irrigation ap-
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Figure 2-9: a. Historical water application in Egypt for agriculture broken down by
crop (Table B.1.1) (Table B.1.2) (Table B.1.7) b. Historical total Nile water use (km3)
(agriculture + municipal + industrial - reuse) [red dotted line] compared to available
supply [black lines]. Red squares mark values for 1995, 2000, 2012, and 2017. This is
the flow at Dongola station adjusted by evaporation at Lake Nasser and from other
surface water bodies (estimated at 10 km3 and 2 km3 respectively) [68], with added
rainfall and primary groundwater abstraction (1.5 km3 and 0.5 km3 respectively) [2]
[70]. Storage change in Lake Nasser is not considered in this availability estimate.
These are compared to the AQUASTAT numbers for freshwater withdrawal in Egypt
[blue dots] [164] (Table B.1.16). Dark Grey shading represents the amount of Virtual
Water Import (km3) (shown in Fig. 2-5c), and light red shading shows the amount
of drainage, wastewater reuse and GW reuse (km3) (shown in Fig. 2-5a). These
shaded areas represent the additional demand met by these sources, and not a range
of values.
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plication efficiency, and to a greater extent water reuse, have improved the water

productivity of major crops and allowed Egypt to survive on a relatively constant

Nile water use in the past two decades (Fig. C-4 & C-5).

Second, even after accounting for reuse utilization in Egypt (Fig. 2-5a) this anal-

ysis shows that Egypt’s direct consumption of the Nile water is roughly 61.5 km3 on

average from 1988 to 2017 (Fig. 2-9b). This aligns closely with water accounting

in the literature for the modern period [4]. Adding the environmental flow to the

Mediterranean of about 2-4 km3 [89], Egypt utilizes 8.0 to 10.0 km3 more than the

share of 55.5 km3 allocated through the 1959 Nile Agreement between Egypt and

Sudan [257]. This additional water comes partially from Sudan’s unconsumed share

of 1.8-5.5 km3 out of the 18.5 km3 enumerated in the 1959 Agreement [182], and par-

tially from increases in the Nile flow of about 5-6 km3 [59] [238] [3]. An accounting

of Sudan’s historical use of the Nile water is beyond the scope of this Egypt-centric

study but is reported to be 13-16.7 km3/yr [189] [227] [277]. Much of the increased

water demand in Egypt has been met by virtual water imports, which reached 40

km3 in the 2010’s (Fig. 2-5c), a figure supported by other studies that quantified

historical virtual water trade [3] [4] [188].

Virtual water import is calculated identically to in-country use which is detailed in

the data and methodology section. A comparison of the Egyptian Nile water system

for 1988-1995 and 2010-2017 is presented in Figure 2-10 to further document the

evolving dynamics of water supply and demand in Egypt. This schematic relies on

several independent sources of data where each flux is uncertain, and hence it does

not necessarily satisfy strict water balance. A notable feature is the difference in

evaporation from Lake Nasser between the two periods which arises from a 1000 km2

difference in lake area (roughly 30%). (Table B.1.15, Table B.1.17)
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Figure 2-10: a. Egyptian Nile water system 1988-1995 average annual fluxes (km3/yr).
Red values are sinks, blue are sources, and purple indicates reuse. b. Same as panel
a but for the period 2010-2017. A figure for the average fluxes from 1988 – 2017
can be seen in Fig. C-13. 𝑎 Average annual inflow at Dongola. (Table B.1.14) 𝑏

Average annual Evaporation from Lake Nasser, 10 km3 from literature [68] and outer
bound calculated using Lake Nasser height (Table B.1.17), Height-Volume equation
(Table B.1.15), and CRUTS4.04 Potential Evapotranspiration (Table B.1.13) 𝑐 Av-
erage annual storage change calculated using Lake Nasser height (Table B.1.17 and,
Height-Volume equation (Table B.1.15) 𝑑 Average annual outflow calculated through
water balance of (a) – (b) – (c). Range of values reflect uncertainty in Lake Nasser
balance components. 𝑒 AQUASTAT [70] 𝑓 [2] 𝑔 Calculated through estimation of
surface area and evaporation rate. Confirmed in [176] [4] ℎ [89] 𝑖 Calculated through
methodology described in Methods. 𝑗 (m) – (r) 𝑘 AQUASTAT Database [72] (See
Fig. C-9) 𝑚 (n) * Irrigation Application Efficiency (See Fig. C-6) 𝑛 Calculated from
production and water consumption data as described in Methods. 𝑜 (m) – (n) – (t)
– (u) 𝑝 (k) * 0.86. Loss rate from [188] 𝑞 (l) * 0.80. Loss rate from [188] 𝑟 (s) + (t)
+ (u). See Fig. C-9. 𝑠 [226] [69] [171] [148] 𝑡. AQUASTAT Database [72]. (Table
B.1.16)
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2.4.2 Projections of Future Water Demand

Future projections for water demand are made starting in 2017 and shown in this

study until 2035. The main assumption in the projections is that all additional

demand, which is driven by population increase and GDP per capita increase, will

need to be satisfied through imports as Egypt is at its in-country production limit

already.

There are two drivers of growth: population increase adds a full person’s worth of

demand, and economic growth adds marginal demand to existing populations. The

range of population projections considered in the future scenarios span from 0.1% to

2.5% annual growth and encompass the range of growth scenarios given by the United

Nations [259], and the 30-yr historical rate falls in this range as well. Similarly, the

economic range of scenarios considered was 0.1% to 4.5% annual growth, which also

contained the historical 30-yr growth rate. In order to present a single likely scenario

to focus on when interpreting the projections, a nominal scenario is highlighted. This

scenario reflects 2.3% GDP per capita growth to match the last 30 years, and 1.7%

population growth to match the UN Medium Variant Projection by 2035 [259] (Fig.

2-11).

In order to anchor the future projection and also make it compatible with the

hindcast reconstruction, all future values were calculated as additional values versus

2017 levels. Extrapolation of future demand for water is done through a historical

linear regression of GDP per capita and demand or trade demand depending on the

commodity from 1975-2014. No upper limit is imposed on the estimates of demand.

Berseem, seed cotton, and sugarcane per capita demand is held constant in the future

to account for demand changes that are policy rather than growth driven, and to avoid

combining an increased demand for meat from out of country and forage crops. The

total tonnage demand of these crops will still increase due to population growth. As

with historical imports, the water value given is in terms of an Egypt equivalent use

by scaling with irrigation application efficiency.

Future projections include water demand coming from agricultural goods, as well
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Figure 2-11: (a) High and low projections of GDP per capita (2010US$) growth
(%) used in the study (black) along with the projection that follows the past 30-yr
average growth (red) used as the nominal scenario. (b) High and low projections of
population (millions) used in the study (black) alongside the high, medium, and low
variant UN population projections (blue). Also plotted is the projection that follows
the UN Medium projection scenario (red) and is used as the nominal scenario. (Table
B.1.6)(Table B.1.4)

as from increased municipal use. Industrial use and reuse were not extrapolated and

were held at 2017 levels, since they are influenced more strongly by policy and other

drivers than just population and GDP growth. To maintain the scaling performed in

the historical analysis, future water requirement numbers for individual commodities

are the 2012-2017 average water requirement values.

Historical analysis has shown that Egypt is fully utilizing the available resources

of the Nile River and yet is facing increasing internal and external pressures that will

raise water demand and decrease availability of water. As detailed in the data and

methodology section we develop an empirical model of historical and future water

demand in Egypt with population growth and economic growth as inputs. Assuming

a range of economic and population scenarios (Fig. 2-11), and the empirical relation-

ships between demand for crops and economic growth (Fig. C-1), we project future

water demand for Egypt.

In keeping with this discussion about Egypt’s characterization as the gift of the

Nile, this study projects when Egypt’s imports of virtual water will reach 61.5 km3
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Figure 2-12: a. Projected Year that Virtual Water Imports will Reach 61.5 km3

with population increase and GDP per capita increase. Future increases in demand
are added to the Hindcast (model) estimate of total demand minus total estimated
Nile use. The red dot marks the nominal scenario of 1.7% population growth and
2.3% GDP per capita growth. b. Additional virtual water (km3) needed in 2030 to
satisfy increased demand (i.e. projected virtual water Imports in 2030 values minus
2017 virtual water import amount). The red dot marks the nominal scenario of 1.7%
population growth and 2.3% GDP per capita growth.

(the thirty-year average Nile water use for all purposes, accounting for both reuse and

application losses), driven by an increase in demand that must be met externally (Fig.

2-12a). For scenarios that assume population and economic growth rates close to the

growth rates over the past thirty years, this important benchmark will be reached in

this decade of the 2020s.

By 2030 the projected trend corresponds to a significant increase in virtual water

imports in most population and economic growth scenarios (Fig. 2-12b). To visualize

this process along one growth trajectory, we show the projected virtual water imports

for a nominal scenario with a GDP per capita growth rate that matches the 1988-2017

average (2.3%) and a population growth rate that matches the UN Medium Variant

population projection in 2035 (1.7%) (Fig. 2-13). This is paired with increased

demand in the municipal sector, which will need to be met by reallocating internal

resources. The rate of increase of virtual water goes up over time (dashed black line)

due to the compounding nature of the population and economic growths, as more

people enjoy higher consumption rates per capita.

75



Figure 2-13: Additional Virtual Water Demand (km3) [blue line] and Annual Increase
Rate (km3) [black dotted line] for a nominal growth scenario (1.7% population growth,
2.3% GDP per capita growth) versus 2017 levels. Light blue shading represents the
increased municipal water demand. Grey shading represents the additional virtual
water imports in a 0% GDP growth, 1.7% population growth scenario.

We apply the same demand relationships described in the data and methodology

section to hindcast the historical water demand using data on population and GDP

per capita data. As expected, the hindcasted water demand is close to the sum

of the in-country Nile water use (which also accounts for municipal and industrial

use and the water reclaimed from reuse) and virtual water import, which together

meet the historical demand (Fig. 2-14). The future projection is less linear than the

historical hindcast, mainly because the hindcast accounts for increasing reuse, which

bends the demand curve downwards at an increasing rate in the early 2000’s. The

future projection assumes the rate of reuse to be constant post-2017. This is further

evidence of the importance of improving irrigation application efficiency.
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Figure 2-14: Historical (1961-2017) hindcast of total water use paired with the nom-
inal projections of total water needed in Figure 2-13. The blue dotted line shows
the total hindcasted water use (km3/yr), including efficiency scaled total agricultural
demand, municipal use and industrial use, and reuse. This is compared to the sum
of historical virtual water imports (km3/yr) [blue shading] and the total Nile use
estimate (km3/yr) [red dashed line] and is shown as the solid blue line. Future pro-
jections are divided between in-country consumption (km3/yr) [red dashed line] and
increased virtual water demand (km3/yr) [blue dashed line]. Red squares mark total
Nile use estimate for 1995, 2000, 2012, and 2017.

2.5 Policies to Meet Future Water Demand and Cal-

culation of a Virtual Water Trade Balance (VWTB)

We have shown through the reconstruction that Egypt has taken several measures to

manage historical water demand and increase available supply. However, the country

is increasingly constrained by its ecological bounds. Throughout the last several

decades it has increased land productivity and water productivity, decreased human

fertility rates, and increased trade in order to meet demand. However, these measures

have only kept Egypt at the edge of satisfying water demand. Egypt reached full

utilization of the Nile in the 1970’s and has been cutting and compensating ever

since. The reconstruction of past water uses and adaptations allows an identification

of avenues for management changes that grow out of historical successes and failures.

In order to underscore major principles underlying proposed policies, we recommend

the consideration of a hybrid of policies that we have grouped under two conceptual
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umbrellas:

1. Water Value Appreciation (WVA) strategies revolve around recognizing

and leveraging the true value of water as a limited resource through a robust

water pricing system, improving irrigation application efficiency at the field

scale, and adjusting cropping patterns to emphasize ecological suitability and

water use efficiency.

2. Water Share Amplification (WSA) strategies focus on maximizing per

capita water share through an approach of smart and efficient management

of agricultural import and export (virtual water trade), applicable to arid coun-

tries in general, that amplifies Egypt’s share of natural water resources. Part of

this efficient trade balance includes sourcing meat from neighboring countries

and strengthening inter-basin ties with Sudan and Ethiopia.

We also propose further focus on reduction of population growth rate as a means of

reducing strain on already scarce per capita water supplies. These proposed measures

will help balance the supply of water and Egypt’s growing demand and are discussed

further below.

Egypt must place more concrete value on water in the future. Despite Egypt’s

status as a water scarce nation, there has been a disconnect between this scarcity of

water and its price. Water tariffs for residential customers are among the lowest in the

world (between $0.03 and $0.12 per m3 in 2017) and are slightly higher for industrial

and commercial customers [84]. More problematic is that farmers are not charged

for irrigation water [40]. This does not encourage water use efficiency, and actually

incentivizes waste, as increased application of water is often thought to boost crop

productivity all else being equal. Water pricing for farmers should be tied to either

the marginal cost of increasing water supplies or to the cost of increasing water use

efficiency though others have noted the obstacles to increasing this efficiency [141].

One of the main changes in attitude that must occur is shifting value from land to

water. Land in Egypt is plentiful, and water is not; previous policies were designed

as if the opposite is true. From 1980 to 2000, Egypt dramatically increased its crop
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yields through the use of more water and the adoption of agricultural technologies

such as fertilizer (Fig. 2-4b; Fig. C-2; Fig. C-3) [110]. This effort was focused on

land productivity (tonnes per unit area), a resource that is much less constrained

than water. Water productivity (tonnes/m3) did not improve as drastically until the

more recent aggressive implementation of reuse technologies (Fig. 2-5a; Fig. C-4;

Fig. C-5). Even now, though yields of maize are as high or higher than much of

the world, their local water consumption requirement is up to 200 m3/tonne higher

than in the countries where Egypt imports maize from [163]. Egypt has improved

their water reuse – from groundwater, wastewater, and direct drainage reuse – but

has made comparatively little progress in irrigation application efficiency at the field

scale, where the true loss occurs through soil evaporation. This rate of soil evaporation

is higher for low-efficiency technologies that do not target the plant specifically and

deliver controlled amounts of water that can be fully utilized for transpiration [27].

Reducing conveyance and application losses are key in increasing water productivity

in agriculture [188] [247] however there are policy challenges in incentivizing change

and ensuring that savings in one sector do not incentivize waste in another [86].

More efficient application necessarily reduces the amount of available reuse. Ad-

ditionally, attempted increase in reuse in areas such as local groundwater use may

lead to unsustainable practices of over pumping. Egypt has made great strides in

exploiting available sources of reuse, so much that in 2017 they captured and reused

as much as the applied agricultural water that did not go to plant evapotranspiration

(Fig. C-12). Fig. 2-10 shows that municipal and industrial uses are still a viable

target for loss reduction, as Omar and Moussa (2016) cite the respective loss rates of

these systems at 80% and 86% [188].

Reducing loss in these systems is also important as population growth will create

increased demand. Measures need to be taken in order to maximize the available

water on a per capita basis. This can take many forms; first Egypt needs to strive

further to reduce fertility rates and slow population growth. Although fertility rates

have fallen below the average fertility in Africa (3.3 versus 4.4 births per woman in

2018, see Fig. 2-5b) they are still well above the global average of 2.5 [258].
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Subsequently, selection of crops that are ecologically suited and easily irrigated

using high efficiency measures should be a key goal for future agricultural policy. For

example, the expansion of olives is an option as a crop that is well suited to the

regional climate and to the use of drip irrigation methods. This expansion is already

planned for Egypt, and their efficiency under drip irrigation suggests a promising role

in Egypt’s export portfolio [96] [175].

The projections of future demand presented here show that Egypt will also need to

rely more on trade, both from outside the Nile basin and from basin trading partners

[12]. There is resistance to increasing imports of food products – especially staple

goods such as wheat – due to national security concerns, as well as the importance

of agriculture in the labor sector [282]. The 2012-2017 FAO Country Programming

Framework (CPF) proposes ambitious targets to increase self-sufficiency by 2030 [67].

However, food security priorities are best coordinated with efforts to decrease water

demand in order to increase overall resilience. This is especially important in light

of difficulties imposed by the COVID-19 pandemic. Currently 69% of Egypt’s main

import, wheat, comes from Russia, and roughly 90% from Russia and former Soviet

Republics [80]. As exporters of staple products, such as Russia, cut back in light of

their own production concerns during the coronavirus pandemic [213], Egypt needs

to re-examine their relationships and dependencies. Future import policies need to

ensure that Egypt is not totally dependent on one import or export crop, and not

dependent on one country for buying or selling goods.

One opportunity for Egypt to increase their imports of virtual water while saving

water internally is through the import of meat from neighboring countries, particu-

larly Sudan. In 2007-2011 Egypt withdrew an average of 7.4 km3 of water from the

Nile for in-country production of berseem, also known as Egyptian clover, which is a

major feed crop. In total, feed crops consumed in 2010 had a consumptive demand

of 15 km3 (Fig. C-10). At the same time their import of red meat (beef and buf-

falo) has not increased substantially despite an increasing appetite (Fig. C-10). On

average in 1998-2004, Egypt imported the equivalent of 18.3 Mm3 of virtual water

in sheep from Sudan, although livestock movement across the Egypt-Sudan border is
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often under-documented [289]. Sudan currently raises livestock almost entirely under

rain-fed, nomadic conditions although this could change with future irrigation devel-

opment [71]. Reducing cultivated area of berseem and importing meat instead would

save water, free up land, and increase inter-basin ties that could encourage greater

cooperation down the road on water and economic issues. However, there are caveats

to this approach, as berseem has long been used as a rotation crop with other cereals

to preserve and renew soil quality [53].

2.5.1 Virtual Water Trade Balance

We investigate the Virtual Water Trade Balance (VWTB) as a concept of maximizing

the water available to a country, both in terms of water productivity and in terms of

market value. Using the trade relationships between crops, we can quantify the impact

of shifting production away from water intensive but relatively cheap-to-import goods

like grains, and instead focus on high value crops like fruits and vegetables that have

lower water consumption requirements or are better candidates for higher efficiency

irrigation technologies.

In order to develop this policy proposal, a tabulation of the tradeoffs between

crops was necessary. A calculation of overall VWTB for exports and imports can

be found in Table B.2 and uses data from FAO for 2007-2011. In order to avoid

inconsistencies in reporting over such a short period, only years with official data

were used in the calculation of trade value and quantity. A crop-by-crop comparison

table can be found in Table B.5, and was calculated using the following formula:

VWTB = (tonnes of Crop A purchased using 1 km3 of water to grow and sell crop

B) / (tonnes of crop A grown with 1 km3 of water)

In a hypothetical trade transaction in which all the revenue from exporting crop

B is used to import crop A, VWTB is calculated as the ratio of the virtual water

volume imported and embodied in crop A per unit volume of virtual water exported

and embodied in crop B. Simply, the VWTB number given is a measure of units of

virtual water imported for each unit of water exported.

The VWTB for Egypt overall is currently 2.31 (Table B.2). Meaning that they are
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making 2.31 times more revenue than they are spending, per unit of consumed water

traded, or in other terms each unit volume of virtual water exported facilitates 2.31

units of virtual water imports. Using a set of water share amplification metrics calcu-

lated for current crops produced and traded we develop a policy proposal presented

in Table B.6. Additional considerations of irrigation method may make some crops

more advantageous, but only if irrigation systems are well maintained and operated

to reduce losses.

Regarding the suite of policy umbrellas proposed above, no single solution will be

able to compensate for all additional needs. Measures must work to mitigate internal

demand (water pricing, reduced fertility rates, and optimized cropping patterns),

increase internal supply (through improving irrigation application efficiency at the

field scale), as well as leverage Egypt’s advantages to form stronger ties with neighbors

and the global market.

2.6 Discussion & Conclusions

Egypt’s responses to increasing water demand in the past have demonstrated the

severity of the water scarcity situation, and historical adaptations to rising demand

on water will need to continue and strengthen. Efforts targeting an increase in pro-

ductivity of agriculture should pivot to recognizing and leveraging the true value of

water as a limited resource through a robust water pricing system [254]. As virtual

water imports increase, smart management of agricultural export and import portfo-

lios can leverage Egypt’s high agricultural yields and amplify their share of natural

water resources through the export of high value, high water efficiency crops (fruits

and vegetables) and the import of low value, low water efficiency crops (grains). Inter-

basin connectivity will be key in the future and using these relationships to import

water-intensive commodities like meat can allow allocation of water elsewhere [289].

Finally, studies have shown that a high rate of population growth is one of the most

important factors in worsening future water deficits [3], and further reducing rates of

growth through proven methods like healthcare expansion and education [179] will
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slow decreases in per capita water share, a key metric of water scarcity.

Increased industrial demand for water will come with economic growth and di-

versification, and tourism and urbanization will drive municipal demand. As Egypt’s

neighbors grow alongside Egypt, they have already begun to exert new pressures.

This is especially important with the imminent completion and filling of the Grand

Ethiopian Renaissance Dam (GERD). The effect of the GERD was not quantitatively

included in this analysis, but is acknowledged as an additional potential stressor, es-

pecially with regards to increased upstream withdrawals [277] [18].

Demand and supply of water will also be affected by climate change, although we

do not analyze those changes in this study. At a large scale, while climate change will

result in small increases in the mean flow of the river, it will increase inter-annual

variability of flow and increase the need for additional storage [238]. Sea level rise

and saltwater intrusion are already a threat to freshwater resources in the Nile Delta

and will further affect the potability of water for agricultural and municipal purposes

[104] [1]. Increased temperatures will affect both agricultural productivity and crop

suitability, and also increase rates of evaporation from surface water and the field

[99]. Optimizing ecological suitability and irrigation systems is crucial for being able

to adapt to future changes more easily.

In the framing of this study, we posed the question of whether Egypt will continue

to be the gift of the Nile. Historically and culturally the two are synonymous, and

Egypt was, is, and will continue to be dependent on the resources the Nile provides.

However, historical reconstruction and future projections show that the level of de-

pendence has been and must continue to change. In the near future, Egypt will be

dependent on external virtual water to the same level as its level of dependence on

the River, and policies and attitudes will need to reflect and adapt to this new reality.

Through the reconstruction of Egypt’s water demand we have shown here that Egypt

is approaching a threshold between the Nile as a dominant force in sustaining Egypt’s

growth and existence, and a new paradigm characterized by an equally important role

for basin and global interconnection and cooperation.

The results presented here illustrate that the future of water in Egypt is just
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as reliant on external cooperation with its neighbors as it is on its own ability to

optimally manage internal demand and use of water. Adaptations are ultimately in

Egypt’s best interest, as they allow for continued growth and prosperity with more

careful management of resources. Egypt has the chance to be an example for other

developing water scarce nations, and a leader in the Nile Basin. If changes are not

made it will soon serve as an ecological cautionary tale with implications for the entire

region.

84



Chapter 3

Summer Climate Change in the

Midwest and Great Plains due to

Agricultural Development during the

Twentieth Century

Relevant Papers and Presentations

Nikiel, C.A. and E.A. Eltahir, 2019: Summer Climate Change in the Midwest and

Great Plains due to Agricultural Development during the Twentieth Century. J.

Climate, 32, 5583-5599, https://doi.org/10.1175/JCLI-D-19-0096. © American Me-

teorological Society. Used with permission. [180]

Nikiel, C.A. and Elfatih A.B. Eltahir (2018). Regional Climate Change in the

Central United States due to Agricultural Development during the 20th Century.

Presented at the American Geophysical Union (AGU) Fall Meeting, Washington,

D.C. December 2018.
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3.1 Introduction

The Midwest and Great Plains of the United States contain some of the most pro-

ductive and expansive areas of agricultural land in the country as well as sizable

proportions of the population. This area, colloquially known as the Cornbelt, is one

of the highest yielding global agricultural areas for maize [20] and the United States

is a leading exporter of soybeans and corn [240, 241]. Additionally, urban centers

such as Chicago, Illinois, Indianapolis, Indiana, and Columbus, Ohio are in the top

20 most populous cities in the United States [260].

While definitions of the Midwest and Great Plains differ, this study focuses on

states that encompass the areas of highest agricultural development and production

— North Dakota, South Dakota, Nebraska, Kansas, Minnesota, Wisconsin, Missouri,

Michigan, Iowa, Illinois, Indiana, and Ohio. Agricultural development has dominated

land use change in this region during the 20th century and is an increasingly important

area of focus for climate studies [203, 202]. Cropland areas are particularly sensitive

to drought and other extreme conditions, and the economic importance of this region

makes understanding regional and local climate impacts here a particular concern.

Assessments have noted that damages to agriculture in these regions from drought,

floods, and extreme heat are among the biggest threats in a changing climate [263].

While crops are impacted by climate change, large scale agricultural land use

has been shown to have climate feed-backs. Several studies suggest that rapidly

changing land use conditions in the 20th century may have partially masked the

signal of greenhouse gas (GHG) triggered climate change in this region [24, 131]. In

the exploration of the climate-agriculture-water nexus in this thesis, we approach this

topic with an understanding that agriculture impacts the other two factors as it is

itself impacted by them.
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Figure 3-1: Million hectares of irrigated [red] (HID [239]) and non-irrigated [blue]
(LUHv1 [33]) cropland in the model domain area (30-51N,71-112W) from 1900-2000

3.2 Background

Cropland expansion and redistribution has been widespread in the Central United

States in the 19th and 20th centuries. Cropland areas have largely disappeared in

the East while they have replaced open grassland in the Great Plains up through

Canada. Small fluctuations occurred throughout the 20th Century but the majority

of changes in cropland distribution happened prior to the 1940’s (Fig. 3-1).

Another major agricultural change has been an increase in yield. Corn has seen an

average yield increase, weighted by annual state production total, in the Midwest of

370% from 1900 to 2016, with almost all the increase occurring after 1935 [262] (Fig.

3-2). Soybean has seen a weighted average yield increase of 400% from 1924 to 2016

(Fig. 3-3). This increase in yield is attributed partially to management improvements

like mechanization, fertilizer, and new varieties [56] and partially to more favorable

growing conditions [130] [224].

While the larger trends in both of these crops are positive and linear, the time

series are marked by a large inter-annual yield variability, and clearly show losses

attributed to major seasonal events such as drought in 1988 and floods in 1993.

[20]. Studies have attributed regional summer cooling over agricultural areas in the

Midwest to this agricultural intensification [172, 9].

87



Figure 3-2: Yield of Corn (BU/Acre) in Midwestern States from 1900-2016 take from
USDA NASS Survey Statistics ([262]).

Figure 3-3: Yield of Soybean (BU/Acre) in Midwestern States from 1900-2016 take
from USDA NASS Survey Statistics ([262]).
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Finally, irrigation began to increase in the Midwest and Great Plains around

the same time as the uptick in yields and comprises the third main component of

agricultural development that will be modeled [239]. Three large irrigated areas in

Eastern Nebraska, the southern Mississippi River Valley and the Texas Panhandle are

all included in the modeling domain despite their exclusion from the immediate region

of interest. Eltahir (1998) proposed a connection between soil moisture increases

and energy balance changes that are also applicable in irrigated areas [58]. Studies

have shown that evapotranspiration and latent heat flux, a measure of the turbulent

transport of moisture away from the surface and into the atmosphere, are increased

over irrigated areas [58, 5, 190, 92, 142, 206, 113, 36]. Conversely, sensible heat flux,

the complementary component of turbulent heat transfer away from the surface, is

reduced as a result. This increase in latent heat flux is accompanied by surface cooling

in irrigated areas [131, 113, 206, 172, 125, 144].

Additionally, it has been proposed that irrigation increases precipitation downwind

of the irrigated area even when precipitation is suppressed directly over irrigation

[44, 142, 113, 119, 121, 10, 11, 145]. These effects are tied to an alteration of the large-

scale circulation, atmospheric moisture content, and moist static energy [192, 131, 121,

10, 11, 36, 88, 145] that also correspond with decreases in planetary boundary layer

(PBL) height. However, the competing effects on convective potential directly over

irrigated areas due to modification of energy and moisture fluxes still leave uncertainty

as to their impact on preciptiation [125, 92, 206, 119, 121, 145]. Additionally, several

studies have noted that circulations induced by cooling over irrigated areas can either

augment or counter existing atmospheric patterns such as the Lower Level Jet (LLJ)

[113] or monsoonal circulation, [121] and influence the overall pattern of moisture

advection and precipitation.

A study of the effects of agricultural development in this region of the United

States is justified due to the anomalous observed changes in summer temperature

and precipitation that have occurred in this area in the latter half of the 20th Cen-

tury — dubbed the "Warming Hole" [194]. Although the position, intensity and

proposed causes of the warming hole differ depending on the framing of the study,
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multiple recent studies have shown the presence of a summer warming hole (Fig. 3-4)

centered in the Central United States and stretching into Canada and have proposed

agricultural land use change as a cause [195, 198, 154, 9]. Douglas (2016) identified a

Region of Significant Change (ROSC) (39-48∘ N and 100-82∘ W) and showed that a

comparison of 1920-1949 to 1970-1999 climatologies highlighted a period of significant

change, corresponding both with irrigation expansion and yield increases [54]. Ob-

served changes in temperature [172], precipitation [9], and humidity [28] in this region

have been attributed to agricultural land use changes. The U.S. warming hole is a

rare, but not unique, phenomena. Central and Eastern China has also experienced a

similar cooling and wetting over the same period (see Sup. Fig. 3-4 in Alter et al.

(2018) [9]) and Zhang et al. (2016) identified a late century warming hole through

an analysis of summer maximum and minimum temperature ratios [290].

Natural internal variability can also influence regional climate on decadal and

centennial scales. Sea surface temperature has been a well documented forcing of

seasonal precipitation and temperature changes in the United States [263]. In general,

drought conditions and warmer summertime temperatures in Central North America

are connected to a cold Pacific ocean and a warm Atlantic ocean [252, 232, 234, 231,

267, 76, 222, 268, 38, 233, 266, 52, 124] with many studies emphasizing either the

role of the Pacific [232, 7, 128, 231, 76, 268, 159, 30, 124] or the Atlantic [60, 127,

133, 273, 274, 177]. In particular the correlation to the North Atlantic is strong for

the analysis regions in this study (Table 3.1). A further study of SST teleconnections

and the connection to patterns like the Great Plains Lower Level Jet can be found in

the Appendix.

Fig. 3-5 shows the Pearson correlation coefficient between grid cell time series of

July-August averaged precipitation and the area averaged North Atlantic SST in the

same months. The observed changes in precipitation in the CRU data are also shown

for comparison. The pattern of correlation closely matches the observed changes

and are consistent with the changes that might be expected as the North Atlantic

transitioned from a very warm period in 1920-1949 to a very cool period in 1970-1999

(Fig. 3-6).
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Figure 3-4: Observed changes in (a) mean surface temperature (degrees C)
(CRUTS4.01), (b) precipitation (%) (CRUTS4.01), (c) maximum surface temperature
(degrees C) (CRUTS4.02), and (d) evapotranspiration (%) ([140]). Change shown is
the difference between July-August monthly average from 1920-1949 to 1970–1999.
Stippling shows a significant change between the two periods according to a Kol-
mogorov–Smirnov test at the 5% significance level.
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Figure 3-5: Comparison of a) July-August average precipitation changes (%) in the
CRU data from 1920-1949 to 1970-1999 and b) Pearson correlation coefficient be-
tween detrended and standardized grid point anomaly timeseries of CRU data and
area averaged, standardized, detrended North Atlantic SST temperature anomalies
(degrees C) (37-53∘N, 303-317∘E). The region is the same as that described in Donat
et al. (2016) [52]

Figure 3-6: Timeseries of area averaged, standardized, detrended SST anomalies
(degrees C) for North Atlantic (37-53∘N, 303-317∘E) (blue), Tropical Pacific (1S-
9N, 197-209E) (green) and Central North Pacific (29-35∘N, 179-195∘E) (red) and
observed precipitation anomalies (mm/day) (CRU) in the Midwest (38-48∘N, 82-
109∘W) (black) and Great Plains (33-48∘N, 95-109∘W) (grey). Baseline period used
for anomalies is 1981-2010.
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Table 3.1: Pearson correlation coefficients between July-August area averaged, stan-
dardized, de-trended anomalies of CRU temperature and precipitation and the follow-
ing SST time series. *indicates significance at p = 0.05 and **indicates significance
at p = 0.01. T = Temperature and P = Precipitation.

𝑀𝑖𝑑𝑤𝑒𝑠𝑡 𝑇 𝐺. 𝑃 𝑙𝑎𝑖𝑛𝑠 𝑇 𝑀𝑖𝑑𝑤𝑒𝑠𝑡 𝑃 𝐺. 𝑃 𝑙𝑎𝑖𝑛𝑠 𝑃
North Atlantic

(𝐷𝑜𝑛𝑎𝑡 𝑒𝑡 𝑎𝑙., 2016) 0.31** 0.34** -0.43** -0.20*
Tropical Pacific
(𝑀𝑒𝑖 𝑒𝑡 𝑎𝑙., 2011) -0.20* -0.18 0.29** 0.24**

Central North Pacific
(𝑀𝑒𝑖 𝑒𝑡 𝑎𝑙., 2011) 0.25** 0.16 -0.25** -0.15

3.3 Data

The experiments conducted in this study are made possible through the use of several

newly developed data sets, allowing for a more in-depth picture of the changes that

have occurred in this region over the course of the entire 20th century. The reanal-

ysis data set used here to provide lateral boundaries and initial conditions for the

historical runs is CERA-20C, developed by the European Centre for Medium-Range

Weather Forecasts (ECMWF) [57]. CERA-20C is the newest generation product de-

veloped through the ERA-CLIM2 project developed on 91 atmospheric model levels

and with a land resolution of 125 km with 4 soil layers and an ocean grid resolution

of 110 km with 42 levels [57]. This coupled ocean-atmosphere product assimilates

sea surface pressure from the International Surface Pressure Databank (ISPD) and

the International Comprehensive Ocean-Atmosphere Data Set (ICOADS) as well as

marine winds from ICOADS; CERA-20C also uses ocean temperature and salinity

profiles from HADISST2 [134]. The simulations are run with ensemble member 5

from the 10-member product. This ensemble member was chosen because it exhibits

less of a warm bias in the early centuries than the other members in the region of

interest.

However, caution must be used in interpretation of early century simulations as

there is evidence that the reanalysis data is less reliable. There is a wide spread in
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Figure 3-7: (a) CERA-20C ensemble spread in temperatures (K) averaged over
the Great Plains. (b) As in (a), but for the Midwest. (c) July–August average
temperature change (∘C) from 1920–1949 to 1970–1999 in ERA-20C 2-m temperature
(ECMWF). (d) As in (c), but for CERA-20C. (e) As in (c), but for NOAA 20CR
V2c.

the 10-member ensemble of CERA-20C, although this stabilizes in the mid-century

(Fig. 3-7 a,b). More evidence for reanalysis shortcomings is seen in an intense cooling

feature in Canada that does not exist in the observations (Fig. 3-7 c,d,e). This anoma-

lous cooling is present in CERA-20C and another ECMWF product, ERA-20C [204],

as well as NOAA 20CR V2c developed by the National Oceanic and Atmospheric Ad-

ministration (NOAA) in collaboration with the Cooperative Institute for Research in

Environmental Sciences (CIRES) [35]. Analysis methodology was chosen with these

potential problems in mind, and an attempt was made to minimize their impacts on

the results. Although anomalous boundary condition features will show in results that

present a single simulation, results that show the changes due to vegetation and GHG

are free of boundary condition error because all simulations are conducted with the

same set of boundary conditions. This cooling feature provides further justification

for the use of ensemble 5 from the 10-member CERA20C reanalysis product, as the

cooling is less intense and widespread than in some of the other ensemble members.
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Figure 3-8: Biome distribution maps used as land surface input for select years.

Land surface boundary conditions are compiled from three separate data sources:

1) A 5-minute resolution potential vegetation dataset [207] 2) the Harmonized Global

Land Use Dataset 1500-2100 (LUHv1) for cropland designation at 0.5-degree reso-

lution [118, 33] and 3) The Historic Irrigation Dataset (HID) at 5-minute resolution

[239]. A composite land surface dataset was then developed for each decade (Fig.

3-8). With a 50% threshold for cropland and a 25% threshold for irrigation. More

information on composition of land use data can be found in [178].

To determine agricultural intensification, data on acres harvested, acres planted

and yield for corn were obtained from the U.S. Department of Agriculture’s (USDA)

National Agricultural Statistics Service (NASS) [262]. Yield can be translated to net

primary production (NPP) through an inventory-based method that has been used

widely [205, 107, 275, 169, 15, 139, 123]. This yield increase was then designated

within the model by a modification of the net crop photosynthesis rate, as net primary

production is a measure of the amount of carbon fixed into new biomass in vegetation

and can broadly be described as the difference between photosynthetic production

and respiration [221]. NPP rates in the model were tuned to a corn equivalent NPP

derived from a reconstructed 1992 NPP spatial map developed by Prince et al. (2001)
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[205]. In the model cropland has the physiological characteristics of a C4 pathway

crop and therefore all values were determined as corn NPP equivalent for consistency.

More information on representing agricultural intensification can be found in Nikiel

(2018) [178].

Observed temperature and precipitation data come from the Climatic Research

Unit Time Series (CRUTS4.01) developed by the University of East Anglia which

spans 1901-2016 at 0.5∘ (latitude) x 0.5∘ (longitude) resolution [93]. Historical trends

in evapotranspiration data are taken from the Livneh daily CONUS near-surface grid-

ded meteorological and derived hydro-meteorological data provided by the NOAA-

OAR-ESRL PSD, Boulder, Colorado, USA, from their Web site at https://www.esrl.

noaa.gov/psd/, which are available from January 1915 to December 2011 at 1/16∘

(latitude) x 1/16∘ (longitude) resolution [140]. SST observations are taken from the

Extended Reconstructed Sea Surface Temperatures Version 5 (ERSSTv5) [112]. In

this study, the SST regions used are the North Atlantic (37-53∘ N, 303-317∘ E closely

matching Donat et al. (2016) [52]), Tropical Pacific (1S-9∘ N, 197-209∘ E) and Central

North Pacific (29-35∘ N, 179-195∘ E) where the latter two are roughly derived from

regions used in Mei et al. (2011) [159].

The ocean boundary conditions are set using the Hadley Centre Sea Ice and Sea

Surface Temperature Data Set (HADISSTv1.1) provided by the Met Office Hadley

Centre in collaboration with the National Oceanography Centre, Southampton and

the Lamont-Doherty Earth Observatory of Columbia University [212]. Finally, GHG

concentrations were designated annually for CO2, CH4, N2O, CFC-11, and CFC-12

using the concentrations approved for use in the CMIP5 project and in preparation

for the Intergovernmental Panel on Climate Change (IPCC) Annual Report 5 (2013)

[160].

3.4 Methodology

The simulations for this study were performed using the MIT Regional Climate Model

(MRCM). MRCM is an updated version of the Regional Climate Model Version 3
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Table 3.2: Description of Simulation Experiments

𝐵𝑜𝑢𝑛𝑑𝑎𝑟𝑦 𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛𝑠 𝐺𝐻𝐺 𝑉 𝑒𝑔𝑒𝑡𝑎𝑡𝑖𝑜𝑛
nV-nG Evolving Static Static
nV-G Evolving Evolving (annual) Static
V-G Evolving Evolving (annual) Evolving (decadal)

(RegCM3) climate model, originally developed at the National Center for Atmo-

spheric Research (NCAR) and maintained by the International Center for Theoret-

ical Physics (ICTP). The model has been further modified by the Eltahir research

group to improve representations of albedo, dust emissions, cloud and convection

schemes, and boundary layer dynamics [152, 153, 83, 81, 82]. MRCM is composed

of an atmospheric circulation model coupled with a land surface model. The present

setup uses the Grell Cumulus Scheme with the Arakawa and Schubert convective

closure assumption [14, 87]. This combination has been shown as the most appro-

priate in previous studies of the Midwestern United States [278, 279, 280]. A vital

development for MRCM was the replacement of the original land surface model, the

Biosphere-Atmosphere Transfer Scheme (BATS), with the Integrated BIosphere Sim-

ulator (IBIS) [278]. Several studies have noted the suitability of RegCM3 [51, 131, 48],

and of a coupled RegCM3-IBIS framework, for regional climate modeling in the Cen-

tral United States [279, 280].

A 3-member ensemble per experiment set of simulations is presented here. All

simulations are run on a domain centered at 40.5∘ N and 91.5∘ W with a 30-km

grid spacing, and 122 zonal points, 80 meridional points and 18 vertical sigma levels.

The outer 9 grid cells are not included in analysis in order to avoid any boundary

effects. The CERA-20C simulations are run as three ensembles initiated at January

1-3, 1901 through December 31, 2005. Each set is composed of three simulations:

1) No vegetation development and no GHG increases (nV-nG), 2) No vegetation

development with realistic GHG increases (nV-G), and 3) Vegetation development

and realistic GHG increases (V-G) (Table 3.2).

The simulations with no vegetation development and no GHG were run with 1900
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conditions for those parameters respectively. The V-G simulation in each of the sets is

run in decadal segments (except the first simulation which is run from 1901 to 1905)

with the land use map being updated to reflect cropland and irrigation expansion

in the 10 years surrounding 1900, 1910, 1920, etc. The decadal runs were run with

one extra year at the beginning of each of the decadal simulations – starting January

1-3 depending on the ensemble – which was not used in the post-processing and the

construction of the full time-series.

Soil moisture conditions are equilibrated for the region with long term offline

simulations of IBIS, and no longer spin up time was needed to establish equilibrium.

Irrigation was initially introduced into MRCM for testing land-atmosphere processes

in semi-arid regions, and the original irrigation scheme was set to return the root

zone soil moisture at every time step to the weighted average root zone field capacity

in each of the four top layers that make up the root zone (0-100 cm) [151]. The

same irrigation setup was later used to investigate the effects on precipitation in the

Gezira region in East Africa and in West Africa in conjunction with the West African

monsoon [119, 121, 11]. In the current setup, the model is slightly modified in order

to more realistically represent irrigation in the region. Rather than replenishing the

root zone constantly, irrigation is applied when a threshold of 75% of average root

zone relative field capacity is reached. Additionally, irrigation is restricted from July

to September rather than May to September, which aligns with a restriction on crop

growth before July.

The analysis is performed for two main regions, the Great Plains (33-43∘ N, 95-109∘

W) and the Midwest (38-48∘ N, 82-109∘ W) (Shown in dashed lines in Figure 3-9). The

ROSC identified by Douglas (2016) [54] is mostly included within these two regions,

but the distinction is made between these two analysis regions in order to be mindful

of differences in seasonal precipitation climatology, SST teleconnection influences, and

differing components of agricultural development. The time periods of comparison

are 1920-1949 (early period) and 1970-1999 (late period) which are consistent with

Douglas (2016) and Alter et al. (2018) [54] [9]. Additionally, all averages are shown

for July-August, the period of maximum crop growth and irrigation impacts. This
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time period also overlaps with previous studies and allows for comparison [5, 190, 44,

9]. Where appropriate, area averaged changes are accompanied by a description of

significance from the results of Kolmogorov-Smirnov two sample test (K-S test) at a

95% confidence level (N = 30) [102, 237].

3.5 Results and Comparison to Observations

3.5.1 Temperature

In the observational data, temperatures decreased an average of 0.31∘ C (0.16∘ C) in

the Great Plains (Midwest) between the early and late period, with isolated cooling

in the Midwest of 1-1.5∘ C (Fig. 3-9a). These areas of cooling are surrounded by

warming along the East coast and into the Northeast and Canada, as well as in the

West.

While differences exist in the spatial distribution of temperature changes and the

magnitude of peak cooling and warming, cooling occurs in both observations and

simulations through the Central Great Plains and Midwest. Overall, agricultural

development led to widespread cooling throughout the domain, particularly in areas

that are irrigated or intensified over the simulation period (Fig. 3-9c). Pockets of

heating are seen in the East, due to the reduction of cropland in the land use data-set,

and the reversion to forest type biomes present in the potential vegetation dataset.

Whether this reforestation actually occurred is beyond the scope of this study and is

a limitation of the development of the land use dataset. GHG lead to overall warming

in the domain with patches of cooling (Fig. 3-9d). The magnitude of this change is

much smaller than the change due to the vegetation or the background conditions.

In order to estimate the impact of SST, a multi-linear regression was conducted

at every grid point between the three SST regions identified earlier and CRU ob-

servational data. The time series were detrended as before. The SST impact on

temperature is shown to be weaker than vegetation, and also concentrated in the

Northwest of the domain, not aligned with the major agricultural areas, and offset
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Figure 3-9: (a) July–August mean surface temperature change (∘ C) from 1920–49
to 1970–99 in observation (CRUTS4.01) data, (b) change in V-G simulation, (c)
change due to vegetation in simulations, (d) change due to GHG in simulations,
and (e) estimates of temperature change attributed to SST in the North Atlantic
(378–53∘N, 3038–317∘E), tropical Pacific (1∘S–9∘N, 197–209∘E), and central North
Pacific (29–35∘N, 179–195∘E) using a multilinear regression to observed CRU tem-
perature. (f) Time series of area-averaged temperature in the model ensemble (blue)
with shading representing the standard deviation of the three-run ensemble. CRU
data are shown in black
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Figure 3-10: a-c) July-August percent precipitation change (%) from 1920-1940 to
1970-1999 attributed to changes in the North Atlantic (37-53∘N, 303-317∘E) (top),
Tropical Pacific (1S- 9∘N, 197-209∘E) (middle), and Central North Pacific (29-35∘N,
179-195∘E) (bottom) d-f) same as (a-c) except for absolute precipitation change
(mm/day). g-i) same as (a-c) except for absolute temperature change (degrees Cel-
sius).

from the observed pattern of change (Fig. 3-9e). Impacts of the individual SST re-

gions calculated using linear regression can be seen in Figure 3-10, and it can be seen

that the North Atlantic contributes most to the estimated change.

The largest deviations in the cooling pattern are due to the influence of the bound-

ary conditions and associated errors (Fig. 3-11). The abnormal cooling in the North-

west of the domain and heating along the East coast in this component has a strong

influence on the overall change, compared to the impact of vegetation and GHG in

these areas. The simulations have more skill in matching the observed temperatures

in the two regions after 1950, especially in the Great Plains (Fig. 3-9f), and this

again points to the increased reliability of boundary conditions post-1950.
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The area averaged changes in temperature attributed to agricultural development

(expansion of cropland, development of irrigation, and intensification) in the Great

Plains (Midwest) is -0.32 (-0.24) ∘C; the change attributed to GHG is 0.02∘C in both

regions. The vegetation impact is shown to have an order of magnitude more impact

than GHG on these regions. The temperature effect due to vegetation is higher in the

Great Plains likely due to the enhanced evaporative cooling in irrigated areas. Aver-

aging over grid cells that are designated as non-irrigated (irrigated) cropland in the

2000 land use map, the average temperature change associated with the agricultural

development is a cooling of 0.6∘C (1.5∘C). The average irrigated cooling compares

well to the July irrigation mean cooling of 1.4∘C in Adegoke et al. (2003) [5], while

Lobell et al. (2009) [143] found an irrigation cooling of 0-10∘C with roughly 5∘C in

July-August in Nebraska. Alter et al. (2018) found a cooling of 1∘C in intensified

cropland areas [9]. The average cooling from vegetation and heating from GHG in

these regions was able to collectively approximate the observed cooling.

The "residual" change in these regions is found to be small, and on the order

of the impact from GHG between the early and late periods. This suggests that

the bulk of the surface cooling in mean July-August temperatures between these

two periods in these regions can be attributed to agricultural development, and that

natural variability likely played a minimal role in creating the spatial pattern of the

temperature change between these two periods. Although this period corresponds

with a mid century hiatus in global surface temperature trends from the 1940s to

1970s [91], the pattern of regional cooling investigated here is distinct and is coincident

with increased precipitation as described below.
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Figure 3-11: Absolute July-August temperature change (degrees C) from 1920- 1940
to 1970-1999 shown in a) CRU data b) MRCM nV-nG simulations i.e. the change
attributed to residual forcings (not vegetation or greenhouse gas concentrations). c)
Estimates of combined temperature change attributed to SST in the North Atlantic
(37-53∘N, 303-317∘E), Tropical Pacific (1∘S-9∘N, 197-209∘E), and Central North Pa-
cific (29-35∘N, 179-195∘E) using a multilinear regression to observed CRU temper-
ature d) An estimation of boundary errors, made by removing SST influence in (c)
from changes seen in the nV-nG simulation.
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3.5.2 Precipitation

In the observational data, precipitation increased an average of 0.18 mm/day (0.34

mm/day) in the Great Plains (Midwest) between the early and late period, which

amounts to an increase of 9% (16%), with isolated increases in the Midwest of 30%

(Fig. 3-12a). The increase in precipitation that occurs in the Central United States

contrasts with the drying that occurs to the east of the Appalachian Mountains.

A dominant pattern of precipitation changes — a dry-wet-dry banding moving

from the northwest to the southeast — is captured in the simulations as well as

the observations (Fig. 3-12a-b). However, the strongest precipitation feature in the

observations — wetting in Great Plains and particularly in the Midwest — is not

present as a distinct feature in the simulations though both show an average increase

in precipitation in this area. The increases in precipitation due to vegetation resembles

the pattern of increase seen in the observations (Fig. 3-12c).

GHG do not cause a distinct pattern of precipitation change (Fig. 3-12d) and

the precipitation increases caused by vegetation are similar in spatial pattern but do

not match the intensity of observed change. While changes broadly occur in areas

of agriculture development there does not seem to be a distinct pattern of change

associated with irrigation specifically. There is an increase in precipitation of 4.3%

and 5.2% in non-irrigated and irrigated areas respectively. Alter et al. (2018) found

an increase in July-August rainfall of 0.15-0.45 mm/day (5-15%) due to intensification

over large areas the Great Plains with isolated increases of 0.6 mm/day (20%) [9]. Lo

and Famiglietti (2013) found an increase in summer rainfall of 15% in their study of

irrigation impacts in the California Central Valley [142]. The decrease in precipitation

percentage in the West is attributed to the residual forcing (Fig. 3-13) although the

strong magnitude is likely due to a decrease in an already dry area.

The area averaged changes in precipitation attributed to agricultural develop-

ment (expansion of cropland, development of irrigation, and intensification) in the

Great Plains (Midwest) is 0.08 (0.06) mm/day; the change attributed to GHG is 0.03

mm/day in both regions. Precipitation change due to vegetation changes in the sim-
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Figure 3-12: (a) July–August mean precipitation change (%) from 1920–49 to
1970–99 in observation (CRUTS4.01) data, (b) change in V-G simulation, (c)
change due to vegetation in simulations, (d) change due to GHG in simulations,
and (e) estimates of precipitation change attributed to SST in the North Atlantic
(37–53∘N, 303–317∘E), tropical Pacific (1∘S–9∘N, 197–209∘E), and central North Pa-
cific (29–35∘N, 179–195∘E) using a multilinear regression to observed CRU precipi-
tation. (f) Time series of area averaged precipitation in the model ensemble (blue)
with shading representing the standard deviation of the three-run ensemble. CRU
data are shown in black.
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Figure 3-13: Absolute July-August precipitation change (mm/day) from 1920-1949
to 1970-1999 shown in a) CRU data b) MRCM nV-nG simulations i.e. the change
attributed to residual forcings (not vegetation or greenhouse gas concentrations). c)
Estimates of combined precipitation change attributed to SST in the North Atlantic
(37-53∘N, 303-317∘E), Tropical Pacific (1∘S-9∘N, 197-209∘E), and Central North Pa-
cific (29-35∘N, 179-195∘E) using a multilinear regression to observed CRU precipita-
tion d) An estimation of boundary errors, made by removing SST influence in (c)
from changes seen in the nV-nG simulation.
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ulations is therefore roughly double the impact from GHG. However, unlike in the

temperature results, the "residual" change in these regions is not negligible, especially

in the Midwest where nearly 75% of the observed change is not explained by either

vegetation or GHG increases in the model simulations. This suggests that one or more

additional forcings contributed to the July-August average precipitation changes over

this area between the early and late period. However, the patterns of precipitation

change in the full simulations were shown to resemble the observed change. Therefore,

it is reasonable to explore the influence of natural variability on this pattern. This

variability in the form of SST forced precipitation change estimates was calculated

in the same way as for temperature, and the result is an increase centered in the

area of agricultural change, with corresponding drying in the East (Fig. 3-12e). The

coherency and strength of the estimated change attributed to SST is greater than

the simulation based impacts of vegetation and GHG. Impacts of the individual SST

regions calculated using linear regression can be seen in Figure 3-10, and it can be

seen that the North Atlantic contributes most to the modeled change.

3.5.3 Evapotranspiration

Evapotranspiration does not have a long-term observational analogue. However, com-

parisons to independent reconstructions of evapotranspiration change in the region

show that the spatial pattern of vegetation induced evapotranspiration changes in

MRCM simulations closely match the pattern in the independent data set developed

using the variable infiltration capacity (VIC) model [140]. Increases in evapotranspi-

ration occur throughout much of the agricultural area and correspond well to modeled

changes, and decreases in evapotranspiration in the Northwest, Missouri and Arkansas

are also captured (Fig. 3-14).

The model and observations also compare well in the absolute daily July-August

average value in the two regions (Fig. 3-14f), especially in the Midwest. This adds

confidence to the selection of vegetation parameters that are used to represent the

intensification of agricultural productivity. Further exploration of evapotranspiration

rates and related impacts on water availability and energy partitioning are explored

107



Figure 3-14: (a) July–August mean evapotranspiration change (%) from 1920–1949
to 1970–1999 in VIC data ([140]), (b) change in V-G simulation, (c) change due to
vegetation in simulations, (d) change due to GHG in simulations, and (e) "residual"
change in simulations due to natural variability, boundary condition errors, and other
non-explicitly defined forcings. (f) Time series of area-averaged evapotranspiration
in the model ensemble (blue) with shading representing the standard deviation of the
three-run ensemble. VIC data are shown in black.

Table 3.3: Description of Agricultural Component Experiments

𝐵𝑜𝑢𝑛𝑑. 𝐶𝑜𝑛𝑑. 𝐺𝐻𝐺 𝐿𝑎𝑛𝑑 𝑈𝑠𝑒 𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑓𝑖𝑒𝑑
PD 1982-2005 (CERA-20C) Evolving (Ann.) 2000 No
FD 1982-2005 (CERA-20C) Evolving (Ann.) 2000 Yes

PDplus 1982-2005 (CERA-20C) Evolving (Ann.) 1900 No
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in Chapters 4 and 5.

3.6 Decomposition of Agricultural Development Com-

ponents

In order to further understand the impact of the three-component agricultural de-

velopment in this region, shorter sensitivity experiments were conducted where the

changes were broken down into the intensification of agriculture and the expansion

of both irrigated and non-irrigated cropland. These experiments are conducted with

CERA-20C but are performed from 1982-2005, and all comparisons are made with

simulations run during this period, removing any influence from changing boundary

conditions. Unlike the other simulation results shown in this chapter, these short-

term simulations are composed of a single run, not a 3-member ensemble. Setup, land

use and parameters for each of the simulations are described in Table 3.3.

Intensification of agriculture creates a more cohesive regional impact with a de-

crease in temperature and an increase in precipitation and evapotranspiration (Fig.

3-15a,c,e). Alternatively, expansion causes a widespread decrease in precipitation and

evapotranspiration, and a mixed temperature impact over agricultural areas (Fig. 3-

15b,d,f). The decreases seen are not surprising, as Sterling et al. (2012) showed

that agricultural areas have a higher evapotranspiration rate than grasslands when

irrigated and a lower evapotranspiration rate otherwise [246]. Expansion can also be

framed here as redistribution of agriculture into the area of interest, as cropland is

eliminated east of the Appalachians and develops in the west. The competing ef-

fects of land use change shown here support an argument for careful inclusion of all

components of land-use change.
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Figure 3-15: July–August average temperature changes (C) in the MRCM short-term
simulations (1982–2005) due to (a) intensification of agricultural land only and (b)
the expansion of irrigated and non-irrigated cropland with consistent productivity.
(c),(d) As in (a),(b), but for precipitation (%). (e),(f) As in (a),(b), but for evapo-
transpiration (%). Data are plotted using a 9-point smoothing function.

3.7 Discussion and Conclusions

In Nikiel (2018), work was presented on expanding the MIT Regional Climate Model

(MRCM) simulation time period capability in order to capture the full 20th century,

as well as on developing a methodology to capture the full extent of agricultural

change within the capabilities of the Integrated Biosphere Simulation (IBIS) land use

model [178]. This chapter builds on this work substantially and includes a further

investigation of the natural variability and SST teleconnections at play in this region,

updates in simulation and analysis region and methodology, and a decomposition

of the competing effects of land use change components. Additionally, this analysis

includes changes in evapotranspiration in the region, a variable strongly tied to agri-

cultural development and summer moisture availability that will be explored more in

depth in Chapter 4.

This study introduces several novel results to the existing literature on the impacts

of agricultural development on climate in the Midwest [255, 48, 10, 172, 9]. First,
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this study presents the consideration of continuous expansion and intensification of

agriculture throughout the 20th century, rather than a simple sensitivity study within

a single time period. Additionally, all three elements of agricultural development -

expansion, irrigation, and yield increases - are included rather than a subset, and are

allowed to evolve concurrently through time using recent, long term land use data

and reanalysis. Extensive installation of drainage tiles during the late 1800s and early

1900s in the states included in our Midwest region is not discussed here for several

reasons. Firstly, drainage is intended to moderate spring soil moisture peaks and, as

will be discussed in Chapter 4, the connection to changes in July-August is complex.

Additionally, it is likely that the reduction in spring soil moisture excess is not enough

to move the evaporation regime from energy-limited to water limited and therefore is

unlikely to have an effect on the partitioning of latent and sensible heat fluxes.

Through careful inclusion of all major components of agricultural development

that influence energy and water budget partitioning, this study was able to model

the influence of these land use changes on the regional climate of the Midwest and

Great Plains during the 20th Century. Vegetation changes had a substantial impact

on temperature in the region, with strong cooling in agreement with observed change,

especially given the relatively weak historical GHG effect. Precipitation variability

and change during the period are more complex, and influences from vegetation and

GHG are not enough to explain observed precipitation changes. In particular for

precipitation, both agricultural intensification and expansion play distinct and oc-

casionally opposing effects on shaping the pattern of changes in this region. The

coherent cooling and wetting effect of intensification is modified by shifting land use

patterns and the drying that accompanies them. These compounding effects show

the importance of carefully considering and including all relevant details of land use

forcings.

It is important to consider the areal extent of agriculture and its productivity

separately within the climate system for two reasons. First, as shown in the sensitivity

studies, they have, at times, opposing effects and modify the energy and water budgets

to different degrees. Second, in the course of the 20th century, and likely in the
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future, these changes have had different development arcs. While expansion and

redistribution of cropland areas was dominant in the early part of the century and

continued more modestly in later decades, intensification began in the 1930’s and

40’s in the US and has seen a consistent rise. Future population growth and food

demand increase pressure to maintain and improve productivity even while cropland

area itself is shrinking [263, 210]. As the balance of land use components changes in

the future, so will their effects on regional climate. Areas that have seen significant

agricultural development in the 20th century may stabilize in the 21st, allowing GHG

and other anthropogenic factors to drive future changes in a way that breaks from

historical trends. Therefore, it is important to carefully consider each component as

well as a holistic view to understand the breakdown of effects as well as realistically

depict changes in model simulations.

Although the results here show that land use change has shaped the regional

climate changes in this region over the last century, natural internal variability is

shown to be influential. Literature has highlighted the strong impact of natural vari-

ability in North America [47] and in the occurrence of the warming hole itself [16].

An understanding of the importance of these natural variations has been taken into

consideration in the multiple member design of this study, and the consideration of

non-anthropogenic forcings on the observed changes. The decadal variability of SST

patterns, particularly in the Atlantic, seem to have played a role in precipitation

changes, with supporting influences from the Tropical Pacific and the Central North

Pacific. The mechanism for this change is probably the strengthening and westward

expansion of the North Atlantic Subtropical High (NASH) [268, 111], which is ex-

plored further in the supplementary material for this chapter.

By combining the three major forcings considered here — agricultural develop-

ment, GHG, and SST patterns — a superposition of simulation results and observa-

tion based estimates is able to reproduce, to a large degree, the pattern of precipitation

and temperature changes that occurred in the Central United States during the 20th

century (Fig. 3-16).
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Figure 3-16: (a) Observed July–August precipitation change (mm/day) from
1920–1949 to 1970–1999 in CRU data. (b) Composite precipitation change in the
same period from simulated vegetation and GHG impacts as well as estimated SST
influence (individual components shown in Figs. 3-12c–e). (c) Observed July–August
temperature change (∘C) from 1920–1949 to 1970–1999 in CRU data. (d) Composite
temperature change in the same period from simulated vegetation and GHG impacts
as well as estimated SST influence (individual components shown in Figs. 3-9c–e).
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Chapter 4

Impact of Climate Change on the

Hydrology of Summer Agriculture in

the American Midwest

Relevant Papers and Presentations

Nikiel, C.A. and Elfatih A.B. Eltahir (2021). Impact of Climate Change on the

Hydrology of Summer Agriculture in the American Midwest. In preparation for sub-

mission to Journal of Climate.

4.1 Introduction and Background

The United States is a vital supplier of corn and soybean to the world, producing

upwards of 30% of the total market in both summer crops [155] [240] [241], with an

agricultural product market value of over $76 billion dollars in 2007 [98]. Much of

the production of these crops is in an area known as the "Cornbelt" that spans the

Midwestern United States, and is centered over Iowa, Illinois, Indiana, and Ohio (Fig.

4-1a) [271]. As seen in Chapter 3, yields in this region have increased dramatically

over the 20th century, up to 400% (Fig. 3-2 and 3-3), and the production in this region
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is of national and international importance (Fig. 4-1b) [262]. Climate studies focused

on this region are important because changes in the mean climate and variability of

the region in the long-term may affect the yield potential of crops, and conditions

that have been favorable for yield increases may disappear [197]. Even in the very

short term, increased temperatures and depressed precipitation can severely impact

the health of a season’s harvest [74]. For example, the drought of 1988 resulted in a

30% reduction in grain yields [98]. Understanding the conditions that have supported

this agricultural production in the past — and how they may change in the future —

is important given increasing global demand for food and feed.

Despite its position as an agricultural powerhouse today, the Cornbelt region in

its pre-developed state was not a prime candidate for intense cultivation. Historically

an ecologically rich swampland, this region was an attractive source for lumber for

the eastern seaboard markets of the colonies and early America especially after the

completion of the Erie Canal in 1825 [41]. In 1849, the passage of the first Swamplands

Act turned over wetland areas to states into order to reclaim them for useful purposes,

since they were viewed largely as areas that spread disease [156]. This reclamation

took off dramatically when drainage tiles became mass produced and more easily

accessible, and the newly drained land became some of the most productive in the

country [156]. Today, roughly 95% of wetland areas in the Cornbelt have been drained

for both animal pasture and crop agriculture with most of this drainage occurring pre-

1930 [156] [242]. Connection to the east coast of the United States through the Great

Lakes and an expanding railroad network made the area economically favorable for

large scale commercial production [114]. To this day, a substantial amount of the

Cornbelt is drained annually (Fig. 4-1c, Fig. E-1) [264].

The natural hydrology of the area is characterized by a fall, winter, and spring

where precipitation exceeds evapotranspiration and creates a peak in soil moisture in

the late spring (Fig. 4-2a-b); very wet springs can cause significant delays in planting,

early crop losses, and long-term yield impacts [287]. This spring peak necessitates

the extensive drainage of the area, and during spring the combined effect of natural

drainage and artificial drainage contributes to stream flow, but more importantly,
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Figure 4-1: a) 1975-2004 average fraction of grid cell (0.25x0.25 degree) used to grow
C4 pathway annual crops [117]. Black boxes show analysis regions, 1-3 from left to
right. Region 1 (264.5-268.5∘E,39.5-45.5∘N), Region 2 (268.5-272.5∘E,37.0-43.0∘N),
and Region 3 (272.5-276.5∘E,37.0-43.0∘N). The full area is referred to here as the
Heartland b) Total harvested area (Acres) [red] and total production (Bushels) [blue]
of grain corn in Iowa, Illinois, Indiana, and Ohio from 1866-2020. [262] c) Percentage
of acres of harvested cropland drained by subsurface tiles in 2017 [261].
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constrains the peak and variability of soil moisture. This is seen through the higher

correlation between total spring (JFMAM) precipitation and peak streamflow in Illi-

nois during the same period (R2 = 0.53), versus the relationship between precipitation

and peak soil moisture in JFMAM (R2 = 0.19) (Fig. 4-2c). Additionally, peak soil

moisture in the spring from 1984-2018 varied roughly half as much as summer min-

imum soil moisture from June-September (JJASO) illustrating the management of

spring moisture in this region (Fig. 4-2d). After its peak in April to May, root

layer soil moisture declines throughout the summer when evapotranspiration exceeds

precipitation until it reaches a minimum in August-September (Fig. 4-2b).

There is disagreement in the literature on the trajectory of summer moisture sup-

ply in the Midwestern United States under climate change, with some earlier modeling

literature pointing to drying of soil moisture due to increased temperatures that can

even counteract increased precipitation in other seasons [276] [49] [36]. However, it

has been shown that these findings are sensitive to model choice and land use pa-

rameterization [281] [280] [235]. Using a complex land surface scheme rather than

a bucket model, Seneviratne et al. (2002) showed that increases in summer dry-

ing were moderate and compensated for by increases in precipitation in the spring

[235]. Winter and Eltahir (2012) similarly found that increases in summer dryness

from increases in evapotranspiration were counteracted by increases in precipitation

in their regional climate model experiments [280]. Patricola and Cook (2013) in their

two-part study, also show increases in spring (MAM) precipitation and decreases in

the summer (JJA) that are comparable [201] [200]. The question is whether these

seasonal changes can compensate for one another in the drained system, and, if not,

if future changes pose a dire risk in the context of historical trends.

This study focuses on the changes in climate in the Midwest in summer, May-

August (MJJA), and the resultant precipitation minus evapotranspiration (P-E) for

several reasons. First, this switch in P-E regimes is a defining trait of summer hy-

drology in the region and dry extremes in late summer can pose significant problems

during the most critical part of grain filling and yield development for summer crops

like corn [245]. While there are pockets of irrigation in the region (Fig. 4-3) most of
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Figure 4-2: a) 1984-2018 average climatology of precipitation (mm/month) [blue],
evaporation (mm/month) [red], and Precipitation-Evapotranspiration (mm/month)
[black] for Illinois [46]. b) 1984-2018 average climatology of water depth in the top
2m of Soil (mm) [46] c) 1984-2018 average January-May total precipitation (mm)
versus January-May maximum streamflow in Illinois (mm) [blue] with linear trend and
January-May total precipitation (mm) versus January-May maximum water depth in
the top 2m of soil (mm) [red] with linear trend [46] d) 1984-2018 average January-May
maximum water depth in the top 2m of soil (mm) versus June-October minimum
water depth in the top 2m of soil (mm) [46] e) 1984-2018 average August mean
water depth in the first 2m of soil (mm) versus MJJA total Precipitation-Evaporation
(mm) plotted with linear trend line [red] [46] f) 1984-2018 average January-May total
precipitation (mm) versus August mean water depth in the top 2m of soil (mm) [46]
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Figure 4-3: 1975-2004 average fraction of C4 pathway annual cropland grid cell
(0.25x0.25 degree) that is irrigated [117]. Black boxes show analysis regions, 1-3 from
left to right, where Region 1 (264.5-268.5E,39.5-45.5N), Region 2 (268.5-272.5E,37.0-
43.0N) and Region 3 (272.5-276.5E,37.0-43.0N). The full area is referred to here as
the Heartland.

the Cornbelt is rainfed. In 2007 only roughly 1.7% of cropland in Illinois was irrigated

[174].

Second, because of the nature of artificial drainage in the study region, spring met-

rics like precipitation and soil moisture are more decoupled from summer responses

like soil moisture minimum than they might be in other more natural systems. As

mentioned before, previous studies have shown that increases in precipitation in the

winter and spring could potentially alleviate summer drying. However, this is only

the case if the soil is not completely saturated at its peak even under the current

precipitation levels. For most years, soil moisture is close to saturation by the end

of the spring [287], and further wetting is avoided in large part due to the exten-
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sive drainage network described above. In fact, while in-situ data from Illinois show

that January-May Total Precipitation has shown a positive trend of 2.00 mm/year

(p-value = 0.18) from 1984-2018, peak soil moisture values during the same period

have decreased by 0.5 mm/yr (p-value = 0.095) (Fig. 4-4). While changes in spring

conditions may set up different starting conditions for summer drying, the metric

that is crucial to agriculture is the P-E deficit that occurs in the summer. Summer

P-E has a strong correlation to August mean water depth in the upper 2m of soil (R2

= 0.74) (Fig. 4-2e), while spring precipitation has a substantially weaker correlation

(R2 = 0.13) (Fig. 4-2f).

4.2 Methodology and Data

Data from the Coupled Model Intercomparison Project 5 and 6 (CMIP5/CMIP6)

multi-model ensembles were obtained from the Centre for Environmental Data Anal-

ysis (CEDA) Archive through http://esgf-index1.ceda.ac.uk. We acknowledge the

World Climate Research Programme, which, through its Working Group on Coupled

Modelling, coordinated and promoted both CMIP5 and CMIP6. We thank the cli-

mate modeling groups (Listed in Table A-1 and Table A-2) for producing and making

available their model output, the Earth System Grid Federation (ESGF) for archiving

the data and providing access, and the multiple funding agencies who support CMIP5,

CMIP6 and ESGF. For CMIP5 the U.S. Department of Energy’s Program for Cli-

mate Model Diagnosis and Intercomparison provides coordinating support and led

development of software infrastructure in partnership with the Global Organization

for Earth System Science Portals.

This study uses a combination of CMIP5 and CMIP6 simulations with available

historical and rcp85/ssp585 runs with evapotranspiration (evspsbl) and precipitation

(pr) output provided at monthly timescales. All ensembles with a complete time

period and scenario availability are used. A complete list of models and number of

ensembles used can be found in Appendix A (Table A-1 and Table A-2). Changes from

the historical period (1975-2004) to the future period (2070-2099) for precipitation,
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Figure 4-4: a) 1984-2018 January-May maximum water depth in the top 2m of soil
(mm) in ISWS data averaged over stations in Illinois [46]. Linear trend and equation
in yellow. b) 1984-2018 January-May total precipitation (mm) in ISWS Data averaged
over stations in Illinois. Linear trend and equation shown by yellow line. c) 1984-
2018 January-May maximum streamflow (mm) in ISWS sata averaged over stations
in Illinois. Linear trend and equation in yellow.
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evapotranspiration, and P-E are calculated for each ensemble individually, after which

ensemble averages are made among multiple ensemble models. The multi model

mean is calculated from the model ensemble means in order not to weigh multi-

ensemble models more heavily. Future scenarios taken from CMIP5 and CMIP6 may

differ slightly between the two ensembles due just to the scenario applied as forcing.

CMIP5 utilizes the relative concentration pathways alone while CMIP6 incorporates

a measure of societal change known as the Shared Socioeconomic Pathway. RCP85

in CMIP5 and SSP585 in CMIP6 are considered analogous but differences may exist

[191].

Observations were taken from Livneh daily CONUS near-surface gridded meteoro-

logical and derived hydrometeorological data generated using the Variable Infiltration

Capacity VIC hydrologic model v.4.1.2.c which was driven with the companion mete-

orological data and available from 1915-2012 at 1/16-degree resolution. Livneh data

were provided by the NOAA/OAR/ESRL PSL, Boulder, Colorado, USA, from their

Web site at https://psl.noaa.gov/data/gridded/data.livneh.html [140].

While the Livneh et al. (2013) data used here for observational comparison include

the caveat that they should not be used for trend analysis, we cautiously use them

here for three reasons. First, the area of interest in this study has one of the most

long-term, dense networks of observational stations in the North American continent.

Second, this analysis relies mainly on the trend in the latter part of the 20th century

when gaps in data availability are expected to be less common. Third, we compare

the trends shown in the data to trends in other observational data sources.

Precipitation data for comparison were taken from CRUTS4.01 [94], produced

by CRU at the University of East Anglia and funded by the UK National Centre

for Atmospheric Science (NCAS), a NERC collaborative centre. Potential Evapo-

transpiration Data were taken from CRUTS4.04 [95]. Data are available to down-

load at http://dx.doi.org/10.5285/58a8802721c94c66ae45c3baa4d814d0. In-situ ob-

servational data for Illinois from 1984-2018 were obtained from the Water and At-

mospheric Resources Monitoring Program (WARM) [46]. The hydrologic and me-

teorological data used in this study are publicly available from the Illinois State
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Water Survey (ISWS) Water and Atmospheric Resources Monitoring (WARM) Pro-

gram (https://www.isws.illinois.edu/warm/datatype.asp) and U.S. Geological Survey

(USGS) Water Data for the Nation (https://waterdata.usgs.gov/nwis), for which the

authors are thankful. Data were processed and provided to the authors by Pat J.-F.

Yeh. Total precipitation is averaged from 117 ISWS stations throughout the state.

Soil moisture data are measured at 19 Illinois Climate Network (ICN) stations across

11 layers down to 2m [108]. Sixteen of the nineteen stations that had data available

as far back as 1984 are used, with two stations at Dixon Springs. Runoff was calcu-

lated using area-weighted streamflow from gages at the Illinois River at Valley City,

the Rock River near Joslin, and the Kaskaskia River near Venedy. Their combined

drainage area covers approximately two thirds of Illinois [287]. Evaporation values

used are calculated through atmospheric water balance, which is shown in Yeh et al.

(1998) to correspond well to soil water balance methods [287].

Cropland and Irrigation area were obtained from LUHv2 and available to down-

load at http://luh.umd.edu/ [117]. Crop Yield and Acreage data are obtained from

Crop Surveys from the USDA National Agricultural Statistics Service (https://quickstats.

nass.usda.gov/) [262].

To show the full range of P-E summer totals in all of the component models in

the CMIP5 and CMIP6 ensembles, bias correction was performed on the May-August

total P-E values at each grid cell in the regridded 0.5-degree GCM ensembles. We

utilize a Gaussian distribution and quantile mapping to align the GCM to observed

data. A Gaussian is appropriate for P-E since it has a relatively normal distribution

in its original form.

Note the differences in the composition of the methods of analysis will cause

differences in the averages presented between periods. The averages in Table 4.1

provide the most complete version of the ensemble change for the un-bias corrected

P-E data. The historical timeseries for CMIP5 omit two models because of data

limitations (not available prior to 1950) and the histograms as mentioned above use

the bias corrected data.
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4.3 Results

We examine May-August monthly average precipitation, evapotranspiration, and P-

E from observational data [140] and from an ensemble of models for CMIP5 (Table

A-1) [249] and CMIP6 individually (Table A-2) [61]. All GCMs are regridded to

0.5 by 0.5 degrees for comparison and combination, and all available ensembles with

both historical and RCP 8.5 data were used in this analysis. The study area is

defined as the Heartland and this region is shown in Figure 4-1a and all subsequent

figures. We have chosen this area consisting of three equally sized subregions as the

core of agricultural productivity in the Cornbelt. All analysis is performed from the

historical period (1975-2004) to the future period (2070-2099) under RCP8.5 emissions

projections. P-E is analyzed primarily over the summer months as the deficit over

this period determines agricultural success, but some analysis is presented for the full

seasonal cycle.

4.3.1 Historical Climate and Trends

The Heartland study region experienced a total of about 458 mm of evapotranspira-

tion and 426 mm of precipitation in May-August on average from 1975-2004. This

region has relatively high levels of both variables in the summer compared to the

rest of the Central and Eastern United States, but the differences between the two

amounts still marks the Heartland out as a region with large negative P-E in the U.S.,

particularly in Northern Illinois (Fig. 4-5).

In the historical period, evapotranspiration has been increasing in the observations

but has been outpaced by increases in precipitation in the area of interest (Fig. 4-6a,i)

(Fig. E-2) and these changes can be attributed in part to agricultural development as

shown in Chapter 3. This increase in evapotranspiration results in to an increase in

vapor pressure (Fig. 4-6b) and through a concurrent constant temperature trend (Fig.

4-6e), an increase in relative humidity (Fig. 4-6g). This increase in relative humidity

is correlated with an increase in precipitation over the region (Fig. 4-6i). Both

the observations and the GCMs show a mostly negative P-E (average of -32 mm in
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observations) in the Cornbelt region during May-August, the core of the agricultural

period (Fig. 4-5c and E-3a-b). This P-E deficit has the highest magnitude in Illinois

in the observations and in Illinois and Iowa in the GCMs.

Figure 4-5: a) 1975-2004 average May-August total precipitation (mm) [140] b) 1975-
2004 average May-August total evapotranspiration (mm) [140] c) 1975-2004 average
May-August total Precipitation-Evapotranspiration (mm) [140]
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Figure 4-6: a) 1915-2005 timeseries of MJJA total heartland average evapotranspi-
ration (mm) [140] b) 2006-2099 timeseries of MJJA total heartland average evapo-
transpiration (mm) from CMIP5 Multi Model Ensemble c) 1915-2005 timeseries of
MJJA total heartland average 2m vapor pressure (hPa) (CRUTS4.05) d) 2006-2099
timeseries of MJJA total heartland average near surface vapor pressure (hPa) from
CMIP5 Multi Model Ensemble e) 1915-2005 timeseries of MJJA total heartland av-
erage 2m air temperature (C) (CRUTS4.05) f) 2006-2099 timeseries of MJJA total
heartland average near surface air temperature (C) from CMIP5 Multi Model En-
semble g) 1915-2005 timeseries of MJJA total heartland average 2m relative humid-
ity (%) (CRUTS4.05) h) 2006-2099 timeseries of MJJA total heartland average near
surface relative humidity (%) from CMIP5 Multi Model Ensemble i) 1915-2005 time-
series of MJJA total heartland average precipitation (mm) [140] j) 2006-2099 time-
series of MJJA total heartland average precipitation (mm) from CMIP5 Multi Model
Ensemble. Used all models listed in Table A-1 except for CMCC-CM, FGOALS-
g2, FIO-ESM, GISS-E2-H, GISS-E2-R, HadGEM2-CC, HadGEM2-ES Ensemble 1,
IPSL-CM5A-LR Ensemble 4, MPI-ESM-LR, MPI-ESM-MR due to data availability.
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While the observational data shows increasing historical trends in P-E in this

region due to this balance between increasing precipitation and evapotranspiration,

both the CMIP5 and CMIP6 suite of models show drying over this historical period,

and indeed over the entire 20th century (Figs. 4-8 and 4-9). In fact, the models

in CMIP5 and CMIP6 show a wide range in trends in precipitation and evapotran-

spiration in the region over the historical period, often showing a negative trend in

precipitation (Fig. 4-7). However, it should be noted that models may expect to

have contrasting trends in a region and period where climate change forcing has been

mild, and where Chapter 3 has shown that internal variability played a role in chang-

ing variables like precipitation. Another explanation for this mismatch is a failure

to fully represent agricultural intensification in the 20th century, a factor that has

significantly influenced the historical regional hydrology [180] [9]. Additionally, the

included models have a wide range of Land Use and Land Cover representations as

well as representation of the Great Lakes [132] [45].

Figure 4-7: Historical (1915-2004) trends in total May-August precipitation (mm/yr)
and evapotranspiration (mm/yr) in the ensemble mean CMIP5 and CMIP6 GCMs
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Figure 4-8: Total MJJA P-E timeseries in CMIP5 for Region 1 (264.5-268.5∘E,39.5-
45.5∘N) for a) Historical (1910-2004) b) Future (2006-2099) under RCP8.5 with all
individual models [pink], the multi-model-mean [red] and the observations [blue] [140].
c-d) Region 2 (268.5-272.5∘E,37.0-43.0∘N) e-f) Region 3 (272.5-276.5∘E,37.0-43.0∘N)
g-h) Heartland (average of regions 1-3). Note that the historical multi-model-mean
does not include HadGEM2-CC and CESM1-WACCM since these models’ historical
record begins post 1950.
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Figure 4-9: Total MJJA P-E timeseries in CMIP6 for Region 1 (264.5-268.5∘E,39.5-
45.5∘N) for a) Historical (1910-2014) b) Future (2015-2099) under RCP8.5 with all
individual models [pink], the multi-model-mean [red] and the observations [blue] [140].
c-d) Region 2 (268.5-272.5∘E,37.0-43.0∘N) e-f) Region 3 (272.5-276.5∘E,37.0-43.0∘N)
g-h) Heartland (average of regions 1-3).
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The positive trend in P-E in gridded observational data is corroborated by trends

in May-August total change in terrestrial water storage, calculated from data from 19

Illinois Climate Network weather stations maintained by Illinois State Water Survey

(ISWS), Water and Atmospheric Resources Monitoring (WARM) Program (2018) and

11 USGS stream gauges [46]. (Fig. 4-10). The change in terrestrial water storage

(TWSC) is the sum of the change in soil moisture storage and groundwater storage.

Yeh and Wu (2018) found a significant positive trend in both precipitation and

evaporation for the period 1992-2013 using these same data, with precipitation in-

creases outpacing evaporation [288]. Basso et al. (2021) showed that contrasting

changes in minimum and maximum temperatures, increased humidity, and increased

precipitation over the historical period have led to reductions in vapor pressure deficit

and have likely reduced crop water deficits in the historical period [19]. This reduction

in vapor pressure deficit has been related to a decrease in potential evapotranspira-

tion, but the impact on actual evapotranspiration was not investigated.
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Figure 4-10: Comparison of ISWS data a) MJJA total P-E (mm) versus MJJA sum
total water storage change (TWSC) (mm) (R2 = 0.6831) b) MJJA total water stor-
age change (mm) from 1984-2018 (trend = 1.5 mm/MJJA/yr) c) MJJA total water
storage change (mm) from 1984-2004 (trend = 0.96 mm/MJJA/yr) [46]
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4.3.2 Future Climate and Trends

In the future period, models predict that summer P-E will decrease across the region

due to a larger and spatially consistent increase in evapotranspiration (Fig. 4-12)

as compared to a mixed change in precipitation (Fig. 4-13) with the Heartland

in the transition zone (Fig. 4-15c-d). In precipitation, the models disagree in the

direction of future trends, though they are more consistent in the positive trend of

evapotranspiration (Fig. 4-11). The CMIP5 multi-model ensemble projects a decrease

in P-E from -31.2 mm in the historical period to -43.9 mm in the future; similarly,

the CMIP6 multi-model ensemble projects a respective decrease from -46.0 mm to

-81.9 mm (Table 4.1).

Figure 4-11: Future (2006-2099 & 2015-2099) trends in total May-August precipi-
tation (mm/yr) and evapotranspiration (mm/yr) in the ensemble mean CMIP5 and
CMIP6 GCMs

CMIP6 predicts a decrease in precipitation across this region in contrast to a

relatively stable summer precipitation total in CMIP5. The center of the evapotran-

spiration increase in both model groups is over the Great Lakes region. Histograms

of summer P-E occurrence averaged over the Heartland in CMIP5, and CMIP6 show

that the mean shifts towards drying in the future under RCP8.5 in contrast to the

wetting that occurred in the 20th century in observations (Fig. 4-15e-g). Note that
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Figure 4-12: Average MJJA total Multi-Model-Mean evapotranspiration (mm/yr) for
a) Historical period (1975-2004) in CMIP5 b) Historical period (1975-2004) in CMIP6
c) Future period (2070-2099) under RCP8.5 in CMIP5 d) Future period (2070-2099)
under RCP8.5 in CMIP6 e) Change in historical to future period under RCP8.5 in
CMIP5 f) Change in historical to future period under RCP8.5 in CMIP6.
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Figure 4-13: Average MJJA total Multi-Model-Mean precipitation (mm/yr) for a)
Historical period (1975-2004) in CMIP5 b) Historical period (1975-2004) in CMIP6
c) Future period (2070-2099) under RCP8.5 in CMIP5 d) Future period (2070-2099)
under RCP8.5 in CMIP6 e) Change in historical to future period under RCP8.5 in
CMIP5 f) Change in historical to future period under RCP8.5 in CMIP6
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Figure 4-14: Sample distribution of historical (1975-2004) to future (2070-2099) May-
August total P-E (mm/yr) changes in a) CMIP5 and b) CMIP6 performed through
bootstrapping of 30-yr averages with replacement within individual ensembles.

the GCM data in the histograms has been bias corrected using quantile mapping as

described in the methods. The same trends in near surface variables in the CMIP5

multi model ensemble relate the changes in evapotranspiration and precipitation, this

time driven by 21st century climate changes. As before, increases in evapotranspira-

tion and near surface vapor pressure are positively correlated (Fig. 4-6b,d). However

the strong 21st century warming in the region (Fig. 4-6f) leads to a resulting decrease

in relative humidity (Fig. 4-6h), and a stable or decreasing precipitation over the re-

gion (Fig. 4-6j). In order to show significance of future P-E changes in CMIP5 and

CMIP6 multi-model ensembles, a bootstrapping procedure was performed for each

ensemble with historical to future P-E changes being simulated by random sampling

of 30-years with replacement for each period out of the total 60 years in each ensem-

ble (1975-2004 & 2070-2099). This sampling and change calculation was performed

100,000 times and the results of the multi-model mean P-E changes are shown in Fig.

4-14.
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Figure 4-15: a) 1975-2004 Theil-Sen trend in May-August total precipitation-
evapotranspiration (mm/yr) regridded to 0.5 x 0.5 degree. Stippling indicates p-value
less than 0.05 according to Mann-Kendall significance test [140] b) Same as (a) but
for 1915-2010 c) CMIP5 Multi Model Mean of 1975-2004 average to 2070-2099 aver-
age of May-August total Precipitation-Evapotranspiration (mm) under RCP8.5. Zero
contour shown as black dotted line. Stippling shows grid cells where at least 75% of
models agree on the direction of change. d) Same as (c) but for CMIP6 e) Frequency
of Heartland average May-August total P-E (mm/yr) in the observations in early
period (1915-1944) [red] and late period (1975-2004) [blue] f) Frequency of Heartland
average May-August total P-E in all CMIP5 models in historical period (1975-2004)
[red] and under RCP8.5 (2070-2099) [blue] g) same as (f) except for CMIP6.
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4.3.3 Seasonality and Inter-annual Variability of Climate Changes

Two additional factors that must be considered are changes in the interannual vari-

ability of P-E and the timing of the P-E changes across the summer months. Figs.

4-15f-g both show an increase in the standard deviation of P-E summer totals, with

CMIP5 showing a larger change in standard deviation relative to the change in mean

than in CMIP6 (CMIP5: 16.7 mm/MJJA change in standard deviation for a 12.2

mm/MJJA change in the mean, and CMIP6: 12.0 mm/MJJA change in standard

deviation for a 25.0 mm/MJJA change in the mean respectively). Practically, this

means that the Heartland region will see generally drier summers, with more sum-

mers even drier than what is seen now but will still experience some of the same wet

extremes that the region currently deals with. This is reflected in Fig. 4-16 where

the 10th percentile of total MJJA P-E shows a drying in both CMIP5 and CMIP6

but the 90th percentile shows little change or a slight drying depending on the model

ensemble.

A second factor that must be considered is the timing of the projected P-E changes.

The motivation for this study period and region is the existence of highly productive

and important summer agriculture, with growth concentrated in May-August. While

average rainfalls are important in the long run to sustain stable agriculture, yields

each year can often come down to a few weeks of abnormally dry or wet conditions

[245].

As seen above, increased variability in P-E in the future increases the chance of

an abnormally wet or dry summer but the finer timing of this is important. Drying

in spring when soil is wettest could be beneficial for planting. Drying concentrated

in the late summer when soil moisture is depleted could be disastrous. While July

and August have higher P-E deficits, the drying is spread over the entire summer

(Fig. 4-17). Presented climatologies (Fig. 4-18) also show that spring precipitation is

projected to increase, although due to factors discussed previously, it is unclear how

much additional spring wetting would serve to offset summer moisture divergence.

The opposite trends in P-E between seasons shows the amplification of the seasonality
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Figure 4-16: a) CMIP5 Multi Model Mean 10th percentile of 1975-2004 MJJA to-
tal Precipitation-Evapotranspiration (mm/MJJA) b) Same as (a) but for CMIP6
c) Same as (a) but for 2070-2099 RCP8.5 d) Same as (c) but for CMIP6. e)
CMIP5 Multi Model Mean 90th percentile of 1975-2004 MJJA total Precipitation-
Evapotranspiration (mm/MJJA) f) Same as (e) but for CMIP6 g) Same as (e) but
for 2070-2099 RCP8.5 h) Same as (g) but for CMIP6.
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in soil moisture in this region, with springs getting wetter and summers getting drier.

4.4 Discussion & Conclusions

In the historical period (1975-2004), in an era and location where land use change

(particularly agricultural intensification) was the dominant impact on regional climate

[180] [9], precipitation and evapotranspiration increased with the former dominating

moisture availability. Climate changes in this region in the future (2070-2099) will

cause summer evapotranspiration to increase dramatically, paired with increased tem-

peratures, while precipitation remains constant or decreases.

Taken in isolation, the summer drying projected in the future might seem un-

compromisingly negative in its impact. However, this drying should be compared to

wetting in the late 20th century. Bias corrected data show that the decrease in P-E

in the RCP8.5 scenario under CMIP5 is equivalent in magnitude to the increase in

the historical period in the observations, essentially resetting the region to an earlier

climate state. The decrease in P-E projected over the course of the 21st century

in CMIP5 and CMIP6 is 12.7 mm and 35.9 mm respectively. This compares to an

increase in the observed P-E from 1915-1944 to 1975-2004 of 17.1 mm (from -49.2

mm to -32.1 mm) (Table 4.1, Fig. 4-15e). Considering this — and the generally

wet history of the hydrology in this area — it can be deduced that the drying pro-

jected in the 21st century may not be significant enough to severely impact crop

growth. However, it is also true that the recent wetter decades have contributed to

yield growth and current production levels, which did not exist under historically

drier conditions [197]. Additionally, the models’ failure to capture historical trends

found in observations and their general inability to replicate wider regional climate

phenomena like the warming hole [133] [157] means that their future projections for

moisture availability should be considered uncertain. Additionally, results in Chapter

3 showed that precipitation in this region in the historical period has been influenced

strongly by internal variability in the past and which may be reversed in the future.

While acceleration of the hydrologic cycle is a broadly recognized but regionally
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Figure 4-17: Multi-Model-Mean average 1975-2004 to 2070-2099 change in monthly
P-E (mm/MJJA) under RCP8.5 for: a) May in CMIP5 b) May in CMIP6 c) June in
CMIP5 d) June in CMIP6 e) July in CMIP5 f) July in CMIP6 g) August in CMIP6
h) August in CMIP6
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Figure 4-18: a) Change in climatology of precipitation (mm/month) [blue] and evapo-
transpiration (mm/month) [red] from the historical period (1975-2004) [light dashed
line] to future (2070-2099) [dark solid line] averaged over the Heartland Region in
CMIP5. b) Same as (a) but for CMIP6 c) Change in climatology of P-E (mm/month)
from the historical period [light dashed line] to future [dark solid line] averaged over
the Heartland region in CMIP5 d) same as (c) except for CMIP6.
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varying impact of climate change [288] [116] [187] we highlight the contrasting impacts

of climate change and land use change on changes in soil moisture seasonality, explored

through the balance of precipitation and evapotranspiration. In the past, agricultural

development has contributed to intensification of the hydrologic cycle (increases in

both precipitation and evapotranspiration). In the future under climate change, this

intensification of the hydrologic cycle will not occur in all seasons (general increase in

evapotranspiration and decrease in precipitation in summer), but the balance between

the two will contribute to an enhancement in the seasonality of soil moisture, with

springs getting wetter and summers getting drier.

The P-E drying that will occur in the Cornbelt in the future is imposed over

a period of wetting for a region that was historically wetlands, and that relies on

a widespread network of subsurface drainage to deal with waterlogged soils. While

drying may make some supplemental irrigation necessary in dry pockets like northern

Illinois, this will be in a system largely without agricultural water stress. In years

where demands on the Cambrian-Ordovician aquifer (located largely under Iowa,

Illinois, Wisconsin, and Minnesota) from municipal and industrial uses cause strains

on water supply, alternative farm scale measures may become necessary in adaptation

to increasingly lopsided seasonal water availability. Conversely, drying may also make

late spring and early summer drainage less crucial in areas of Indiana and Ohio.

The existence of extensive artificial drainage systems will likely mute the impact of

the projected spring wetting due to climate change, and the recent wetting trend

in summer P-E due to land use change and natural variability will likely mute the

projected drying during summer. However, in both cases an expansion of drainage

and supplementary irrigation respectively may be necessary in some sub-regions in

some years. Climate change will always call for adaptation. But the heterogeneous

pairing between historical and future trends shown here are further proof that climate

change adaptation must be both local and context-dependent.
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Chapter 5

Impact of Agricultural Development

and Climate Change on the Severity

of Heatwaves in the Central U.S.

5.1 Introduction

Heat waves are the most deadly natural hazard in the United States, killing more

people annually on average than floods, tornadoes, or extreme cold (Fig. 5-1). They

are an insidious danger because they are difficult to categorize, pose uneven risks

to different demographics and socioeconomic populations, and because heat related

deaths are not always accurately recorded and often attributed to preexisting health

disorders [183] [146]. Drawing a direct causal link between heat incidence and all

resulting mortalities is difficult, due in part to incomplete reporting, changing defi-

nitions, and co-morbid conditions, as well as the fact that future human adaptations

to rising temperatures cannot be easily predicted [146] [193].

In a warming climate, where annual mean temperatures are projected to rise

roughly 4∘C in the Central U.S. by the late 21st century under RCP8.5 [101], heat

waves are projected to get more frequent, longer lasting, and more intense. The Na-

tional Oceanic and Atmospheric Administration’s National Weather Service defines
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Figure 5-1: Weather fatalities by cause for 2020, 2011-2020 average, and 1991-2020
average. The U.S. Natural Hazard Statistics provide statistical information on fa-
talities, injuries and damages caused by weather related hazards. These statistics
are compiled by the Office of Services and the National Climatic Data Center from
information contained in Storm Data, a report comprising data from NWS forecast
offices in the 50 states, Puerto Rico, Guam and the Virgin Islands. The Centers for
Disease Control and Prevention is the official government source of cause of death in
the United States, including weather-related fatalities.
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a heat wave as "a period of abnormally and uncomfortably hot and humid weather"

typically lasting two or more days [184]. This generalized definition creates issues

when trying to define heat waves for the purpose of scientific study and for emer-

gency response planning across different regions. Consequently, studies apply vari-

able statistical definitions and methodologies of analysis to heat wave events, making

quantitative comparison of results more difficult [217] [250] [78]. Despite this, various

individual studies have predicted an increase in the intensity, frequency, and duration

of heat waves across the world with climate change [158] [250] [78] [50] [49] [17] [223]

[170].

While many early, and some current, studies have looked solely at dry-bulb tem-

perature changes with climate change [138] [250] [158], recent studies have begun to

incorporate humidity as a variable of concern and show predicted increases in the

frequency, intensity and duration of humid heat events [78] [50] [223] [170] [230] [270]

[209] [129] [173]. While heat index is a more robust metric for analysis than dry-bulb

temperature, recent work on wet-bulb temperatures (TW) show that this is an even

more comprehensive indicator of truly dangerous heat incidence [236] [193] [122]. The

metric has previously been adopted for use in industrial and military sectors where

workers are more likely to spend long periods of the day outside in potentially dan-

gerous conditions [55] [196].

Wet-bulb temperature is a useful metric for studying dangerous heat occurrence

because it has both a physical, empirically demonstrated connection to atmospheric

energy balance, and also a set of thresholds directly related to human health. Eltahir,

1998 showed the mechanistic connection between soil moisture, moist static energy,

and wet-bulb temperature which can be seen in the figure below (Fig. 5-2) [58].

The study ties elevated soil moisture conditions to ultimate increases in moist

static energy and wet-bulb temperature through a decrease in the Bowen Ratio (ra-

tio of sensible to latent heat flux), increases of atmospheric water vapor, increases

in net radiation at the surface, and decreases in planetary boundary layer depth

[58]. Agriculture, particularly highly productive agriculture and irrigation, modifies

these elements in a very similar way to increased soil moisture. Agricultural develop-
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Figure 5-2: The proposed hypothesis for relating soil moisture conditions and subse-
quent rainfall processes. (Source: Eltahir (1998( Figure 2 [58]). Used with Permission.
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ment on the whole increases evapotranspiration (and therefore latent heat flux) and

atmospheric water content, as we showed in Chapters 3 & 4 (Fig. 4-6). In turn,

decreased surface temperatures (decrease in sensible heat flux) result in a lowering of

the planetary boundary layer. The described modifications tend to increase net radi-

ation. Moist Static Energy (MSE), a measure of the total energy in the atmospheric

boundary layer, is a function of both the total heat flux into the atmosphere and the

depth of the planetary boundary layer which are oppositely trending with respect to

agricultural development ([58] Equation 5):

𝑀𝑆𝐸 = 𝑔 * 𝑧 + 𝑐𝑝 * 𝑇 + 𝐿 * 𝑞 (5.1)

𝑀𝑆𝐸𝑚𝑎𝑥 = 𝑀𝑆𝐸𝑚𝑖𝑛 + 𝑔
𝐹

∆𝑃
(5.2)

Where g is gravitational acceleration, z is elevation, cp is the specific heat capac-

ity, T is temperature, L is the latent heat of vaporization, q is water vapor mixing

ratio, F is the total heat flux at daily timescales, and ∆P is the afternoon boundary

layer depth. MSE minimum is the moist static energy in the early morning when

it is at its lowest. Eltahir, 1998 shows that wet-bulb temperature follows the same

relationship as MSE in relation to soil moisture and net radiation changes [58]. Wet-

bulb temperature, the temperature that a parcel attains when water is evaporated

into it until saturation at constant pressure, can be related to MSE by the following

formulation ([218] Equation 2.30):

𝑇 − 𝑇𝑤

𝑤𝑠(𝑝, 𝑇𝑤) − 𝑤
=

𝐿

𝑐𝑝
(5.3)

Where T is dry-bulb temperature, w is the mixing ratio, and the dependence of L

on temperature is neglected. While wet-bulb temperature has this mechanistic con-
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nection to energy partitioning and moist static energy, it can also be tied easily to

health risk. Under well ventilated conditions, the human skin temperature approaches

the magnitude of wet-bulb temperature, and studies have shown that fatal wet-bulb

temperature is roughly 35 ∘C, at which point the body can no longer maintain ther-

mal homeostasis by cooling itself through evaporation (sweating) [236]. However, by

translating National Weather Service charts of Heat Index Health Risk to wet-bulb

temperature, we can see that dangerous conditions exist at much lower thresholds,

with wet-bulb temperatures as low as 25∘C being dangerous for health depending on

humidity levels (Fig. 5-3).

The danger of elevated but not outright deadly humid heat levels can be shown

well through the July 12-16, 1995 heat wave event that killed upwards of 1000 people

in and around the city of Chicago [183]. By plotting the hourly wetbulb temperatures

for the event using ERA5 reanalysis data [106] (Fig. 5-4) we can see that wetbulb

temperatures reached 26-27 degrees Celsius in the Chicago area, and exceeded 30

degrees in the larger region for brief periods of time, though temperatures never

reached the outright deadly 35 degree threshold. The 1995 event shows some key

characteristics of humid heat events that will be central to our analysis. First, it

was a multi-day event, spanning July 12-16 (Fig. 5-4). While day-time wet-bulb

temperature was high during the event, it was also notable for dangerously high

night-time temperatures. Nighttime heat is a risk factor for heat related mortality

because it prevents the body from recovering from daytime heat stress [22].

Wet-bulb temperature is therefore a meaningful metric for heat stress studies.

Several studies have already recorded increases in humid heat metrics in the historical

period in the United States [248] [244]. Studies of high wet-bulb temperature areas in

Southwest Asia, South Asia, and the North China Plain have shown that these hot-

spot regions will see increased risk of deadly events with climate change [193] [122]

[126]. Several studies have looked at how humid heat waves will change globally in the

future [77] [223] [170] but they have not translated their analysis to a regional level in

the United States or assessed the specific characteristics of these future heat waves and

the mechanisms through which their occurrence will be modified. Recently, studies
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Figure 5-3: Conversion tables between Heat Index (top) (Source: NOAA National
Weather Service Heat Safety Tools [185]) and wet-bulb temperature (bottom). Colors
indicate heat stress risk levels. (Figure adapted from [122])
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Figure 5-4: 6hr running mean of hourly wet-bulb temperature (degrees C) calculated
from ERA5 reanalysis for noon and midnight of July 12-16, 1995. Vectors show 850
mb wind anomaly relative to 1979-2004 hourly climatology
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have looked at humid heat at the regional scale [269] [211] [230] and have focused

particularly on the dominance of moisture versus temperature departures in these

extreme events using observational data. Lutsko, 2021 analyzed patterns of apparent

temperature, another humidity inclusive metric, and found that patterns of change

were largely guided by patterns of specific humidity rather than temperature [147].

Similarly, Schoof et al. (2019) found that future extreme heat events are likely to be

dominated by high humidity [230].

Studies that have examined the physical mechanisms behind humid heat have not

done so with a robust inclusion of the impacts of agricultural development, and have

relied on station observation data rather than utilizing global or regional modeling

simulations [211]. Kang and Eltahir (2018) looked at the impacts of irrigation de-

velopment on the North China plain and showed that irrigation increase historical

extreme daily maximum wet-bulb temperature by 0.5 ∘C under historical conditions

and by 1.0 ∘C under the RCP8.5 climate change scenario, an amplification that was

theorized to be due to water vapor feedback [126]. A study by Mishra et al. (2020)

looked at the impact of irrigation in India and found similar amplification of moist

heat stress driven largely by decreases in the planetary boundary layer depth [168].

Krakauer et al. (2020) found that irrigation increased the occurrence of high per-

centile wet-bulb temperatures and the occurrence of dangerous wet-bulb temperature

days [129]. However, none of these studies considered agricultural expansion or in-

tensification in their work.

5.2 Background

In the U.S. maximum wet-bulb temperatures occur in a corridor along the Mississippi

River from the Gulf Coast to the Great Lakes as well as some elevated temperatures

along the Atlantic coast (Fig. 5-5b). Historically, wet-bulb temperature has been

more elevated near the Gulf of Mexico, a function of generally higher summer tem-

perature and humidity that we will explore later in a comparison of regional distri-

butions of daily maximum wet-bulb temperature. However, we look at the Midwest
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here for two reasons. First, as the focus of this thesis is the Climate-Agriculture-

Water Nexus, we are interested in the impact of agricultural areas which are largely

in the Midwestern U.S. rather than along the Gulf Coast. Second, the Midwest ends

up being a transition zone in terms of wet-bulb temperature extremes. While these

areas are not generally exposed to dangerous wet-bulb temperature conditions in the

historical period, they will be far more likely to experience them at the end of the 21st

century according to our modeling projections as will be shown in the results section.

Therefore, populations that may have only rarely experienced dangerous wet-bulb

temperature conditions in past will experience them with increasing regularity.

Despite being in a generally cooler area, the Midwest is no stranger to humid heat

stress events. High wet-bulb temperature maximum events stretch up through the

Mississippi Valley and are associated with increased mortality risk, especially during

certain standout years (1995) relative to what would be expected from the pattern of

maximum temperatures alone (Fig. 5-5) [183]. In these figures of extreme wet-bulb

temperatures the Midwest emerges as a hot spot for high wet-bulb events.

In this study, we examine the impact that historical agricultural development has

had on the historical pattern of extreme wet-bulb temperature. Future projections

then show the impacts of climate change and further intensification of wet-bulb tem-

perature in irrigated areas. The impact of climate change on wet-bulb temperature

in the immediate Great Lakes region is also shown, with a discussion of how model-

ing choices and prescription of lake surface temperatures are important for accurate

forecasting.
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Figure 5-5: Maximum 6hr running mean 2m Temperature (degrees C) in 1995 in
ERA5 (left). Maximum 6hr running mean 2m wet-bulb temperature (degrees C) in
1995 in ERA5 (middle). Hyperthermia death rate per 100,000 people for 1995 (right).
Data obtained from CDC Wonder Database Compressed Mortality File [32]
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5.3 Data and Methodology

In order to provide the most accurate boundary conditions for the regional climate

modeling simulations, comparison to observed metrics was performed for a group

of models. The set of models considered was taken from Maloney et al. (2014),

a large modeling study of North American climate change impacts, with the addi-

tion of GFDL-ESM2G of IPSL-CM5A-MR which were available but not included in

their study [150]. Comparisons were made with either ERA-Interim Reanalysis data

or CRUTS4.01 gridded observations where available for June-September 1979-2004

averages of 2m temperature, precipitation, near surface relative humidity, average

wet-bulb temperature, average daily maximum wet-bulb temperature, period max-

imum daily maximum wet-bulb temperature, and 95th percentile daily maximum

wet-bulb temperature. Wet-bulb temperatures in the reanalysis and GCM data were

calculated according to the formulation in Davies-Jones, 2008 [42]. June-September

was chosen as the analysis season because it contains nearly all the extreme wet-

bulb temperature days, and captures the seasonal wet-bulb temperature climatology

maximum.

Visual comparison to reanalysis and observation patterns was used in addition to

comparisons of pattern correlation and normalized root mean squared error. No three

models performed consistently well across all three metrics, but ultimately CCSM4,

CNRM-CM5, and HadGEM2-ES were chosen for their scores as well as their compat-

ibility with the regional model. The first realization is used for HadGEM2-ES and

CNRM-CM5 and the sixth realization for CCSM4. More information about these

three models can be found in Table A-1. Ultimately, most analysis is presented here

for CCSM4, as it retains the smallest bias in extreme wet-bulb temperature (Fig. 5-

8), and most closely matches historical heat wave event statistics with ERA5. Further

comparison to simulated results in the historical period is performed with ERA5, the

newest generation analysis available from the European Centre for Medium Range

Weather Forecasting (ECMWF), for 1975-2005 [106]. ECMWF notes that the years

1975-1978 are experimental, but we include them here in-order to have full over-
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lap with our 30-yr simulation period. While ERA-Interim continues to be a reliable

reanalysis data-set, we use ERA5 for further comparison as the newest generation

product from ECMWF, and one where the full 1975-2004 period was available.

Several adjustments were made to the original MRCM configuration used for the

simulations presented in Chapter 3 of this thesis in order to accurately represent

wet-bulb temperature, particularly in the extremes (Fig. 5-6). Improvements were

made to surface level zonal wind (ibisdrv.f) in accordance with simulations performed

for a previous heat wave study in East Asia [126]. Adjustments were also made to

calculation and smoothing of wet-bulb temperatures within the model (canopy.f)

in order to prevent erroneous extreme values in accordance with code utilized in a

previous heat wave study in South Asia [122]. Additional updates were also added to

convection and cloud parameters (condtq.f and cldfrac.f) [120].

In order to fully investigate the impacts of both agricultural development and

climate change on the evolution of wet-bulb temperatures, a set of greenhouse gas

forcing and land use simulations were performed (Table 5.1). Four simulations were

performed for each GCM, two in the historical period (1975-2004) and two in the

future period (2070-2099) under RCP8.5 forcing. One of each time period was run

with a 1900 land use map while the other was run with a 2000 land use map. These

land use setups involved the use of a 1900 and 2000 cropland and irrigated area map

respectively (Fig. 3-8), and a photosynthesis (ancr) modification factor of 0.49 and

2.11 respectively in order to represent yield intensification. The simulations will from

here on be referenced by their forcing GCM and land use e.g. CCSM4-2000. More

discussion of the meaning and development of this factor is found in Chapter 3 and in

Nikiel and Eltahir (2019) [180]. A description of MRCM, the regional climate model

used in these dynamical down-scaling experiments can also be found in Chapter 3.

Bias correction is performed on the wet-bulb temperature results using a compari-

son to ERA5. The procedure follows the bias correction performed in previous studies

conducted with MRCM [126]. Wet-bulb temperature is simulated in the model at an

hourly timescale and processed to a 6hr running mean. The daily maximum is then

calculated. ERA5 wet-bulb temperature is produced, also at the 1hr timescale, and
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Figure 5-6: a) 6 hr moving mean June-September wet-bulb temperature (degrees
C) average (1993-1997) in ERA-Interim (left), original code (middle), modified code
(right). b) same as (a) but for average daily maximum wet-bulb temperature (degrees
C) c) same as (a) but for maximum daily maximum wet-bulb temperature (degrees
C)
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Table 5.1: Set of Simulations Performed for Heat Wave Analysis

𝑆𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑁𝑎𝑚𝑒 𝐹𝑜𝑟𝑐𝑖𝑛𝑔 𝑇 𝑖𝑚𝑒 𝑃𝑒𝑟𝑖𝑜𝑑 𝐿𝑎𝑛𝑑 𝑈𝑠𝑒 𝑎𝑛𝑐𝑟
ERAI-2000 ERA-Interim 1975-2004 2000 2.11
ERAI-1900 ERA-Interim 1975-2004 1900 0.49

CCSM4-2000 CCSM4 1975-2004 & 2070-2099 2000 2.11
CCSM4-1900 CCSM4 1975-2004 & 2070-2099 1900 0.49
CNRM-2000 CNRM-CM5 1975-2004 & 2070-2099 2000 2.11
CNRM-1900 CNRM-CM5 1975-2004 & 2070-2099 1900 0.49

Had-2000 HadGEM2-ES 1975-2004 & 2070-2099 2000 2.11
Had-1900 HadGEM2-ES 1975-2004 & 2070-2099 1900 0.49

processed the same way, and then ERA5 is regridded to the MRCM grid for compar-

ison. Both sets of daily maximum wet-bulb temperature are then used to calculate

mean daily maximum climatologies over 1975-2004, and a 30-day moving mean is cal-

culated from this climatology. The magnitude of the bias for each GCM is individually

calculated by subtracting the GCM climatology from the ERA5 mean climatology for

each day at each grid point. This bias is then added to the 6hr running-mean daily

maximum values for both the historical and future period. Comparisons of the av-

erage daily maximum wet-bulb temperature before and after bias correction for the

2000 land use historical simulations are shown below (Fig. 5-7 through 5-8), where

the Multi Model Mean (MMM) is the average of the three GCM forced simulations.

The data shown for the 1900 Land Use simulations was bias corrected using the

factors calculated for the 2000 Land Use simulations. This ensures that all differences

shown between the two simulations are due to agricultural land use differences and

not due to any differences in bias correction.
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Figure 5-7: Bias (degrees C) in simulated 1975-2004 June-September average daily
maximum wet-bulb temperatures versus ERA5 before bias correction
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Figure 5-8: Bias (degrees C) in simulated 1975-2004 June-September average daily
maximum wet-bulb temperatures versus ERA5 after bias correction
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5.3.1 Representation of the Great Lakes

Evaporation over the Great Lakes has an inverted seasonal cycle relative to land

evaporation, with a peak in the winter and minimum in the summer. This is due

largely to the differential between the lake surface temperature being colder than the

near surface air temperature in the summer and warmer in the winter [136]. In their

original form, MRCM simulations forced from the original GCM inputs generated

erroneous seasonal climatologies of ground temperature (used as a proxy for lake

surface temperature(LST)) and evapotranspiration over the Great Lakes (Fig. 5-9).

This is largely due to different prescription of land sea masks, and the heterogeneity in

lake representation in the GCMs. Mallard et al. (2015) showed issues with dynamical

downscaling over the Great Lakes where lake temperatures may be pulled from the

nearest available SST data [149].

Previous literature has shown the importance of accurately representing lakes

in climate modeling [79] [21] [284] [285]. Bennington et al. (2014) showed that

modification of the 1D lake model in their simulations of the Great Lakes region

with RegCM4 caused air temperatures over nearby land in the summer to decrease

1-2 ∘C, as well as modifying regional sea level pressure and 10-meter wind patterns

[21].Hanrahan et al. (2021) also showed that lake temperature perturbations in their

modeling study could significantly alter downstream precipitation [90]. Accurate

representation of evapotranspiration and temperature changes is especially crucial in

this study where both measures are important to wet-bulb temperature prediction.

In order to ensure accurate representation of the Great Lakes as a water body in

the model, LSTs were inserted into the SST files for the purpose of creating initial

and boundary conditions. In the absence of a fully coupled lake model in MRCM, the

prescription of consistent lake temperatures in this study was a middle ground in ad-

dressing the problem. The state of the art representation of the Great Lakes is a fully

coupled ocean-atmosphere model that accounts for ice dynamics and stratification

[285].

To preserve the crucial temperature differential in the face of biases in air tem-
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Figure 5-9: Comparisons between monthly mean ground temperature (degrees C)
and evapotranspiration (mm/day) over Lake Superior from 1995-2004 in CCSM4-
2000 and observations before and after modifications were made to LSTs. Observed
Surface temperatures were obtained from GLSEA [186], and evapotranspiration ob-
servations were downloaded from GLHCD as output from the NOAA/GLERL Large
Lake Thermodynamic Model [115].
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perature in the forcing GCM data, model specific lake surface temperatures were

generated at a daily time scale from the near surface air temperature GCM data and

an empirical relationship between air temperature and LST presented in Tables 1 and

2 of Trumpickas et al. (2009) [253]. The same relationships were used to create LSTs

for the historical (1975-2004) and future (2070-2099) period and the relationship for

Lake Huron was applied to Lake Michigan due to its exclusion from the analysis in

Trumpickas et al. (2009).

There are several important caveats to make in our use of the air temperature and

LST in these modeling experiments. First, as mentioned previously, is the lack of a

unique relationship for Lake Michigan. Second is the assumption that the relationship

between lake surface temperature and air temperature will remain constant, which is

unlikely as even in the historical period, the Lakes have been shown to be warming

quicker then the surrounding area [283]. The relationships, in their simplicity also do

not deal with icing, though they do address the crucial 4 degree Celsius threshold for

stratification.

Regardless of the caveats and the oversimplification of the lake surface, this update

of LSTs compares favorably to observed LSTs taken from GLSEA (Fig. 5-9). Increases

in LST over the lakes in simulations are similar to those found in Trumpickas et al.

(2009) with allowances for different model usage and the application of a different

greenhouse gas forcing scenario. Under an A2 scenario, Trumpickas et al. (2009)

forecast an increase in maximum seasonal LST of 4.8∘C, 6.7∘C, and 3.3∘C from 1971-

2000 to 2071-2100 in Lakes Ontario, Superior, and Erie respectively [253]. In our

simulations the corresponding maximum temperature increases from the monthly

climatology from 1985-2004 to 2080-2099 under the RCP8.5 scenario are 5.8∘C, 9.5∘C,

and 4.2∘C in CCSM4-2000 and 5.2∘C, 10.0∘C, and 4.1∘C in CNRM-2000. Similarly,

updated inclusion of the Great Lakes is shown to improve the historical simulation

of 2m air temperature, relative humidity, and specific humidity over the lakes as

compared to ERA5 reanalysis data (Figs. F-2 through F-5). Figures for historical

to future changes in input LSTs in CCSM4-2000 and CNRM-2000 can be found in

Figure F-1. Note that lake surface temperatures are constrained at a minimum of
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4 degrees Celsius with the relationships in Trumpickas et al. (2009), however, this

should not interfere with our July-September analysis and it is close to the average

lake surface temperatures presented in the observations for comparison, as well as

being a critical temperature threshold for seasonal mixing and stratification in the

lakes [283].

Figures showing historical averages in simulations with all code updates, bias

correction and lake adjustments incorporated in comparison to ERA5 reanalysis data

can be found in figures F-6 through F-12.

5.4 Results

Future wet-bulb temperature patterns will increase across the United States with

heterogeneity in the magnitude of the change, with the north of the domain seeing

stronger increases. Simulations of wet-bulb temperature in the region under RCP8.5

averaged over June-September from 1975-2004 to 2070-2099 show increases in all

metrics of wet-bulb temperature (average, 95th percentile, and period maximum)

for both the daily minimum and daily maximum wet-bulb temperatures (Fig. 5-

10). For both the daily maximum and daily minimum wet-bulb temperature metrics,

the average values are increasing more than the extremes in the future, and daily

minimum wet-bulb temperature is projected to increase more than daily maximum.

While daily minimums are less deadly in isolation the high nighttime temperatures

can contribute to increased mortality during heat stress events, as was the case in the

1995 heat wave [183]. Figures of the change in wet-bulb temperature metrics for all

three GCM forced simulations can be found in figures F-13 through F-18

The changes shown in Fig. 5-10 are mechanistically consistent with changes in

other surface variables, and align with the projected changes and connections pre-

sented in Chapters 3 and 4 as well as the previous presentation of moist static energy

(Fig. 5-11). Future 2m air temperatures will rise over the entire region along with

specific humidity, increasing moist static energy. While relative humidity will de-

crease over most of the domain, some areas such as the Great Lakes will see little to
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Figure 5-10: Change in JJAS average from 1975-2004 to 2070-2099 under RCP8.5
in CCSM4-2000 for a) average daily maximum wet-bulb temperature (degrees C) b)
95th percentile daily maximum wet-bulb temperature (degrees C) c) period maximum
daily maximum wet-bulb temperature (degrees C) d) average daily minimum wet-
bulb temperature (degrees C) e) 95th percentile daily minimum wet-bulb temperature
(degrees C) f) period maximum daily minimum wet-bulb temperature (degrees C).

Figure 5-11: Change in JJAS Average from 1975-2004 to 2070-2099 under RCP8.5 in
CCSM4-2000 for a) relative humidity (%) b) specific humidity (g/kg) c) meridional
wind (m/s) d) 2-meter air temperature (degrees C) e) sensible heat flux (W/m2) f)
downward longwave radiation (W/m2)
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no change in relative humidity. Figures of the change in these surface variables for

all three GCM forced simulations can be found in figures F-19 through F-22.

5.4.1 Impact of Land Use Change in the Historical Climate

First, we show that while bias exists in the original simulation results and in the

bias corrected results, the inclusion of agricultural development in the simulations

produces a more accurate picture of historical wet-bulb temperature patterns and

reduces the existing cold bias in the Midwest (Fig. 5-12).

In order to investigate the impacts of agricultural development on wet-bulb tem-

perature, two areas are chosen for analysis. An area from 40-43∘N, 96.5-100∘W in

Nebraska as defined as irrigated area. Similarly an area from 39-41.5∘N, 83.5-95.5∘W

is defined as non-irrigated area. These areas are marked out in green in Fig. 5-13 &

5-14, and results are shown for simulations using CCSM4.

Inclusion of non-irrigated (irrigated) agricultural development in the simulations

increases average daily maximum wet-bulb temperature by 0.3 (0.7) ∘C in the histori-

cal period and by 0.3 (0.9) ∘C in the future period. Warming of wet-bulb temperature

due to climate change under full agricultural development is 2.6∘C from 20.2∘C to

22.8∘C in the central Midwest.

Similar patterns can be seen in the changes of 95th percentile daily maximum wet-

bulb temperature. Inclusion of non-irrigated (irrigated) agricultural development in

the simulations increases 95th percentile daily maximum wet-bulb temperature by 0.6

(0.5) ∘C in the historical period and by 0.5 (0.6) ∘C in the future period. Warming

of wet-bulb temperature due to climate change under full agricultural development is

2.0∘C from 24.6∘C to 26.6∘C.

Simulation results show that even despite the large projected increase in daily min-

imum wet-bulb temperatures, there is little difference in the impact of non-irrigated

versus irrigated areas, and these areas even serve to dampen the daily maximum

wet-bulb temperatures in their immediate area. Inclusion of non-irrigated (irrigated)

agricultural development in the simulations decreases average daily minimum wet-

bulb temperature by 0.1 (0.2) ∘C in the historical period and by 0.2 (0.2) ∘C in the
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Figure 5-12: Comparison of JJAS average 1975-2004 bias corrected simulations of
average daily maximum wet-bulb temperature (degrees C) (top row), 95th percentile
daily maximum wet-bulb temperature (degrees C) (middle row) and period maximum
daily maximum wet-bulb temperature (degrees C) (bottom row) between ERA5 data
(left column), CCSM4-2000 bias corrected simulations (middle column), and CCSM4-
1900 bias-corrected simulations (right column). Note that CCSM4-1900 simulations
are bias-corrected using the same correction factor as the CCSM4-2000 simulation.
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Figure 5-13: Maps of 30-year JJAS average daily maximum wet-bulb tempera-
tures (degrees C) in historical (1975-2004) and future (2070-2099) simulations using
CCSM4-1900 (top row) or CCSM4-2000 (bottom row). Irrigated and non-irrigated
areas used for analysis and described in the text are outlined in green and area average
wet-bulb temperatures are provided on the figure.
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Figure 5-14: Maps of 30-year JJAS 95th percentile daily maximum wet-bulb temper-
atures (degrees C) in historical (1975-2004) and future (2070-2099) simulations using
CCSM4-1900 (top row) or CCSM4-2000 (bottom row). Irrigated and non-irrigated
areas used for analysis and described in the text are outlined in green and area average
wet-bulb temperatures are provided on the figure.
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Figure 5-15: Maps of 30-year JJAS average daily minimum wet-bulb tempera-
tures (degrees C) in historical (1975-2004) and future (2070-2099) simulations using
CCSM4-1900 (top row) or CCSM4-2000 (bottom row). Irrigated and non-irrigated
areas used for analysis and described in the text are outlined in green and area average
wet-bulb temperatures are provided on the figure.
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Figure 5-16: Maps of 30-year JJAS 95th percentile daily minimum wet-bulb temper-
atures (degrees C) in historical (1975-2004) and future (2070-2099) simulations using
CCSM4-1900 (top row) or CCSM4-2000 (bottom row). Irrigated and non-irrigated
areas used for analysis and described in the text are outlined in green and area average
wet-bulb temperatures are provided on the figure.
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future period (Fig. 5-15 & 5-16). Warming of daily minimum wet-bulb temperature

due to climate change under full agricultural development is 3.5∘C from 15.9∘C to

19.4∘C.

The 95th percentile of daily minimum temperatures do see a slight enhancement

from agricultural development in the historical period. Inclusion of non-irrigated

(irrigated) agricultural development in the simulations increases 95th percentile daily

minimum wet-bulb temperature by 0.1 (0.2) ∘C in the historical period, but by 0

(-0.2) ∘C in the future period. Warming of 95th percentile daily minimum wet-bulb

temperature due to climate change under full agricultural development is 2.5∘C from

21.1∘C to 23.6∘C.

5.4.2 The Great Lakes

We have pointed out the Great Lakes as an area of interest in this study and a point

of concern in correctly modeling surface temperature and moisture availability in

the region. This is especially important in light of the Great Lakes region seemingly

emerging as a hotspot of wet-bulb temperature change in the results as can be seen in

Fig. 5-10. In CCSM4-2000 the JJAS average daily maximum wet-bulb temperature

increase from the historical to future period is 3.3∘C, 4.6∘C, 3.9∘C, and 4.9∘C for

Lakes Erie, Michigan, Ontario, and Superior respectively. These increase are larger,

in some cases by a degree or more than the surrounding land area.

However, caution must be taken in the interpretation of these results, as future

lake temperatures were estimated and may not reflect the future reality of lake surface

temperature warming as mentioned previously. Despite this several patterns in the

warming are consistent with other studies on the impact of climate change on the

Great Lakes. Greater warming in the northern lakes, particularly Lake Superior is

consistent with both a larger historical warming trend in these lakes [283] and studies

showing that climate change will impact stratification and internal lake dynamics

in evolving ways in deep water lakes like Lake Superior [286]. Additionally, the

warming in wet-bulb temperature is consistent with the pattern of stronger dry-bulb

temperature and specific humidity changes in the north of the domain.
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Further research should be done to ensure that climate models are able to accu-

rately recreate the seasonal cycle and trends in LST as well as the resultant changes

in near surface air temperature and humidity. In the projections shown, the increase

over the Great Lakes is likely driven by a water vapor feedback, similar to what may

be occurring over irrigated areas. In these areas, temperature and specific humidity

increases are more balanced, resulting in stable relative humidity levels in comparison

to surrounding land areas. An increase in atmospheric water vapor content and net

radiation (Fig. 5-11) enhances the wet-bulb temperature changes in these areas under

climate change.

The enhanced warming over the Great Lakes even contributes to the initiation and

propagation of high wet-bulb temperature heat events over the lakes themselves, a

phenomena that we do not see in the historical period in the simulations. An example

of such an event is seen in the future CCSM4-2000 simulation (Fig. 5-17)
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Figure 5-17: Maps showing the daily maximum wet-bulb temperature (degrees C) for
a wet-bulb temperature event in the CCSM4-2000 simulation from July 10-15, 2082
that begins in the Great Lakes and propagates into the wider region.
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5.4.3 Event Analysis

The shift in wet-bulb temperature climatology is important to understanding what

new regions of the country may be at risk from humid heat stress. Because a prolonged

exposure to elevated wet-bulb temperatures over several days is the cause of heat

stress and mortality, we also analyze individual events here in order to understand

how the threat of humid heat wave events will change in the future.

We use the thresholds laid out in Fig. 5-3 for wet-bulb temperatures, using 60%

relative humidity as the average for the region of interest in the June-September

season. Extreme caution events are those with maximum daily wet-bulb temperature

exceeding 23.5∘C, danger events exceed 26.5∘C, and extreme danger events exceed

30.2∘C. We also use a nighttime wet-bulb temperature threshold of 20.5∘C. This

aligns roughly with the National Weather Service nighttime risk temperature of 75

degrees [185]. In order to highlight events in our immediate region of interest, only

grid cells between 37-48∘N,81-100∘W are considered in the identification process. In

order to be considered a heat wave event, maximum and minimum temperatures must

surpass the given thresholds on at least two consecutive days, with allowances of one

day gaps in order to capture fluctuating but still coherent events. A heat wave day

is marked when 10% of the grid cells (n = 216) surpass this threshold. Due to the

strong signal in wet-bulb temperature over the Great Lakes, these areas are masked

out for grid cell analysis, but still count in the total area considered. Event analysis

is shown for the CCSM4 simulations (Figure 5-18), which were able to most closely

match the event statistics in ERA5. No events were identified in either the historical

or future simulations for the extreme danger level. Event statistics for CNRM-CM5

and HadGEM2-ES simulations can be found in Figures B-1 and B-2 respectively.

CCSM4-2000 simulations approach the average duration and anomaly for extreme

caution heat waves in the ERA5 reanalysis (6.01 days versus 6.06 days, and 1.11∘C

versus 1.04∘C respectively) but underestimate the total number of heat waves, finding

only 575 heat wave event days versus 796 in the ERA5 reanalysis. The CCSM4-2000

simulations also approach the event statistics in ERA5 for danger level events although
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Figure 5-18: Frequency, intensity, and duration statistics for events at the extreme
caution and danger levels in CCSM4 simulations. Total exceedance days are the
number of days that pass the area and threshold requirements regardless of if they
are in a coherent heat wave event. Days in heat wave events notes the number of days
contained in the heat wave events. The average heat wave day TWmax exceedance
shows the average daily maximum wet-bulb temperature of heat wave event days
beyond the prescribed threshold.
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the smaller number of events identified makes comparison less reliable.

In the historical period, agricultural land use change increased the frequency and

duration of heat wave events, although it had little to no impact on the average

temperature anomaly (difference between the average daily maximum wet-bulb tem-

perature on all heat wave days minus the threshold temperature). In CCSM4-2000

simulations for the historical period, the inclusion of agricultural development in-

creased the frequency of extreme caution heat wave day occurrence by 75 days (15%),

the average heat wave duration by 0.2 days (3%) and the temperature anomaly by

0.1∘C (9%). No danger events were identified in the simulations with 1900 land use,

while 7 days with an average heat wave length of 3.5 days and anomaly of 0.82∘C

were found in CCSM4-2000. A similar bump was seen in the future period; the in-

clusion of agricultural development increased the frequency of extreme caution heat

wave day occurrence by 69 days (3%), the average heat wave duration by 1.6 days

(8%) and the temperature anomaly by 0.15∘C (12%). The inclusion of agricultural

development has a much greater impact on the frequency of danger heat wave events

in the future period, increasing them by 227 days (150%); a much more moderate

impact was made on average heat wave duration and temperature anomaly - 0.35

days (8%) and 0.02∘C (2%) respectively.

The impacts of climate change have a much more dramatic impact on the fre-

quency, intensity, and duration of heat wave events under both the extreme caution

and danger thresholds in both land use scenarios. In CCSM4-2000 simulations, cli-

mate change causes the frequency of extreme caution heat wave days to increase by

1,869 days (325%), the duration to increase by 16.5 days (275%) and the intensity

by 0.31∘C (28%). The frequency of danger events will increase by 374 days (from a

historical frequency of 7 days), the duration by 1.5 days (43%) and the intensity by

0.15∘C (18%). An example of this change in event occurrence can be seen through a

time-series showing the percentage of the smaller domain that exceeds a given thresh-

old in the past vs future period in the 3660 summer days considered in each period

(Fig. 5-19).
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Figure 5-19: Timeseries showing the percent of the smaller domain where grid cells
exceed the extreme caution thresholds for a) daily maximum threshold in the historical
period (1975-2004) and c) daily minimum threshold in the historical period (1975-
2004) in CCSM4-2000. Blue colors note days where greater than 10% of grid cells
meet the requirement and are counted as heat wave days. b) same as (a) but for the
future period (2070-2099) d) same as (c) but for the future period (2070-2099).

5.4.4 Associated Patterns

Extreme caution heat waves events in historical simulations with CCSM4-2000 show

positive meridional wind anomalies (relative to the 1975-2004 JJAS average), positive

anomalies in downward longwave and negative anomalies in sensible heat flux and

increases in both 2m specific humidity and root zone soil moisture (Fig. 5-20). These

changes all serve to increase the moist static energy and wet-bulb temperature in

these humid heat events. The increase in meridional wind and the negative to positive,

north to south surface pressure anomaly is also consistent with an increase in moisture

advection – a pattern which has been found in other studies of Midwestern heat

events [230] [251]. Additionally, the 1995 heat wave event discussed earlier was also

associated with a southerly wind anomaly, especially at night (Fig. 5-4).

Raymond et al. (2017) showed that humid heat events in the Midwest are asso-

ciated with similar specific humidity and meridional wind anomalies at the 850 mb

level [211]. Ford and Schoof, 2017 also showed that "oppressive" heat wave events in

Illinois are associated with both high temperature and high humidity, and occurred
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Figure 5-20: Average historical (1975-2004) JJAS anomalies relative to 1975-2004
JJAS averages for extreme caution exceedance days in the CCSM4-2000 for a)
meridional wind (m/s) b) specific humidity (kg/kg) c) downward longwave radia-
tion (W/m2) d) surface pressure (hPa) e) sensible heat flux (W/m2) f) root zone soil
moisture (mm)
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Figure 5-21: Frequency, intensity, and duration statistics for events at the extreme
caution and danger levels in CCSM4 simulations. Events are shown for CCSM4-2000
(top row) and CCSM4-1900 (bottom row) and for days with positive meridional wind
anomalies (left) and without (right). Total exceedance days are the number of days
that pass the area and threshold requirements regardless of if they are in a coherent
heat wave event. Days in heat wave events notes the number of days contained in the
heat wave events. The average heat wave day TWmax exceedance shows the average
daily maximum wet-bulb temperature of heat wave event days beyond the prescribed
threshold.

both through local antecedent moisture conditions, and moisture transport [229]. An

analysis of meridional wind anomalies in the Great Plains Lower Level Jet (GPLLJ)

region (calculated as the anomaly in 36-42∘N,95-100∘W relative to the daily clima-

tological average) shows that on average in the historical and future period 74% and

60% of extreme caution heat waves days are associated with positive meridional wind

anomalies. This distribution is very slightly less in the 1900 land use simulations

(72% and 60%) (Table 5-21). However, Schoof et al. (2019) found that future heat

events are likely to be driven by warming rather than changes in associated circu-

lation patterns [230]. The increase in meridional wind found in the future in our

simulations (Fig. 5-11) coupled with the strong preference for heat waves with pos-

itive meridional anomalies in this region (Fig. 5-21), suggests that circulation may

drive some of the increased future events. However, the partitioning of events with

and without meridional wind anomalies shown in Fig. 5-21 remains relatively stable

from the historical to future period, suggesting agreement that changes in circulation

are unlikely to change heat wave patterns in the future.
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5.4.5 Human Impact

Ultimately, these wet-bulb temperature and heat stress changes should be tied to their

real impact on communities and public health. The thresholds chosen for heat event

identification are related to the likelihood of heat disorders with prolonged exposure

or strenuous activity [185].

While all populations regardless of demographics are in danger from very extreme

wet-bulb temperatures, there have been many studies on the hazards posed by heat

waves to different groups. Son et al. (2019) conducted a review of heat wave literature

and while a wide range of factors were looked at across heat stress studies, the review

only concluded that there was strong evidence of the increased heat risk for women

and elderly populations [243]. Spangler and Wellenius (2020) found that heat index

metrics are rising faster in socially vulnerable communities [244].

Here we use population projections at the county level in order to investigate

the population that will be likely exposed to future wet-bulb temperature thresholds

[100]. These projections are developed for the 5 Shared Socioeconomic Pathways

(SSP) developed for use in CMIP6, and are given for breakdowns of age (5-year

intervals), gender, and race. We use the population projections for SSP5, which

assumes increasing development and globalization. This is the SSP linked to the high

emission scenario in the CMIP6 projections and aligns most closely with our use of

RCP8.5.

Illinois is used as an example here, but more state analysis for total and 60+

year-old population can be found in Figures F-23 through F-30. In Illinois, under

historical conditions simulated in CCSM4-2000, currently (2020 population) 0% of

the total population is exposed to average daily maximum wet-bulb temperatures

that reach the extreme caution or danger levels (Fig. 5-22). Under future warming

this will increase to 4.9% (0.7 million people) for the extreme caution threshold with

populations taken for 2085. Similarly, currently 92% of the total population (12.2

million people) and 0% of the total population is exposed to 95th percentile daily

maximum wet-bulb temperatures that reach the extreme caution or danger levels.
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Figure 5-22: a) Total population living in a county with a given county average
daily maximum wet-bulb temperature (degrees C) in JJAS in the historical (1975-
2004) (blue) and future (2070-2099) (red) periods. b) same as (a) but for the 95th
percentile of daily maximum wet-bulb temperature (degrees C) c) same as (a) but
for percentage of the total population d) same as (b) but for percentage of the total
population. Black dashed lines mark the extreme caution (23.5 degrees C) and danger
(26.5 degrees C) thresholds.
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Under future warming this will increase to 100% (14.6 million people) and 66% (9.6

million people) for extreme caution and danger thresholds.

This effect of shifting wet-bulb temperature can also be seen by examining distri-

butions of daily maximum wet-bulb temperature in cities using the nearest simulation

grid point from CCSM4-2000. While factors such as amplification from urban heat

island effects are not taken into account here, this provides a reasonable projection for

the general climate shift that residents of these cities will experience (Fig. 5-23). Dis-

tributions for more cities (written in black) can be found in Figure F-31. Additionally

we see that while southern cities tend to have higher average daily maximum wet-bulb

temperatures, their increase from the historical to future period is lower than for the

Midwestern cities, especially relative to their historical mean (Table 5.2). Southern

cities also tend to have smaller coefficients of variation (ratio of standard deviation to

mean) than Midwestern cities, which tend to have a stronger leftward skew. We note

that this skewness influences the coefficient as mean and standard deviation metrics

are most appropriate for data with an approximately normal distribution.

The distributions shift rightward with time, with cities closer to the Great Lakes

such as Milwaukee seeing larger shifts. Cities in the South and Southeast are included

for comparison. In the future, the distributions of Milwaukee and Atlanta look similar

while the future of Minneapolis/St. Paul looks like the historical distribution of cities

like Atlanta or Nashville. Similarly the future distribution of Chicago looks more like

the current distribution for Memphis, and the future distributions of Boston, Detroit,

and Chicago are all similar as extreme wet-bulb temperature spreads farther up the

East Coast at the same time as it moves northward into the Midwest.
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Figure 5-23: Distributions for the frequency of daily maximum wet-bulb temperatures
(degrees C) in the CCSM4-2000 simulations from the historical (1975-2004) (blue) to
the future (2070-2099) (red) periods. 95th percentile levels are shown in the individual
plots for the historical and future period.
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Table 5.2: Mean (𝜇), standard deviation (𝜎), and Coefficient of Variation (𝜎/𝜇) for
daily maximum wet-bulb temperatures (degrees C) in the grid-cell nearest to selected
cities for the historical (1975-2004) and future (2070-2099) period under RCP8.5

City Hist 𝜇 Hist 𝜎 Future 𝜇 Future 𝜎 Hist. CV Future CV
Minneapolis 18.23 20.99 13.55 9.78 0.74 0.47
Milwaukee 18.05 23.07 10.88 8.12 0.60 0.35
Chicago 19.47 22.37 12.79 9.01 0.66 0.40
Detroit 19.49 22.8 7.4 6.43 0.38 0.28

Kansas City 21.14 23.52 9.44 6.01 0.45 0.26
St. Louis 21.07 23.51 10.1 7.28 0.48 0.31

Indianapolis 20.18 22.84 10.6 9.14 0.53 0.40
Cincinnati 20.44 23 9.93 8.59 0.49 0.37
Cleveland 18.54 21.37 10.32 9.09 0.56 0.43
Omaha 20.36 22.78 11.39 7.32 0.56 0.32
Boston 19.33 22.33 5.6 6.18 0.29 0.28
NYC 20.02 22.94 6.13 6.5 0.31 0.28

Fort Worth 22.94 25.44 4.34 3.28 0.19 0.13
Oklahoma City 21.92 24.18 5.44 3.48 0.25 0.14

Memphis 22.78 25.33 7.07 4.77 0.31 0.19
Nashville 21.72 24.01 7.46 6.19 0.34 0.26
Atlanta 21.9 24.24 4.76 4.74 0.22 0.20

Charlotte 22.36 24.66 5.25 5.3 0.23 0.21

5.5 Discussion & Conclusions

Extreme wet-bulb temperatures pose a looming health risk for global communities,

and previous research discussed here shows that dangerous and deadly conditions are

likely to occur in the next century under climate change. The Midwest, while not

an area that is accustomed to regular humid heat waves, will be forced to adapt to

a future where elevated and extreme wet-bulb temperatures are a normal summer

feature.

We have shown that while changes in agricultural development have modified the

patterns of wet-bulb temperature in the past, under the current levels of development

they will not exacerbate the wet-bulb temperature increases much more in the future.

However, under a warming climate with increasing specific humidity, climate change

will do a great deal to drive up wet-bulb temperatures on its own.
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This work again shows the importance of a robust representation of agricultural

development in climate studies, and highlights the importance of accurately repre-

senting land cover in general – as seen through the modification of the Great Lakes.

Future work should explore this area further, and ensure that all models are able to

accurately link the lakes and other large inland water bodies to the surrounding area.

While future changes in land cover and land use, as well as future increases in

yield were beyond the scope of this study, this is an avenue for future study. Our

simulations assume only past distributions of cropland and irrigation as well as yield

levels, and these may change in the future. Further yield increases in the 21st century

may potentially exacerbate wet-bulb temperatures in the future, especially if these

yield increases correspond to a significant increase in evapotranspiration. Increased

temperatures also pose a risk to agricultural areas as well as human health. A study

by Schlenker and Roberts (2009) investigated the link between temperature and yields

and found that the critical dry-bulb temperature for corn and soybean, the two most

important summer crops in this area in terms of volume and economic value, is 29

degrees C and 30 degrees C respectively [228]. After this temperature, yields begin

to decrease, which is problematic for a highly productive region that is a domestic

and international supplier.

Finally, the changes seen in minimum wet-bulb temperature should also be pur-

sued in further study especially given its historical depression due to agricultural

development. While some studies have begun to separate out the occurrence of night-

time vs. day-time humid heat [251] [248], the direct connections between agricultural

development and nighttime wet-bulb temperature have yet to be modeled.
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Chapter 6

Summary & Conclusions

Through this thesis we have explored the Climate-Agriculture-Water nexus and how it

can elucidate observed trends in the Central United States and Egypt. The findings

described in these chapters add original contributions to the existing literature of

the climate impacts of agricultural development on regional hydrology, the impact

of agriculture on heat wave evolution, and the pressures that agriculture imposes on

water availability at the edge of resource limits. The main original findings of each

chapter are summarized below.

In Chapter 2, this thesis illustrates the vital link between agricultural development

and water availability in Egypt, and how demand is tightly coupled to population

and economic growth. While this connection is very clear in Egypt it is true for

many areas at the local, regional, and global scales. We present an annual historical

reconstruction of water demand and withdrawal from the Nile River down to the

granularity of individual crop and animal products. We show that Egypt has been

using the full available resources of the Nile since the late 1970’s – starting from a

surplus of about 20 km3 per year in the 1960s leading to a deficit of about 40km3

per year by the late 2010s. This deficit was managed by a massive increase in virtual

water imports from 5 km3 in the early 1970’s to roughly 40 km3 in the late 2010’s. Our

independent reconstruction of consumption and other water demands shows that the

country is currently withdrawing on average 61.5 km3 of water annually from the Nile,

which is 11% greater than the 55.5 km3 allocated through the 1959 agreement. By
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developing a demand model that accurately recreates historical water demand, using

relationships of water use to population and per-capita-GDP growth, this thesis is able

to project water demand into the future and predict that in the early 2020’s Egypt will

be importing that same volume as virtual water embodied in agricultural products.

Egypt’s total water demand assuming increasing agricultural and municipal demand,

stable industrial demand, and stable water reuse amounts, will be approximately 160

km3 in 2030.

In Chapter 3, this thesis shows that the three components of agricultural devel-

opment in the Central United States– expansion of cropland, intensification (yield

increases), and irrigation development – have competing effects on shaping summer

(July-August) regional climate, but collectively accounted for the observed tempera-

ture decreases (0.2-0.3 ∘C) from 1920-1949 to 1970-1999 and 30% of the precipitation

increases (0.2-0.3 mm/day) depending on the region. Through a combined representa-

tion of the observed 400-500% crop yield increase, cropland expansion, and irrigation

development, and the utilization of state-of-the-art long term reanalysis data sets,

the 100-year simulations presented here show that agriculture has been the most sig-

nificant anthropogenic driver of climate change in the 20th century. We demonstrate

the importance of including all three components of agricultural development, as is

seldom done in other studies, due to their competing climate effects. Expansion of

cropland alone has a tendency to cause reductions in precipitation and evapotranspi-

ration, with a mixed temperature effect. On the other hand, accurate representation

of cropland intensification has a distinct cooling effect along with increases in precipi-

tation and evapotranspiration, contrary to expected climate change impacts. Finally,

the residual observed changes in the warming hole region in July-August from 1920-

1949 to 1970-1999, not explained by agricultural development, are shown to be driven

by changes in the sea surface temperature of the North Atlantic (cooling) and trop-

ical Pacific (warming), which correlate to both colder and wetter conditions in the

Central United States.

In Chapter 4, we show that the agriculturally driven cooling and wetting trends

in the historical period have led to a modification of growing season (May-August)
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water availability in the Heartland of the U.S., a core agricultural region we outline

encompassing Iowa, Illinois, Indiana and Ohio. This water availability is represented

here through Precipitation-Evapotranspiration (P-E), an analogue for the moisture

convergence into this region. Analysis of observational data from gridded observa-

tions, outputs from the Variable Infiltration Capacity Model [140], and in-situ obser-

vations from Illinois show that from 1915-2005 evapotranspiration has increased (0.4

mm/yr), vapor pressure has increased (0.012 hPa/yr) and air temperature has been

stable (0.001 C/yr). This has driven an increase in relative humidity (0.047 %/yr)

and a resultant increase in precipitation (0.65 mm/yr). Ultimately, from 1915-1944

to 1975-2004 P-E increased approximately 17 mm in the Heartland. Future projec-

tions from the CMIP5 and CMIP6 multi-model ensembles forecast an enhancement

of the seasonality of soil moisture in this region, with springs getting wetter and sum-

mers getting drier. In the future from 2006-2099, May-August temperature increases

(0.062 C/yr in CMIP5) and associated reductions in relative humidity (-0.069 %/yr

in CMIP5) are shown to lead to drying in the summertime, with a P-E reduction

of 12 mm (36 mm) in CMIP5 (CMIP6). These changes will require adaptation in a

system where spring drainage management is extensive but supplemental irrigation

is limited. 40-50% of harvested cropland in Illinois was drained by subsurface tiles

in 2017, while in 2007 only roughly 2% of cropland was irrigated. This allows ample

room for future development and possibly a leveraging of the seasonal imbalance of

water availability through runoff and rainfall management.

Finally, in Chapter 5 this thesis investigates the impact of agriculture on the

climatology of heat waves in the Central U.S and their change from the historical

(1975-2004) to future (2070-2099) period under RCP8.5 (’Business as Usual’) forcing

scenarios. Results show that while climate change will be the strongest driver of wet-

bulb temperature changes, agricultural development has had a small but significant

impact in the historical period. Simulations using MRCM are driven by carefully

selected global climate models with modified representations of Great Lakes surface

temperatures based on empirical relationships between lake and air temperatures.

Results show that agricultural development has enhanced historical daily maximum
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wet-bulb temperatures and depressed daily minimum wet-bulb temperatures in this

region in both non-irrigated and irrigation areas; non-irrigated (irrigated) agriculture

has increased June-September average daily maximum wet-bulb temperatures by 0.3

(0.7) ∘C in the historical period and has decreased average daily minimum wet-bulb

temperatures by 0.1 (0.2) ∘C in the historical period. Irrigated areas also show a

further enhancement effect on future daily maximum wet-bulb so that future irrigated

agricultural areas will be 0.9 ∘C hotter than without development. Climate change

will have a much greater impact on the change in extreme wet-bulb from the historical

to the future period under current agricultural development levels, driving average

daily maximum wet-bulb temperatures up by 2.6 ∘C across the central Midwest.

Average daily minimum wet-bulb will see an even larger increase of 3.5∘C. This is

compared to a simulated 3.5∘C to 5∘C dry-bulb mean temperature increase in the

same period and regions. Simulations of further wetbulb enhancement over the Great

Lakes region are show as evidence of the importance of accurate representation of

lake temperatures and fluxes over this region which is projected to warm significantly

with little reduction in relative humidity. We present a corrected framework for

approaching lake surface temperatures without a lake model, with strong caveats

regarding model air temperature biases and the stability of the lake temperature

trend under climate change. We also present an analysis of increases in humid heat

wave events (2+ days beyond a given maximum and minimum wet-bulb threshold)

over land in the region 37-48∘N,81-100∘W. While agricultural development increased

the frequency of extreme caution (>23.5 degree) heat wave day occurrence by 75 days

(15%), the average heat wave duration by 0.2 days (3%) and the temperature anomaly

by 0.1∘C (9%) in the historical period, climate change will increase these statistics by

1,869 days (325%), 16.5 days (275%) and 0.31∘C (28%) respectively. These increases

will force large new populations to adapt to historically unusual heat stress on a more

regular basis, and the findings presented here show that plans must be made for this

new heat stress normal to safeguard at risk communities and build resilience.
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6.1 Broader Implications and Impacts

Although the results described in this thesis include novel contributions to the sci-

entific literature in their areas, they will also have impact beyond the scientific com-

munity. An understanding of the impacts of agriculture on climate can improve our

ability to model climate changes accurately, improving the quality of projections avail-

able for policy-making and improving public trust. Similarly, accurate projections of

extreme events such as heat waves is key for adaptation planning and emergency

management.

The connections between climate, agriculture, and water are particularly impor-

tant in the Central U.S. and Egypt because they are vital suppliers of food both

domestically and internationally. Changes in climate will potentially have far reach-

ing complications and understanding how agriculture affects these systems can allow

for more sustainable planning and careful adaptation.

6.2 Future Work

There are several areas of interest that emerged during this thesis that could not be

included due to space and time. Many are already the subject of current study in the

climate field, and the research being done on them can hopefully be improved and

advanced by the work presented here:

Chapter 2 presents several policy proposals for managing future water demand in

Egypt. Further quantification of these proposal’s water savings would provide support

for policy implementation. The reconstruction of historical water use presented here

provides a good view of resource availability in order to guide future management

decisions. Additionally, further research on the impacts of climate change is important

for future planning and adaptation measures.

Chapter 3 presents the historical impact of agriculture on climate and future

research should project what future changes, if any, on yield and cropland area will

have concurrent with warming. Although production in the Central U.S. is necessarily
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increasing to meet global demand, there is no consensus on how much yields will

increase and what impact this may have on the climate.

In Chapter 4 we show that future summer drying in the Midwest – expressed

through the balance of P-E – will likely move the area towards a previous climate

state, and that the extensive management of the Cornbelt leaves ample room for

adaptation. Further studies should examine the potential for supplementary irrigation

in the summer, as well as the potential to harness an intensified seasonal cycle of

moisture availability by using rainwater and runoff capture technology to use excess

springtime moisture during dry summers.

In Chapter 5, we show the impact of agricultural development on the severity

of heat wave events and wet-bulb temperature patterns. This area is on the fore-

front of climate research and therefore there are many avenues leading from the work

presented here. Future work is needed on the impacts of any future development

in cropland area and yield on further wet-bulb temperature enhancement, and the

impacts that elevated wet-bulb temperature may have on crop yields and suitability.

Continued work in the Great Lakes area is needed to confirm its position as a wet-

bulb temperature hotspot and what impacts this will have on surrounding lake-side

communities and wildlife. Finally, further exploration of the dominance of moisture

versus temperature departures in extreme heat events in the future is needed, as well

as an investigation of the changes in extreme daily minimum wet-bulb temperatures

and how they are influenced by and may be beneficial to agricultural development.
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Appendix A

CMIP5 and CMIP6 Multi-Model

Ensemble

This appendix describes the CMIP5 and CMIP6 models used in Chapter 4 of this

thesis, along with the reference papers and dataset references noted in the tables.
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Figure A-1: CMIP5 Models used in Chapter 3
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Figure A-2: CMIP6 Models used in Chapter 3
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Appendix B

Supplementary Tables

This Appendix includes supplementary tables for content described in Chapter 2 and Chapter 5.

Table B.1: Data Sources and Download Links used in Chapter

2.

No. Data Source

1 Crop Water

Requirements

(Except

Berseem,

Tea, Palm

Oil)

Mekonnen, M.M. and Hoekstra, A.Y. The green, blue and grey water

footprint of crops and derived crop products, Value of Water Research

Report Series No. 47, Volume II, Appendix II (UNESCO-IHE, Delft,

the Netherlands., 2010) https://research.utwente.nl/files/59480760/

Report47_WaterFootprintCrops_Vol2.pdf

2 Crop Water

Requirements

(Tea, Palm

Oil)

Mekonnen, M.M. and Hoekstra, A.Y. National water footprint

accounts: the green, blue and grey water footprint of pro-

duction and consumption, Value of Water Research Report Se-

ries No. 50, Volume II, Appendix VI (UNESCO-IHE, Delft,

the Netherlands, 2011) https://research.utwente.nl/files/5146139/

Report50-NationalWaterFootprints-Vol2.pdf.pdf
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No. Data Source

3 Animal Prod-

uct Water

Requirements

Mekonnen, M.M. and Hoekstra, A.Y. The green, blue and grey

water footprint of farm animals and animal products, Value

of Water Research Report Series No. 48, Volume II, Ap-

pendix V, Grazing Method (UNESCO-IHE, Delft, the Nether-

lands, 2010) https://research.utwente.nl/files/59481201/Report48_

WaterFootprint_AnimalProducts_Vol2.pdf

4 Population United Nations, Department of Economic and Social Affairs, Popu-

lation Division. Total population (both sexes combined) by region,

subregion and country, annually for 1950-2100 (thousands)). World

Population Prospects 2019, Online Edition. Rev. 1. (File POP/1-

1) (2019). Available Online at https://population.un.org/wpp/

Download/Files/1_Indicators%20(Standard)/EXCEL_FILES/1_

Population/WPP2019_POP_F01_1_TOTAL_POPULATION_

BOTH_SEXES.xlsx; https://ourworldindata.org/grapher/

absolute-increase-global-population; https://ourworldindata.

org/grapher/population; https://ourworldindata.org/grapher/

world-population-1750-2015-and-un-projection-until-2100

5 Fertility United Nations, Department of Economic and Social Affairs,

Population Division. Total fertility by region, subregion and

country, 1950-2100 (live births per woman). World Population

Prospects 2019, Online Edition. Rev. 1. (File FERT/4). (2019).

https://population.un.org/wpp/Download/Files/1_Indicators%

20(Standard)/EXCEL_FILES/2_Fertility/WPP2019_FERT_

F04_TOTAL_FERTILITY.xlsx

6 Economic

Data

http://www.fao.org/faostat/en/#data/MK

7 Production,

Yield, Area

Harvested

http://www.fao.org/faostat/en/#data/QC; http://www.fao.org/

faostat/en/#data/QD; http://www.fao.org/faostat/en/#data/QA;

http://www.fao.org/faostat/en/#data/QL; http://www.fao.org/

faostat/en/#data/QP

212

https://research.utwente.nl/files/59481201/Report48_WaterFootprint_AnimalProducts_Vol2.pdf
https://research.utwente.nl/files/59481201/Report48_WaterFootprint_AnimalProducts_Vol2.pdf
https://population.un.org/wpp/Download/Files/1_Indicators%20(Standard)/EXCEL_FILES/1_Population/WPP2019_POP_F01_1_TOTAL_POPULATION_BOTH_SEXES.xlsx
https://population.un.org/wpp/Download/Files/1_Indicators%20(Standard)/EXCEL_FILES/1_Population/WPP2019_POP_F01_1_TOTAL_POPULATION_BOTH_SEXES.xlsx
https://population.un.org/wpp/Download/Files/1_Indicators%20(Standard)/EXCEL_FILES/1_Population/WPP2019_POP_F01_1_TOTAL_POPULATION_BOTH_SEXES.xlsx
https://population.un.org/wpp/Download/Files/1_Indicators%20(Standard)/EXCEL_FILES/1_Population/WPP2019_POP_F01_1_TOTAL_POPULATION_BOTH_SEXES.xlsx
https://ourworldindata.org/grapher/absolute-increase-global-population
https://ourworldindata.org/grapher/absolute-increase-global-population
https://ourworldindata.org/grapher/population
https://ourworldindata.org/grapher/population
https://ourworldindata.org/grapher/world-population-1750-2015-and-un-projection-until-2100
https://ourworldindata.org/grapher/world-population-1750-2015-and-un-projection-until-2100
https://population.un.org/wpp/Download/Files/1_Indicators%20(Standard)/EXCEL_FILES/2_Fertility/WPP2019_FERT_F04_TOTAL_FERTILITY.xlsx
https://population.un.org/wpp/Download/Files/1_Indicators%20(Standard)/EXCEL_FILES/2_Fertility/WPP2019_FERT_F04_TOTAL_FERTILITY.xlsx
https://population.un.org/wpp/Download/Files/1_Indicators%20(Standard)/EXCEL_FILES/2_Fertility/WPP2019_FERT_F04_TOTAL_FERTILITY.xlsx
http://www.fao.org/faostat/en/#data/MK
http://www.fao.org/faostat/en/#data/QC
http://www.fao.org/faostat/en/#data/QD
http://www.fao.org/faostat/en/#data/QD
http://www.fao.org/faostat/en/#data/QA
http://www.fao.org/faostat/en/#data/QL
http://www.fao.org/faostat/en/#data/QP
http://www.fao.org/faostat/en/#data/QP


No. Data Source

8 Berseem

Production,

Yield, Area

Harvested

Dost, M., Bimal, M., El-Nahrawy, M., Khan, S., & Serkan, A.

Egyptian Clover (Trifolium alexandrinum). King of Forage Crops.

(Food and Agriculture Organization of the United Nations, Re-

gional Office for the Near East and North Africa, Cairo, 2014)

http://www.fao.org/3/a-i3500e.pdf

9 Animal Car-

cass Weights

http://www.fao.org/faostat/en/#data/QL

10 Feed & Food

Supply

http://www.fao.org/faostat/en/#data/BC; http://www.fao.org/

faostat/en/#data/BL; http://www.fao.org/faostat/en/#data/CC;

http://www.fao.org/faostat/en/#data/CL; http://www.fao.org/

faostat/en/#data/FBSH; http://www.fao.org/faostat/en/#data/

FBS;

11 Import &

Export

Quantity &

Value

http://www.fao.org/faostat/en/#data/TP; http://www.fao.org/

faostat/en/#data/TA

12 Cereal Im-

port De-

pendency

Ratio

http://www.fao.org/faostat/en/#data/FS

13 Potential ET CRU TS 4.04 https://crudata.uea.ac.uk/cru/data/hrg/cru_ts_4.

04/ https://crudata.uea.ac.uk/cru/data/hrg/cru_ts_4.04/cruts.

2004151855.v4.04/pet/

14 Dongola

Monthly

Inflow

Republic of Sudan Ministry of Irrigation and Water Resources (2020).

Monthly Streamflow at Dongola (1963-2020). Processed and Com-

piled By Elzeinn, A. S.
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No. Data Source

15 Height-

Volume and

Area-Volume

Equations for

Lake Nasser

Shafik, N. M. Updating the surface area and volume equations of Lake

Nasser using multibeam system. Presented at 19th International

Water Technology Conference (2016) [http://iwtc.info/wp-content/

uploads/2016/05/41.pdf]

16 Egypt Water

Withdrawals

Food and Agriculture Organization of the United Nations

(FAO). AQUASTAT Main Database. (2016) http://www.

fao.org/nr/water/aquastat/data/query/index.html?lang=en;

Food and Agriculture Organization of the United Na-

tions. AQUASTAT Country Profile – Egypt. Water Re-

sources Factsheet. (Rome, Italy, 2016). Available Online

at https://storage.googleapis.com/fao-aquastat.appspot.com/

countries_regions/factsheets/water_resources/en/EGY-WRS.pdf;

Food and Agriculture Organization of the United Nations (FAO).

AQUASTAT Country Profile – Egypt. (Rome, Italy, 2016). Available

Online at http://www.fao.org/3/i9729en/I9729EN.pdf

17 Lake Nasser

Levels

Gammal, E. A. E., Salem, S.M., and Gammal, A. E. A.

E. Change detection studies on the world’s biggest artifi-

cial lake (Lake Nasser, Egypt). The Egyptian Journal of

Remote Sensing and Space Science, 13 (2) 89-99, (2010).

https://doi.org/10.1016/j.ejrs.2010.08.001.; NASA/USDA. G-

REALM – Lake Nasser (0331) Height Variations from Altime-

try https://ipad.fas.usda.gov/cropexplorer/global_reservoir/gr_

regional_chart.aspx?regionid=metu&reservoir_name=Nasser

18 Irrigation Us-

age

FAO. 2016. AQUASTAT Main Database, Food and Agriculture Or-

ganization of the United Nations: Irrigation and Drainage Devel-

opment. http://www.fao.org/aquastat/statistics/query/index.html?

lang=en

214

http://iwtc.info/wp-content/uploads/2016/05/41.pdf
http://iwtc.info/wp-content/uploads/2016/05/41.pdf
http://www.fao.org/nr/water/aquastat/data/query/index.html?lang=en
http://www.fao.org/nr/water/aquastat/data/query/index.html?lang=en
https://storage.googleapis.com/fao-aquastat.appspot.com/countries_regions/factsheets/water_resources/en/EGY-WRS.pdf
https://storage.googleapis.com/fao-aquastat.appspot.com/countries_regions/factsheets/water_resources/en/EGY-WRS.pdf
http://www.fao.org/3/i9729en/I9729EN.pdf
https://doi.org/10.1016/j.ejrs.2010.08.001.
https://ipad.fas.usda.gov/cropexplorer/global_reservoir/gr_regional_chart.aspx?regionid=metu&reservoir_name=Nasser
https://ipad.fas.usda.gov/cropexplorer/global_reservoir/gr_regional_chart.aspx?regionid=metu&reservoir_name=Nasser
http://www.fao.org/aquastat/statistics/query/index.html?lang=en
http://www.fao.org/aquastat/statistics/query/index.html?lang=en


No. Data Source

19 Storage

Capacity

FAO. 2016. AQUASTAT Country Profile – Egypt. Food

and Agriculture Organization of the United Nations (FAO).

Rome, Italy https://storage.googleapis.com/fao-aquastat.appspot.

com/Excel/dams/EGY-dams_eng.xlsx

20 Aswan

Monthly

Discharge

Vörösmarty, C.J., Fekete, B. M. & Tucker, B. A. River Discharge

Database, Version 1.1 (RivDIS v1.0 supplement). Aswan Dam Egypt.

Available through the Institute for the Study of Earth, Oceans, and

Space / University of New Hampshire, Durham NH (USA). (1998)

http://dx.doi.org/10.3334/ORNLDAAC/199
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Table B.2: CURRENT VIRTUAL WATER TRADE BALANCE (VWTB) Monetary
value, tonnage, and water equivalent of agricultural import and export in Egypt,
using official trade values (2007-2011 average) (Source: FAOSTAT)

Total Value
(billion USD)

Total Water
Consumed
(km3)

Total Trade
Quantity (mil-
lion tonnes)

Total Water
Value (Million
USD/km3)

Imports 7.1 19.2 18.2 368.4 (a)
Exports 1.8 2.1 2.8 850.9 (b)

VWTB (b/a) 2.31

Table B.3: CROP AND ANIMAL PRODUCT DATA Key crop and animal product
figures and water usage estimates (2007-2011 average). * Indicates commodities where
the 1996-2005 water consumption value was used in absence of yield and harvested
area data for scaling. All total water use estimates are given in terms of consumption
(without irrigation efficiency scaling). Import and Export Price/Quantity are com-
puted individually for all years with official data and then averaged over the period.
(Source: Import, Export and Production data from FAOSTAT; Crop water Require-
ment data from [a] except for Berseem where the water requirement is calculated using
figures from [b], Animal Product water requirement from [c], and water requirement
for tea and palm oil from [d]);𝑎 Mekonnen, M .M. & Hoekstra, A.Y. The green, blue
and grey water footprint of crops and derived crop products, Value of Water Re-
search Report Series No. 47, (UNESCO-IHE, Delft, the Netherlands, 2010). 𝑏 Tyagi,
N .K., Sharma, D. K. & Luthra, S. K. Determination of evapotranspiration for maize
and berseem clover. Irrig Sci 21, 173–181 (2003). https://doi.org/10.1007/s00271-
002-0061-3. 𝑐 Mekonnen, M. M. & Hoekstra, A. Y. The green, blue and grey water
footprint of farm animals and animal products, Value of Water Research Report Se-
ries No. 48, (UNESCO-IHE, Delft, the Netherlands, 2010). 𝑑 Mekonnen, M. M. &
Hoekstra, A. Y. National water footprint accounts: the green, blue and grey water
footprint of production and consumption, Value of Water Research Report Series No.
50, (UNESCO-IHE, Delft, the Netherlands, 2011)
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Table B.5: VIRTUAL WATER TRADE BALANCE MATRIX Rows are exports and
columns are imports. Irrigation efficiency not considered. Values used for calculation
located in Table B.3

Table B.7: R2 FOR PER CAPITA DEMAND RELATIONSHIPS

(1975-2014 GDP PER CAPITA). Relationships for berseem, sug-

arcane, and seed cotton are done versus time instead of GDP per

capita. * indicates significance at p = 0.05 ** indicates significance

at p = 0.01

Commodity R2 Commodity R2

Maize 0.83 ** Bean (Dry) 0.13 *

Wheat 0.5 ** Chickpea 0.00
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Commodity R2 Commodity R2

Rice 0.22 ** Lentil 0.22 **

Seed Cotton 0.89 ** Bean (Green) 0.00

Sugarcane 0 Lemon & Lime 0.1 *

Sugar beet 0.86 ** Apple 0.77 **

Banana 0.92 ** Mango 0.80 **

Barley 0.35 ** Date 0.77 **

Broad Bean 0.03 Watermelon 0.19 **

Berseem 0.84 ** Sunflower Seed 0.22 **

Grape 0.80 ** Garlic 0.04

Groundnut 0.67 ** Strawberry 0.90 **

Olive 0.87 ** Vegetable Leguminous n.e.s. 0.47 **

Onion, Dry 0.07 Artichoke 0.60 **

Orange 0.06 Cabbage 0.06

Potato 0.63 ** Carrot & Turnip 0.13 *

Tomato 0.77 ** Cauliflower & Broccoli 0.27 **

Sorghum 0.57 ** Chili Pepper (Green) 0.79 **

Soybean 0.69 ** Cucumber 0.22 **

Eggplant 0.79 ** Cotton Lint 0.50 **

Melon 0.41 ** Cottonseed Cake 0.05

Peach & Nectarines 0.54 ** Sugar (Raw Eq.) 0

Pumpkin & Squash 0.17 ** Molasses 0.14 *

Sweet Potato 0.62 ** Soybean Cake 0.36 **

Tangerine, Clementine, & Mandarin 0.89 ** Cottonseed Oil 0.75 **

Vegetables Fresh n.e.s. 0.04 Maize Oil 0.61 **

Beef 0.03 Palm Oil 0.43 **

Buffalo 0.02 Tea 0

Chicken 0.01 Sunflower Cake 0.45 **

Sheep 0.0 Milk (Whole) 0.49 **

Cheese 0.46 ** Milk (Skim) 0.38 **

Butter 0.00 Milk (Dried) 0.23 **

Eggs (Hen, In Shell) 0.17 **
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Crop to In-
crease

Additional
Exports (thou-
sand tonnes)

Export Price
($/m3)

Money to Make
(million $)

Water Needed
(Mm3)

Tomato 46.0 $3.16 20.6 6.5
Green Beans 33.6 $3.73 33.4 9.0
Watermelon 20.7 $6.47 12.3 1.9
Molasses 12.2 $3.27 6.6 6.6
Strawberry 76.2 $3.11 66.9 21.5
Cabbage 1.8 $3.47 1.3 0.4
Cauliflower &
Broccoli

2.0 $5.48 1.9 0.3

Chili Pepper
(Green)

10.0 $5.82 9.0 1.6

Cucumber 1.0 $5.35 1.1 0.2
Eggplant 0.5 $3.25 0.5 0.1
Melon 8.9 $4.00 6.0 1.5
Sweet Potato 19.6 $4.77 10.3 2.2
Totals 232.5 169.9 51.7
Crop to Reduce Amount to Reduce

(Mm3)
Reduction in Pro-
duction (thousand
tonnes)

Money Needed to
Import Replace-
ment (Million $)

Wheat 62.5 69.4 22.6
Maize 65.8 62.0 19.1
Rice 51.1 52.1 22.5
Barley 2.7 1.3 0.5
Sorghum 3.6 7.1 3.6
Berseem 94.6 29.0 (Beef Reduc-

tion)
101.6

Totals 280.3 220.8 169.9
Trade Balance 4.4

Table B.6: VIRTUAL WATER TRADE BALANCE POLICY PROPOSAL Policy
Proposal for doubling exports. The principle for reduction is a proportional decrease
based on the current amount of water currently used in Egypt to produce cereal crops.
The principle for increase in export goods is a proportional increase in the amount of
exports (i.e. increase the export of the selected goods by x%). Ultimately, a doubling
of the export goods below produces enough revenue to buy cereal goods at a water
share amplification of 4.4. (51.7 Mm3 are consumed to buy cereal crops that would
normally consume 280.3 Mm3). Values used in calculation can be seen in Table B.2.
Irrigation Method and efficiency are not considered.
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Figure B-1: Heat wave statistics for CNRM-CM5 simulations

Figure B-2: Heat wave statistics for HadGEM2-ES simulations
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Appendix C

Chapter 2 Supplementary Figures

This appendix provides supplementary figures described in the text of Chapter 2.
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Figure C-1: Demand per capita (kg/capita/year) vs. GDP per capita (2010
USD/capita/year) relationships for individual crops (except sugarcane, berseem, and
seed cotton which are time dependent relationships). Data Sources in Table B.1: (4)
(6) (7) (8) (11)
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Figure C-2: Change relative to 1961 (%) of production (tonnes) [blue], yield (hg/ha)
[black], and harvested area (ha) [red] of primary crops used in analysis. Data Sources
in Table B.1: (7) (8)
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Figure C-3: Figure C-2 continued
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Figure C-4: Water consumption requirements for individual crops used in historical
reconstruction (m3/tonne). The red square indicates the base water consumption
value from the literature [31] for the 1996-2005 period. Data Sources in Table B.1:
(1) (7) (8)
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Figure C-5: (a) Water consumption requirement for major water consuming crops
scaled using 1961 irrigation application efficiency (tonnes/m3). 1961 values for wheat,
maize, rice, cotton, berseem, and sugarcane are 0.0006, 0.0004, 0.0007, 0.0002, 0.0043,
and 0.006 tonnes/m3 respectively. (b) Evolving irrigation efficiency scaled water
consumption requirement for major water consuming crops (tonnes/m3). (c) Evolving
irrigation efficiency scaled water consumption requirement for major water consuming
crops also including proportion of reuse (tonnes/m3). Data Sources in Table B.1: (1)
(7) (8) (16) (18)

Figure C-6: Development of agricultural area in Egypt and use of irrigation technolo-
gies. (a) Old vs. New Land agricultural area (ha) in Egypt using total cropland data
(FAO) and details on new land acquisition (Karajeh et al. (2013)) (b) Proportion of
land using various irrigation technologies (%). Values are available for 1995, 2000, and
2010 and interpolated between (Data Source: (18)). (c) Estimate of country average
irrigation efficiency (%) determined using the proportion of irrigation type in panel
b and the FAO stated efficiency of the relative irrigation technologies. (Brouwer et
al. (1989)); Karajeh, F., Oweis, T., Swelam, A., El-Gindy, A-G., El-Quosy, D. E. D.,
Khalifa, H., El-Kholy, M., El-Hafez, S. A. Water and Agriculture in Egypt. (Beirut,
Lebanon: Food and Agriculture Organization of the United Nations (FAO), 2013)
https://hdl.handle.net/20.500.11766/7872; Brouwer, C., Prins, K., & Heibloem, M.
Annex 1: Irrigation Efficiencies. In Irrigation Water Management: Irrigation Schedul-
ing: Training Manual 4. (1989) http://www.fao.org/3/t7202e/t7202e08.htm
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Figure C-7: Historical water use (km3) for agriculture. Green data points show
official data for Agricultural use. Error bars represent literature-derived estimates of
agricultural drainage reuse, groundwater recharge reuse, and wastewater reuse with
the assumption that all reuse is applied to agricultural purposes. The lines show
bottom-up crop-data based estimates for agricultural use using three different crop
water consumption assumptions: 1) constant tonnage water requirement (m3/tonne)
[blue] 2) constant area water requirement (m3/ha) [red] 3) average of (1) and (2)
(m3/tonne) [black solid]. Data Sources in Table B.1: (1) (2) (7) (8) (16)

Figure C-8: a) Historical per capita water consumption (m3/capita/year) for agricul-
tural production [black solid] and historical per capita water embodied in primary
and secondary crop imports (m3/capita/year) [black dashed]. Data Source in Table
B.1: (1) (2) (4) (7) (8) (11)
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Figure C-9: Historical estimates for (a) municipal use (km3) and industrial use (km3)
and (b) three components of reuse (km3). Data Sources: (A) Municipal – (16); (A)
Industrial – (16); (B) Direct Agricultural Drainage Reuse: 2010 (16); 2016 (16); (B)
Wastewater Reuse: 2010 (16); 2017 (16); (B) Delta and Valley Groundwater Reuse:
1980 [226]); 1992 [171]; 2008 [171]; 2010 [148]; 2016 [69]
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Figure C-10: (a) Feed products in Egypt (tonnes) (b) Estimates of water consumption
(km3) associated with feed products in panel (a) vs. consumption associated with
animal product production in Egypt (meat, milk, and eggs) (c) Total virtual water
import (km3) (consumption equivalent) associated with animal products [black] and
historical per capita water embodied in animal product imports (m3/capita/year)
[black dashed]. Data Source in Table B.1: (1) (3) (4) (7) (8) (9) (10) (11)
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Figure C-11: Future additional demand (million tonnes) in a given year vs. 2017
for primary crops and cotton lint bounded by two scenarios: 4.5% GDP per capita
growth and 2.5% population growth [black] and 0% GDP per capita growth and 0.1%
population growth [blue]. The nominal growth scenario (2.3% GDP per capita growth
and 1.7% population growth is shown in red. Data Source in Table B.1: (1) (2) (4)
(6) (7) (8) (11)
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Figure C-12: (a) Volume of water withdrawn for agriculture but not used directly for
crop evapotranspiration [black] and amount of reuse (treated municipal wastewater,
direct use of agricultural drainage, use of local groundwater recharge) [red]. Note
that the reuse exceeds the water surplus because a small amount of reuse is initially
withdrawn for municipal purposes (treated municipal wastewater). (b) a measure of
the true system efficiency by using net losses (application losses minus reuse).

Figure C-13: Egyptian Nile Water System 1988-2017 average annual fluxes (km3/yr).
Red values are sinks, blue are sources, and purple indicates reuse. See Fig. 2-10 for
Data Sources.
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Appendix D

Chapter 3 Supplementary Material

The importance of SST teleconnections to regional climate in the Central U.S. is

particularly well shown through the connection of the North Atlantic Subtropical High

(NASH) and the Great Plains Lower-Level Jet (GPLLJ). As discussed in Chapter

3, there is a documented connection between a warm North Atlantic, cold Tropical

Pacific, and hot and dry conditions in the Central U.S. and Great Plains. These same

conditions – in particular in the North Atlantic – have been linked to complementary

changes in the GPLLJ [274] [272].

One of the proposed connecting mechanisms between the North Atlantic SSTs

and the Central U.S. is the modification of the NASH and through it the GPLLJ.

The GPLLJ is a boundary layer and lower tropospheric feature that is defined by

its high wind intensity aloft, vertical shear profile, and ability to transport moisture

[103] [25]. In the United States, this feature is roughly 250 km wide and has a strong

diurnal cycle with a nighttime peak and higher frequency of occurrence in the spring

and summer [25]. It is formed through a proposed combination of inertial oscillation

due to boundary layer decoupling and frictional effects [23] [43] and baroclinicity on

sloping terrain [109]. This feature is consistent with strong moisture advection into

the continental US, with 1/3 of moisture transport into the region being attributed

to the structure [103].

MRCM can resolve the GPLLJ in its higher resolution as seen in Figure D-1 in

a short simulation forced with ERA-Interim. The plot shows the time series of wind
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Figure D-1: Vertical profile of wind-speed (m/s) in lowest eight model sigma levels
for the grid point 37N, 97W in a short term simulation in MRCM forced with ERA-
Interim.

vector magnitude for the 8 lowest sigma levels and shows a peak wind speed of 18

m/s occurring just after midnight. The peak occurs just below the 850 mb pressure

level at roughly 800 m, with the classic profile of vertical shear above and below the

maximum, as well as an accurate representation of jet timing (Fig. D-2) with a peak

at midnight.

While the connections between SST anomalies and the Great Plains Lower-Level

Jet are still a topic of research, it has been proposed that the GPLJJ is impacted

through a westward expansion of the NASH which is in turn modified by the North

Atlantic Oscillation (NAO) and a proposed connection to the Atlantic Multi-decadal

Oscillation (AMO) [274] [273] [34] [200] [177].

We can see this connection through maps of the average wind and pressure pat-

terns associated with high and low SST anomalies in the two key regions (Fig. D-3).

The figures show the upper and lower quartile of years for selected SST anomalies

(9 years in each group) averaged over all years in the group relative to the full pe-

riod average. SSTs are standardized detrended SST anomalies from ERSSTv5 and

atmospheric data is obtained from ERA-Interim for 1979-2016 for a total of 38 years.

Arrows show wind anomalies and shading shows the corresponding geopotential height
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Figure D-2: Synoptic evolution of the vertical profile of meridional wind (m/s) aver-
aged over July 1992 at the same grid point as Figure D-1

anomaly. During upper quartile years for the North Atlantic and lower quartile years

for the Tropical Pacific, wind flow is northerly in the jet region. The opposite pattern

exists for lower quartile North Atlantic SST and upper quartile Tropical Pacific SST.

This connection can also be explored through two contrasting hydroclimate events,

the Dust Bowl drought of the 1930s and the Midwestern flood of 1993. In the 1930s

the Midwest and Great Plains of the United States experienced the Dust Bowl - a

large-scale, long-lasting meteorological drought event - with impacts of prolonged heat

and dryness spreading far beyond the traditionally portrayed landscapes of the Okla-

homa plains. While drought events are characterized primarily through precipitation

deficits, the Dust Bowl emerges as a devastating event in the climate record due to

its accompanying temperature anomalies (Fig. D-4). While there are several other

major droughts in the regional record – particularly the 1950s drought – the extent,

duration, and magnitude of the 1930s Dust Bowl’s simultaneous precipitation and

temperature anomalies as well as the widespread socio-economic impact mark it as

the most significant summer event in this region during the observational period [31]

[135] [52]. Studies have shown that the inception of the Dust Bowl was in large part
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Figure D-3: a) Average July-August 850 mb wind anomaly for upper quartile North
Atlantic SST anomaly years. Shading shows geopotential anomaly. b) same as (a)
but for lower quartile of years. c) same as (a) but for Tropical Pacific SST. d) same
as (b) but for Tropical Pacific SST.

due to sea surface temperature anomalies that have been linked to the occurrence

of drought like conditions in the Southern and Central United States [232]; Further

studies have shown that the extraordinary scope of the conditions may have been

enhanced by a feedback loop of dust aerosols and vegetative loses [39] [37] as well as

modifications in atmospheric structures and moisture transport mechanisms such as

the GPLLJ [29] [38]. During the Dust Bowl period, anomalies in the North Atlantic

were at their highest in the 20th century, and coincident with a negative tropical

pacific pattern.

The 1993 flood is marked by negative anomalies in temperature and positive pre-

cipitation anomalies, as well as a strong southerly wind anomaly and opposite SST

anomalies to the Dust Bowl Period (Fig. D-5). However, Patricola (2015) showed

a linkage of the GPLLJ to the 1993 event but they concluded that this event was

not closely linked to SST anomalies [199]. This demonstrates the added complexity

in connecting low-frequency SST patterns to short extreme events versus long-term

hydroclimate anomalies.
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Figure D-4: July-August anomalies for 1932-1939 versus 1961-1990 in a) 2m air tem-
perature (C) in CRUTS4.01 b) Precipitation (mm/day) in CRUTS4.01 c) 850 mb
wind anomaly (m/s) in CERA20C and d) area averaged 4-year moving average SST
anomaly in the North Atlantic (top) and Tropical Pacific (bottom)
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Figure D-5: July-August anomalies for 1993 versus 1961-1990 in a) 2m air tem-
perature (C) in CRUTS4.01 b) Precipitation (mm/day) in CRUTS4.01 c) 850 mb
wind anomaly (m/s) in CERA20C and d) area averaged 4-year moving average SST
anomaly in the North Atlantic (top) and Tropical Pacific (bottom)
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Appendix E

Chapter 4 Supplementary Figures

This appendix provides supplementary figures described in the text of Chapter 4.
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Figure E-1: Distribution of subsurface (tile) drainage area (ha) in the United States
in 2017 as a percentage of (a) total area and (b) cropland area [261] (c-d) same as
(a-b) for ditch drainage (e-f) same as (a-b) for total (tile + ditch) drainage.
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Figure E-2: Long term historical trends in observations for a) MJJA total precip-
itation from 1975-2004 (mm/MJJA) b) MJJA total precipitation from 1915-2010
(mm/MJJA) c) same as (a) but for evapotranspiration d) same as (b) but for evap-
otranspiration ([140]).
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Figure E-3: Average MJJA total Multi-Model-Mean Precipitation-
Evapotranspiration (mm/MJJA) for a) Historical period (1975-2004) in CMIP5 b)
Historical period (1975-2004) in CMIP6 c) Future period (2070-2099) under RCP8.5
in CMIP5 d) Future period (2070-2099) under RCP8.5 in CMIP6

246



Figure E-4: a) Frequency of Region 1 (264.5-268.5∘E,39.5-45.5∘N) average May-
August total P-E in the observations in early period (1915-1944) [red] and late period
(1975-2004) [blue] b) Frequency of Region 1 bias-corrected average May-August Total
P-E in all CMIP5 models in historical period (1975-2004) [red] and under RCP8.5
(2070-2099) [blue] c) same as (b) except for CMIP6 d-f) same as (a-c) for Region
2 (268.5-272.5∘E,37.0-43.0∘N) g-i) same as (a-c) for Region 3 (272.5-276.5∘E,37.0-
43.∘N).
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Figure E-5: Gaussian distribution quantile mapping bias-corrected CDF comparisons.
KS-Test rejects null hypothesis at 5% significance if p-value < 0.05. If p-value > 0.05
then accept null hypothesis that data comes from the same distribution. (nobs =
30; nCMIP5 = 1080; nCMIP6 = 960) for a) Region 1 (264.5-268.5∘E,39.5-45.5∘N) b)
Region 2 (268.5-272.5∘E,37.0-43.0∘N) and c) Region 3 (272.5-276.5∘E,37.0-43.0∘N).

Figure E-6: 1983-1994 Average Climatology of a) Precipitation (mm/month) b) Evap-
otranspiration (mm/month) and c) Precipitation-Evapotranspiration (mm/month)
for Illinois (268.5-272.5∘E, 37.5-42.5∘N). Observed data from [140] and Yeh data pulled
from [287], CMIP5 and CMIP6 data is for the Multi-Model-Mean ensembles.
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Appendix F

Chapter 5 Supplementary Figures

This appendix provides supplementary figures described in the text of Chapter 5.
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Figure F-1: Change in area average monthly climatology of lake surface temperatures
(degrees C) from historical (1985-2004; solid lines) to future (2080-2099; dashed lines)
for CCSM4-2000 (blue) and CNRM-CM5-2000 (red) for a) Lake Superior b) Lake
Ontario c) Lake Michigan d) Lake Erie. Observations in the Historical period are
from Great Lakes Surface Environmental Analysis (GLSEA) [186]

Figure F-2: a) 1975-2004 JJAS average of near surface air temperatures (degrees C)
in ERA5 b) 1975-2004 JJAS average of near surface air temperatures (degrees C) in
CCSM4-2000 without Lake Improvements c) 1975-2004 JJAS average of near surface
air temperatures (degrees C) in CCSM4-2000 with Lake Improvements
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Figure F-3: a) 1975-2004 JJAS average of 2m relative humidity (%) in ERA5 b)
1975-2004 JJAS average of 2m relative humidity (%) in CCSM4-2000 without Lake
Improvements c) 1975-2004 JJAS average of 2m relative humidity (%) in CCSM4-2000
with Lake Improvements

Figure F-4: a) 1975-2004 JJAS average of 2m specific humidity (kg/kg) in ERA5
b) 1975-2004 JJAS average of 2m specific humidity (kg/kg) in CCSM4-2000 without
Lake Improvements c) 1975-2004 JJAS average of 2m specific humidity (kg/kg) in
CCSM4-2000 with Lake Improvements

Figure F-5: a) 1975-2004 JJAS average of 2m average daily maximum wet-bulb tem-
perature (degrees C) in ERA5 b) 1975-2004 JJAS average of 2m average daily maxi-
mum wet-bulb temperature (degrees C) in CCSM4-2000 without Lake Improvements
or bias correction c) 1975-2004 JJAS average of 2m average daily maximum wet-
bulb temperature (degrees C) in CCSM4-2000 with Lake Improvements without bias
correction
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Figure F-6: June-September 1975-2004 average of 2m Air Temperature (degrees C)
in ERA5 versus GCM forced simulations with 2000 Land Use and all code updates
and lake adjustments.
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Figure F-7: June-September 1975-2004 average of Precipitation (mm/month) in
ERA5 versus GCM forced simulations with 2000 Land Use and all code updates
and lake adjustments.
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Figure F-8: June-September 1975-2004 average of Relative Humidity (%) in ERA5
(1000 mb) versus GCM forced simulations with 2000 Land Use and all code updates
and lake adjustments (2m).
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Figure F-9: June-September 1975-2004 average of Specific Humidity (kg/kg) in ERA5
(1000 mb) versus GCM forced simulations with 2000 Land Use and all code updates
and lake adjustments (2m).
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Figure F-10: June-September 1975-2004 average of 6hr-running mean average daily
maximum wet-bulb temperature (degrees C) in ERA5 versus GCM forced simulations
with 2000 Land Use and all code updates, bias correction, and lake adjustments.
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Figure F-11: June-September 1975-2004 6hr-running mean maximum daily maximum
wet-bulb temperature (degrees C) in ERA5 versus GCM forced simulations with 2000
Land Use and all code updates, bias correction, and lake adjustments.
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Figure F-12: June-September 1975-2004 average of 6hr-running mean 95th Percentile
daily maximum wet-bulb temperature (degrees C) in ERA5 versus GCM forced sim-
ulations with 2000 Land Use and all code updates, bias correction, and lake adjust-
ments.
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Figure F-13: Change in June-September average of 6hr-running mean average daily
maximum wet-bulb temperature (degrees C) from the historical (1975-2004) to fu-
ture (2070-2099) period under RCP8.5. Results are shown for individual GCM forced
simulations with 2000 Land Use and all code updates, bias correction, and lake ad-
justments as well as the Multi-Model-Mean (MMM).
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Figure F-14: Change in June-September average of 6hr-running mean average daily
minimum wet-bulb temperature (degrees C) from the historical (1975-2004) to future
(2070-2099) period under RCP8.5. Results are shown for individual GCM forced
simulations with 2000 Land Use and all code updates, bias correction, and lake ad-
justments as well as the Multi-Model-Mean (MMM).
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Figure F-15: Change in June-September average of 6hr-running mean 95th Percentile
daily maximum wet-bulb temperature (degrees C) from the historical (1975-2004) to
future (2070-2099) period under RCP8.5. Results are shown for individual GCM
forced simulations with 2000 Land Use and all code updates, bias correction, and
lake adjustments as well as the Multi-Model-Mean (MMM).
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Figure F-16: Change in June-September average of 6hr-running mean 95th Percentile
daily minimum wet-bulb temperature (degrees C) from the historical (1975-2004) to
future (2070-2099) period under RCP8.5. Results are shown for individual GCM
forced simulations with 2000 Land Use and all code updates, bias correction, and
lake adjustments as well as the Multi-Model-Mean (MMM).
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Figure F-17: Change in June-September average of 6hr-running mean maximum daily
maximum wet-bulb temperature (degrees C) from the historical (1975-2004) to fu-
ture (2070-2099) period under RCP8.5. Results are shown for individual GCM forced
simulations with 2000 Land Use and all code updates, bias correction, and lake ad-
justments as well as the Multi-Model-Mean (MMM).
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Figure F-18: Change in June-September average of 6hr-running mean maximum daily
minimum wet-bulb temperature (degrees C) from the historical (1975-2004) to future
(2070-2099) period under RCP8.5. Results are shown for individual GCM forced
simulations with 2000 Land Use and all code updates, bias correction, and lake ad-
justments as well as the Multi-Model-Mean (MMM).
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Figure F-19: Change in June-September average of 2m Air Temperature (degrees C)
from the historical (1975-2004) to future (2070-2099) period under RCP8.5 in ERA5
versus GCM forced simulations with 2000 Land Use and all code updates and lake
adjustments.
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Figure F-20: Change in June-September average of Precipitation (mm/month) from
the historical (1975-2004) to future (2070-2099) period under RCP8.5 in ERA5 versus
GCM forced simulations with 2000 Land Use and all code updates and lake adjust-
ments.
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Figure F-21: Change in June-September average of Relative Humidity (%) from the
historical (1975-2004) to future (2070-2099) period under RCP8.5 in ERA5 (1000 mb)
versus GCM forced simulations with 2000 Land Use and all code updates and lake
adjustments (2m).
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Figure F-22: Change in June-September average of Specific Humidity (g/kg) from
the historical (1975-2004) to future (2070-2099) period under RCP8.5 in ERA5 (1000
mb) versus GCM forced simulations with 2000 Land Use and all code updates and
lake adjustments (2m).
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Figure F-23: Total population exposed to a given average daily maximum wet-bulb
temperature (degrees C) on average in JJAS in the historical (1975-2004) (blue) and
future (2070-2099) (red) periods for select states in CCSM4-2000.
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Figure F-24: Percentage of total population exposed to a given average daily maxi-
mum wet-bulb temperature (degrees C) on average in JJAS in the historical (1975-
2004) (blue) and future (2070-2099) (red) periods for select states in CCSM4-2000.
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Figure F-25: Total population exposed to a given 95th percentile daily maximum
wet-bulb temperature (degrees C) on average in JJAS in the historical (1975-2004)
(blue) and future (2070-2099) (red) periods for select states in CCSM4-2000.
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Figure F-26: Percentage of total population exposed to a given 95th percentile daily
maximum wet-bulb temperature (degrees C) on average in JJAS in the historical
(1975-2004) (blue) and future (2070-2099) (red) periods for select states in CCSM4-
2000.
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Figure F-27: Total 60+ years population exposed to a given average daily maximum
wet-bulb temperature (degrees C) on average in JJAS in the historical (1975-2004)
(blue) and future (2070-2099) (red) periods for select states in CCSM4-2000.

273



Figure F-28: Percentage of total 60+ years population exposed to a given average
daily maximum wet-bulb temperature (degrees C) on average in JJAS in the historical
(1975-2004) (blue) and future (2070-2099) (red) periods for select states in CCSM4-
2000.
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Figure F-29: Total 60+ years population exposed to a given 95th percentile daily
maximum wet-bulb temperature (degrees C) on average in JJAS in the historical
(1975-2004) (blue) and future (2070-2099) (red) periods for select states in CCSM4-
2000.
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Figure F-30: Percentage of total 60+ years population exposed to a given 95th per-
centile daily maximum wet-bulb temperature (degrees C) on average in JJAS in the
historical (1975-2004) (blue) and future (2070-2099) (red) periods for select states in
CCSM4-2000.
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Figure F-31: Daily maximum wet-bulb temperature distributions (degrees C) for
more cities in the CCSM4-2000 simulations from the historical (1975-2004) (blue) to
the future (2070-2099) (red) periods.
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