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On Robustness of Principal Component Regression

Anish Agarwal, Devavrat Shah, Dennis Shen, Dogyoon Song
MIT

Abstract

Principal component regression (PCR) is a simple, but powerful and ubiquitously utilized
method. Its effectiveness is well established when the covariates exhibit low-rank structure. How-
ever, its ability to handle settings with noisy, missing, and mixed-valued, i.e., discrete and continuous,
covariates is not understood and remains an important open challenge. As the main contribution
of this work we establish the robustness of PCR, without any change, in this respect and provide
meaningful finite-sample analysis.

To do so, we establish that PCR is equivalent to performing linear regression after pre-processing
the covariate matrix via hard singular value thresholding (HSVT). As a result, in the context
of counterfactual analysis using observational data, we show PCR is equivalent to the recently
proposed robust variant of the synthetic control method, known as robust synthetic control (RSC).
As an immediate consequence, we obtain finite-sample analysis of the RSC estimator that was
previously absent. As an important contribution to the synthetic controls literature, we establish
that an (approximate) linear synthetic control exists in the setting of a generalized factor model,
or latent variable model; traditionally in the literature, the existence of a synthetic control needs
to be assumed to exist as an axiom. We further discuss a surprising implication of the robustness
property of PCR with respect to noise, i.e., PCR can learn a good predictive model even if the
covariates are tactfully transformed to preserve differential privacy.

Finally, this work advances the state-of-the-art analysis for HSVT by establishing stronger
guarantees with respect to the `2,∞-norm rather than the frobenius norm as is commonly done in
the matrix estimation literature, which may be of interest in its own right.

Keywords: principal component regression, synthetic controls, error-in-variables regression, hard singular
value thresholding, matrix estimation
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1 Introduction

A common thread of many modern datasets is that they are high-dimensional, and often noisy and

partially observed. When such datasets are used for regression, this means that both the response variables

(also known as the label of target) and the covariates (also known as features) are corrupted. This setting

is known in the statistics literature as error-in-variables regression. Another common feature of most

real-world datasets are that they are mixed valued, i.e., contain both discrete and continuous data, which

further complicates the regression procedure. Within this context, we are interested in developing a better

understanding of a popular prediction method known as principal component regression (PCR). Indeed,

PCR’s ability to handle settings with noisy, missing, and mixed-valued covariates is not understood and

remains an important open challenge [17].

A further motivation of this work is to connect the error-in-variables setting to the exciting and growing

literature on synthetic controls (SC), a standard framework in econometrics (and beyond) to make

counterfactual predictions utilizing only observational data ([2, 1, 24, 22, 49, 8, 7, 5, 30, 29, 25, 13, 6]).

Broadly speaking, there is a notion of a “target” and “donor” units, for which we collect observations

over time. While the donors units remain under control, the target undergoes an intervention at some

time period. Here, the goal is to estimate what would have happened to the target unit had it also

remained under control. Towards answering this question, standard SC methods build a synthetic model

of the target unit using observations associated with the donor units. In the language of regression, the

target unit observations represent the response variables and the donor unit observations represent the

covariates. In the SC literature, the observations associated with both the target and donor units are

assumed to be noisily observed due to the presence of idiosyncratic shocks at each time step. As a result,

SC can be seen as an instance of error-in-variables regression; more generally, panel data settings, where

one collects measurements over time, can also be viewed through this error-in-variables lens.
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As the main contribution of this work, we establish the effectiveness of PCR, without any change, for

error-in-variables regression and provide meaningful finite-sample analysis for both in- and out-of-sample

prediction error. Given the connection between error-in-variables regression and SC, our analysis also

implies that using PCR in this context leads to it implicitly de-noising the observations we have of the

donor units, which are corrupted by idiosyncratic shocks. Thus, we advocate for PCR’s usage in panel

data settings.

1.1 Problem Statement

In a typical prediction problem setup, we are given access to a labeled dataset {(Yi,Ai,·)} over i≥ 1;

here, Yi∈R represents the response variable we wish to predict, and Ai,·∈R1×p represents the associated

covariate to be utilized in the prediction process. LetN≥1 denote the total number of observations, where

the number of predictors p can possibly exceed N . Let A∈RN×p denote the matrix of true covariates.

Error-in-variables. Rather than perfectly observing the covariatesA, the error-in-variables setting only

reveals a corrupted version denoted asZ∈RN×p. That is, the (i,j)-th entry ofZ, denoted asZij , is defined

asAij+ηij with probability ρ and ?with probability 1−ρ, for some ρ∈(0,1]; here, ? denotes a missing value

and ηij denotes the noise in the (i,j)-th entry. In other words, each entryZij is observed with probability ρ,

independently of other entries; however, even when observed,Zij is still only a noisy instance of the trueAij .

Approximate linear model. We assume the response variables are generated as follows: for i∈ [N ],

the random response Yi is associated with the covariate Ai,· via

Yi=Ai,·β
∗+εi+φi, (1)

where β∗ ∈Rp is the unknown latent model parameter, εi ∈R denotes zero mean response noise with

variance bounded by σ2, and φi∈R is the linear model misspecification, or mismatch, error; for simplicity,

we assume the mismatch error is deterministic. Additionally, the observed response variables Yi are
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restricted to a subset of the N observations. More formally, we denote Ω⊂ [N ], with |Ω|=n<N , as the

index set of observed responses, i.e., we observe Yi for i∈Ω.

Goal. Given noisy observations of all N covariates {Z1,·,...,ZN,·} and a subset of response variables

{Yi : i ∈ Ω}, our aim is to produce an estimate Ŷ ∈ RN so that the prediction error is minimized.

Specifically, we measure performance in terms of the training error

MSEΩ(Ŷ )=
1

n
E

[∑
i∈Ω

(Ŷi−Ai,·β
∗)2

]
(2)

and testing error

MSE(Ŷ )=
1

N
E

[
N∑
i=1

(Ŷi−Ai,·β
∗)2

]
. (3)

We note that for the bound MSE(Ŷ ) to be meaningful, |Ωc|=N−n (the size of the test set) should be

of the same order as that of the the training set |Ω|=n.

Transductive semi-supervised learning. It is worth remarking that in (3), the algorithm is given access to the

observations associated with the covariates for both training and testing data during the training procedure.

Of course, however, the algorithm does not access the test response variables. This is commonly referred

to in the literature as transductive semi-supervised learning; here, we want to infer the response variables

for the specific unlabeled data. Traditionally, it is assumed that a statistical estimator only has access to

the training covariates and response variables during the model learning process. The reason we consider a

transductive learning setting is a consequence of the nature of the algorithm of interest, PCR. Specifically,

PCR pre-processes the covariates using PCA, which changes the training procedure if only a subset of the

covariates are utilized. Therefore, to allow for a meaningful evaluation, it is natural to allow the algorithm

to have access to all available covariate information. Indeed, as we will discuss in Section 4, as well as

Appendices B and C, it is natural to have access to all covariates in many important real-world applications.
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1.2 Contributions

PCR implicitly de-noises. As the main contribution of this work, we argue that PCR, without

any change, is robust to noise and missing values in the observed covariates. In particular, despite

only having access to Z, we show the training error of PCR scales (up to logarithmic factors) as

ρ−4r/min(n,p)+‖φ‖2
2/n, where ρ denotes the fraction of observed (noisy) covariates and r is the rank

of A (Corollary 3.1). That is, PCR implicitly de-noises Z by projecting it onto the subspace spanned

by the top r right singular vectors. We note that the prediction error rate of r/n for the training data

matches (up to log factors) the minimax rate achievable by ordinary least squares (OLS) if one had

perfectly observed the true underlying covariate matrix A (see [46] and references therein).

We extend our results to the case where A is only approximately low-rank (Theorem 3.1 and Corollaries

3.2 and 3.3). To the best of our knowledge, under this setting, there do not exist prediction consistency

results for OLS or regularized variants thereof such as Lasso and Ridge, without making additional

assumptions on the sparsity of β∗. This remains true even if A is perfectly observed. Thus, the first

step in PCR of finding a low-dimensional representation is likely crucial for this setting, and further

motivated if the covariates are noisily observed. Given the ubiquity of approximately low-rank matrices

in real-world datasets, it reinforces the utility and robustness of applying PCR in practice.

Moreover, we note that PCR does not require any knowledge about the underlying noise model that

corrupts the covariates in order to to have vanishing train and test errors. Despite the exciting recent

advancement in the high-dimensional error-in-variables literature, such as in [31, 20, 38], the current inven-

tory of methods require knowledge of the underlying covariate noise model (in particular, exact knowledge

of its second moment of matrix) and do not provide finite sample guarantees for train or test error. We do

note, however, that the aim of these previous papers is to estimate the latent linear model parameter β∗ (as-

suming it is sparse), rather than to analyze prediction errors. For a detailed comparison, see Appendix A.
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PCR implicitly regularizes. We define an appropriate notion of generalization error for the transduc-

tive learning setting we consider. We establish that the testing prediction error of PCR is bounded above

by the training error plus a term that scales as k5/2/
√
n, where k is the number of retained principal

components (Theorem 3.2). Our testing error result provides a systematic way to select the correct

number of principal components in a data-driven manner, i.e., to choose the value of k that minimizes

the training error plus the generalization penalty term k5/2/
√
n.

Our test error analysis utilizes the standard framework of Rademacher complexity (see [10] and

references therein). However, there are two crucial differences that we need to overcome in order to obtain

sharp, meaningful bounds. First, our notion of generalization is different from that of the traditional

setup since the noisy test covariates (but not responses) are included in the training process, which

requires careful analysis. Second, we argue that the Rademacher complexity under PCR scales with the

dimensionality of the number of principle components utilized, denoted as k, rather than the ambient

covariate dimension p. To do so, we identify the Rademacher complexity class of PCR with k-sparse β’s.

PCR applications. We discuss the robustness of PCR to contaminated covariates by analyzing its

ability to learn a predictive model when only differentially private covariates are available. In particular,

we find that it is feasible for PCR to achieve good prediction accuracy and simultaneously maintain

differential privacy of the covariates (Appendix B). We also describe how the robustness of PCR allows

it to seamlessly utilize mixed valued covariates under a general probabilistic model (Appendix C).

SC literature. First, we note that regardless of method used to construct synthetic controls, the

fundamental hypothesis that drives these prior works is the existence of a linear relationship between the

target and donors; in fact, the original proposal of [2, 1] suggests restricting the linear model coefficients

to be non-negative and sum to one, i.e., a convex combination. However, it is not clear when such a

hypothesis holds. Second, meaningful finite-sample analysis of the mean-squared post-intervention error
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of SC has remained elusive. We tackle these two questions via our results on PCR. Towards the first

question, we establish that (approximate) synthetic controls exist under a generalized factor model

(also known as a latent variable model). Here, the measurement associated with a given unit and time

is a sufficiently smooth function of the latent unit and time factors. Therefore in a general sense, a

synthetic control almost always exists and need not be assumed as a hypothesis or axiom (see Proposition

4.1). Towards the second question, we show that PCR is identical to a recently proposed SC estimator

known as robust synthetic control (RSC) [5]. Hence, we immediately establish meaningful training

(pre-intervention) and testing (post-intervention) error guarantees for RSC (see Theorem 4.1).

1.3 Organization of Paper

In Section 2, we describe the PCR algorithm. Section 3 then details the various training and test

prediction error bounds for PCR and the conditions under which they hold. In Section 4, we formally

connect PCR to SC. In Appendix A, we do a detailed comparison with previous related works. In

Appendices B and C, we discuss the application of PCR for differentially private regression and mixed

valued covariates, respectively. The remaining appendices are to prove our theoretical results.

2 Principal Component Regression

We recall the description of PCR, as in [26]. We suggest a minor modification of PCR in the presence of miss-

ing data where we simply re-scale the observed covariates by the inverse of the fraction of observed data.

Algorithm. Let ρ̂ denote the fraction of observed entries in Z, i.e., ρ̂ = 1/(Np)
∑N

i=1

∑p
j=11(Zij 6=

?)∨1/(Np). Let Z̃∈RN×p represent the rescaled version of Z, where every unobserved value ? is replaced

by 0, i.e., Z̃ij =Zij/ρ̂ if Zij 6=? and 0 otherwise.

The singular value decomposition (SVD) of Z̃ is denoted as Z̃ = USV T =
∑N

i=1 siuiv
T
i , where

7



U ∈RN×N , S ∈RN×p, and V ∈Rp×p. Without loss of generality, assume that the singular values si’s

are arranged in decreasing order, i.e., s1≥ ...≥sN≥0. Note that U =[u1,...,uN ] and V =[v1,...,vp] are

orthogonal matrices, i.e., the ui’s and vj’s are orthonormal vectors.

For any k∈ [N ], let Uk=[u1,...,uk], Vk=[v1,...,vk], and Sk=diag(s1,...,sk). Then, the k-dimensional

representation of Z̃, as per PCA, is given by ZPCR,k=Z̃Vk. Let βPCR,k∈Rk be the solution to the linear

regression problem under ZPCR,k, i.e., βPCR,k is the minimizer of

minimize
∑
i∈Ω

(
Yi−ZPCR,k

i· w
)2

over w∈Rk.

Then, the estimated N -dimensional response vector Ŷ PCR,k=ZPCR,kβPCR,k.

Intuition. Using all the noisily observed observed covariates, PCR first finds a k dimensional represen-

tation of the covariate matrix using the method of principal component analysis (PCA), where k might

be much smaller than p. Specifically, PCA projects every covariate Zi,· onto the subspace spanned by

the top k right singular vectors of the observed covariate matrix, Z. PCR then uses the k-dimensional

features to perform linear regression.

2.1 Connecting PCR to the Matrix Estimation Literature

To establish our results, we study PCR via its equivalence with performing linear regression after

pre-processing covariates via hard singular value thresholding (HSVT), as described below.

Linear regression with covariate pre-processing via HSVT. Given any λ > 0, we define the

map HSVTλ :RN×p→RN×p, which simply shaves off the input matrix’s singular values that are below

the threshold λ. Precisely, given a matrix B ∈ RN×p, denote its SVD as B =
∑N

i=1σixiy
T
i , and let

HSVTλ(B) =
∑N

i=1σi1(σi≥λ)xiy
T
i . For any k∈ [N ], given Z̃ as before, define ZHSVT,k = HSVTsk(Z̃).
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Let βHSVT,k∈Rp be a solution of linear regression under ZHSVT,k, i.e., βHSVT,k is the minimizer of

minimize
∑
i∈Ω

(
Yi−ZHSVT,k

i· w
)2

over w∈Rp.

Then, the estimated N -dimensional response vector Ŷ HSVT,k=ZHSVT,kβHSVT,k.

Equivalence with PCR. We now state a simple, yet key relation between PCR and the algorithm

above. Precisely, the two algorithms produce identical estimated response vectors.

Proposition 2.1. For any k≤N , Ŷ PCR,k= Ŷ HSVT,k.

By establishing the equivalence above, it allows us to analyze PCR through the growing matrix esti-

mation/completion literature, of which HSVT is one of the most commonly analyzed methods. In fact,

there is significant literature establishing that HSVT is a noise-model-agnostic method that recovers

the ground-truth matrix given a sparse, noisy observation of it, e.g., see [18]

‖·‖2,∞-norm error bound for HSVT. The limitation of the current results concerning HSVT is that

they only establish its estimation accuracy in terms of the mean-squared error or expected squared

Frobenius norm of the error matrix. To establish our above mentioned results on the prediction error

of PCR, it seems necessary to bound the expected squared `2,∞-norm of the error matrix (see Lemmas

3.1 and 3.2), which is a stronger guarantee than the Frobenius norm. To see this, let E = [eij]∈Rn×p

denote the error matrix; then,

1

np
‖E‖2

F=
1

np

n∑
i=1

p∑
j=1

e2
ij≤

1

n
max
j∈[p]

n∑
i=1

e2
ij =

1

n
‖E‖2

2,∞.

Given the ubiquity of HSVT, the ‖·‖2,∞-norm result for HSVT may be of interest in its own right.

2.2 Connecting PCR to Synthetic Controls

We briefly describe the application of the analysis of PCR to SC, which has become a standard method

in econometrics (and beyond) to make counterfactual predictions utilizing only observational data.
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Robust synthetic control. In [5], the authors propose the robust synthetic control (RSC) method,

which pre-processes observations using HSVT before performing linear regression to learn the model.

They observed empirically that the resulting synthetic control had attractive robustness properties

such as robustness to noisy and partially observed data, and thus suggested an alternative model to the

convex weights originally proposed by [2, 1]; compare Figures 4b and 6c with Figures 2b and 6b. Using

Proposition 2.1, we establish PCR is identical to the RSC estimator. This provides empirical evidence

of the importance of pre-processing the covariates (in the setting of SC, this is the donor pool data) by

finding its low-dimensional representation. See Section 4 for details.

3 Main Results

Notations. For any matrix B ∈RN×p, let ‖B‖F ,‖B‖2,‖B‖∞ denote the Frobenius norm, operator

norm, and max norm (i.e., largest absolute value among all entries) of a matrix B, respectively; let

‖B‖2,∞ denote the max column `2-norm of B. For an index set Ω ⊂ [N ], let BΩ denote the |Ω|×p

submatrix of B formed by stacking the rows of B according to Ω, i.e., BΩ is the concatenation of

{Bi,· : i∈Ω}. The superscript Ω is sometimes omitted if the matrix representation is clear from context.

Let x∨y=max(x,y) and x∧y=min(x,y) for any x,y∈R. Lastly, let 1 denote the indicator function.

3.1 Key Modeling Assumptions

We recall the approximate linear model given by (1).

Bounded covariates. We assume the entries of A are bounded. Without loss of generality, we assume

the entries are bounded by 1.

Property 3.1. The entries of A are bounded by one in absolute value, i.e., ‖A‖∞ ≤1.

Noise on response variables. We make the standard assumption that the noise on the response
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variable, denoted by εi, is mean zero and has bounded variance.

Property 3.2. The response noise ε=[εi]∈RN is a random vector with independent, mean zero entries

such that each of its components has variance bounded above by σ2.

Noise on covariates. Recall that rather than observing A, we are given access to its partially observed

and noisy version Z. Let H=[ηij]∈RN×p denote the covariate noise matrix. We define X=A+H as

the noisy perturbation of the covariate matrix, without missing values. We assume the following property

about the noise matrix H (see Definition E.1 for the definition of ψα-random variables/vectors).

Property 3.3. Let H be a matrix of independent, mean zero ψα-rows for some α≥1, i.e., there exists an

α≥1 and Kα<∞ such that ‖ηi,·‖ψα≤Kα for all i∈ [N ]. Further, assume there exists a γ2>0 such that

‖EηTi,·ηi,·‖2≤γ2 for all i∈ [N ]. Lastly, for all i∈ [N ],j∈ [p], assume variance of ηi,j is bounded above σ2.

Remark 3.1. One can verify that if the entries of ηi,· are independent, then γ2 =O(1) (e.g., for inde-

pendent standard normal random variables, γ2 =1). In general, γ2 will scale linearly with the number

of correlated entries in ηi,·; similarly, Kα scales with the square root of the correlated entries.

Remark 3.2. We assume that the response noise ε and covariate noise H are independent of each

other. Further, if we denote Dij∈{0,1} as the random variable indicating whether Zij is missing or not,

we assume Dij is independent of ε and H. Relaxing these assumptions and allowing for dependencies

between these three sources of noise remains interesting future work.

3.2 Training Prediction Error

In this section, we present bounds on the training error under different settings.
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3.2.1 General Results

We first state Theorem 3.1 (proof in Appendix G), which bounds the training error of PCR in terms

of three natural quantities, as described below.

Theorem 3.1 (Training Error of PCR: Generic Result). Consider PCR with parameter k≥1. Suppose

Property 3.2 holds. Then, under the model described by (1),

MSEΩ(Ŷ )≤ 4σ2k

n
+

3‖β∗‖2
1

n
E‖(ZHSVT,k,Ω−AΩ)‖2

2,∞+
20‖φ‖2

2

n
(4)

Interpretation. The bound in (4) has three terms on the right hand side: (a) σ2k/n represents the

standard “regression” prediction error, which scales with the model complexity k and inversely with

number of samples n; (b) (1/n)‖β∗‖2
1E‖ZHSVT,k,Ω−AΩ‖2

2,∞, which is a consequence of the corruption

of A (if A was fully observed and rank k, then this error term would vanish); (c) (1/n)‖φ‖2
2 represents

the (inevitable) impact of the model mismatch.

Quantification. To quantify (4), we need to evaluate E[‖ZHSVT,k,Ω−AΩ‖2
2,∞], where ZHSVT,k is the

estimate of A produced from the sparse, noisy observation of it, Z. Our interest is in evaluating the

estimation error with respect to the `2,∞-error. As stated earlier, the estimation error for HSVT is

typically evaluated with respect to the Frobenius norm and this quantity is well understood, e.g., see

[18]. On the other hand, the error bound with respect to `2,∞-norm is unknown. To that end, we provide

a novel characterization of this error in Lemma 3.1 below (proof in Appendix I).

Let A=
∑N

i=1τiuiv
T
i with its singular values τi arranged in descending order. Let Ak =

∑k
i=1τiuiv

T
i

denote the truncation of A obtained by retaining the top k components.

Lemma 3.1 (`2,∞-error bound for HSVT). Let Properties 3.1, 3.2, 3.3 hold. If ρ≥64log(Np)/(Np), then

E[‖ZHSVT,k−A‖2
2,∞]≤ C

′

ρ4

(
N(N∨p)

(τk−τk+1)2
+k

)
log5(Np)+2‖Ak−A‖2

2,∞,

where C ′=C(1+σ2)(1+γ2)(1+K4
α) and C>0 is an absolute constant.
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3.2.2 Low-Rank Covariates, Well-Balanced Spectra

We state the following result for PCR when the covariate matrix is low-rank, i.e., A admits a low-

dimensional representation, and PCR chooses the correct number of principal components.

Property 3.4. Let r denote the rank of A. The r-th largest singular value (i.e., the smallest nonzero

singular value) of A satisfies τr=Ω(
√
Np/r).

Property 3.4 combined with Property 3.1 imply the singular spectrum of A is “well-balanced” in the

sense that τ1
τr

=O(
√
r). Below, we describe another natural setting under which Property 3.4 holds.

Remark 3.3. A natural setting in which Property 3.4 holds is if A=Θ(1) and the non-zero singular

values of A satisfy τ 2
i = Θ(ζ) for some ζ. Then, Crζ = ‖A‖2

F = Θ(Np) for some constant C, i.e.,

τ 2
i =Θ(Np/r). See Proposition 3.1 below for a canonical probabilistic generating process used to analyze

probabilistic PCA in [14, 40], under which Property 3.4 holds.

Corollary 3.1. Let Properties 3.1, 3.2, 3.3, 3.4 hold. Suppose PCR chooses the correct number of prin-

cipal components k=r=rank(A). Let ρ≥64log(Np)/(Np) and n=Θ(N). Then for any given Ω⊂ [N ],

MSEΩ(Ŷ )≤ 4σ2r

n
+
C ′‖β∗‖2

1

ρ4

rlog5(np)

n∧p
+

20‖φ‖2
2

n
, (5)

where C ′=C(1+σ2)(1+γ2)(1+K4
α) and C>0 is an absolute constant.

Proof. Corollary 3.1 follows from Theorem 3.1 and Lemma 3.1 by setting k=r, Ak=A, τk+1 =0.

Interpretation. The statement of Corollary 3.1 requires that the correct number of principal components

are chosen in PCR. In settings where all r singular values of A are roughly equal (Property 3.4), the

training prediction decays (up to logarithmic factors) as ρ−4r/(n∧p)+‖φ‖2
2/n. We note that for this

exact low-rank setting, analyzing the case where k>r (e.g., as done in [33]) is interesting future work.

13



Example: embedded Gaussian features. We present a classical data generating process under

which PCR (and PCA) is justified. Consider the setting where A∈RN×p is generated by sampling its

rows from a distribution on Rp, which in turn, is an embedding of some underlying latent distribution

on Rr; this is similar in spirit to the probabilistic model for PCA, cf. [14, 40].

Proposition 3.1. Let A=ÃR̃, where the entries of Ã∈RN×r are independent standard normal random

variables, i.e., Ãij∼N (0,1) and R̃∈Rr×p is another random matrix with independent entries drawn uni-

formly at random from {−1/
√
r, 1/
√
r}. Suppose, r≤

√
p

4
√

2logp
+1 and r=o(N) Then ‖A‖∞≤4

√
log(Np)

and Property 3.4 holds with probability at least 1− 2
N2p
−2exp

(
−c
√
Nr
)

for some constant c>0.

In a strict sense, A in Proposition 3.1 does not satisfy Property 3.1 because of the extra log factor. Taking a

closer look at the proof of Lemma 3.1, we can see that this slack only makes the exponent of the log slightly

larger (5→6) in Lemma 3.1 and Corollary 3.1. Proof of Proposition 3.1 can be found in Appendix N.1.

3.2.3 Beyond Low-Rank Covariates—Low-Rank Approximation in ‖·‖2-norm

In Corollary 3.2, we generalize the result of Corollary 3.1 to the setting where the low-rank model is

misspecified, i.e., A does not equal Ak.

Corollary 3.2. Let Properties 3.1, 3.2, 3.3 hold. Suppose ρ≥64log(Np)/(Np). Let n=Θ(N). Then,

MSEΩ(Ŷ )≤ 4σ2k

n
+
C ′‖β∗‖2

1

ρ4

(
n∨p

(τk−τk+1)2
+
k

n

)
log5(np)+

3‖β∗‖2
1

n
‖Ak−A‖2

2,∞+
20

n
‖φ‖2

2, (6)

where C ′=C(1+σ2)(1+γ2)(1+K4
α) and C>0 is an absolute constant.

Proof. Corollary 3.2 follows immediately from Theorem 3.1 and Lemma 3.1.

Interpretation. Corollary 3.2 implies the training prediction error, not including the linear model mismatch

φ, decays to zero if: (i) the gap between the k-th and (k+1)-st singular values of A grows faster than n∨p
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(ignoring log factors); (ii) k=o(n); (iii) ‖Ak−A‖2
2,∞=o(n). Below, we show that if the spectrum of A is

geometrically decaying, then there exists a range of k such that Properties 3.1, 3.2, and 3.3 are satisfied.

Example: geometrically decaying singular values. To explain the utility of Corollary 3.2, we

consider a setting where A has geometrically decaying singular values, and is thus approximately low-rank.

We note that such a setting is representative of many real-world datasets; as an example, see Figures

3a and 5a. Further, matrices with geometrically decaying singular values are also ubiquitous models

in the study of a variety of domains including graphon estimation and signal processing.

Let e·,j∈Rp denote the j-th canonical basis vector. Recall that ui,vi, and τi denote the left singular

vectors, right singular vectors, and singular values of A, respectively.

Proposition 3.2. Let Properties 3.1, 3.2, 3.3 hold. Suppose ρ≥64log(Np)/(Np). Let n=Θ(N). Let

τ1 =C1

√
Np and τk = τ1θ

k−1 for all k∈ [N ] with θ∈ (0,1). Further, let vTi ej =O(1/
√
p) for all i,j∈ [p].

Consider PCR with parameter k= 1
4
· log(n∧p)

log(1/θ)
. Then,

MSEΩ(Ŷ )≤ C
′C(θ)‖β∗‖2

1

ρ4

log6(np)

(n∧p)1/2
+

20

n
‖φ‖2

2, (7)

where C ′=C(1+σ2)(1+γ2)(1+K4
α), C(θ)>0 depends only on θ, and C1>0 is an absolute constant.

Proof of Proposition 3.2 can be found in Appendix N.2.

Interpretation. The conditions on the spectrum of A in Proposition 3.2 are self-explanatory with poten-

tially one exception, vTi ej =O(1/
√
p). In effect, this assumption states that the right singular vectors of A

satisfy an “incoherence” condition, cf. [15], with the canonical basis of Rp; or, equivalently, all entries of the

right singular vectors are roughly of the same magnitude, O(1/
√
p). See Appendix N.3 for an explicit con-

struction of such a matrix from signal processing. The bound in Proposition 3.2 implies that if the number

of principal components is chosen as 4(log(np)/log(1/θ)) and (n∧p)=Ω(ρ−4poly(logp)), then the training

prediction error is dominated by (1/n)‖φ‖2
2. This is precisely the unavoidable linear model mismatch error.
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3.2.4 Beyond Low-Rank Covariates—Low-Rank Approximation in ‖·‖∞-norm

Thus far, in Sections 3.2.2 and 3.2.3, A has been assumed to be well-approximated by a specific low-rank

matrix Ak that is induced by retaining the top k singular values of A. Such an approximation is optimal

with respect to Frobenius and spectral norm. However, for approximating with respect to other norms,

e.g., `2,∞ or `∞, exciting progress has been made to obtain different styles of low-rank approximations

(see for example [43, 48] and references therein). Indeed, such low-rank approximations of A may not

correspond to Ak. For that reason, we provide an analogous result to Lemma 3.1 and Corollary 3.2 for

the setting when A is well-approximated by some arbritrary low-rank matrix.

Specifically, let A = A(lr) +E(lr). In words, A(lr) denotes a low-rank matrix and E(lr) denotes the

approximation error between A and A(lr). Let r= rank(A(lr)) and let the SVD of A(lr) =
∑r

i=1τiuiv
T
i

(again, with the singular values τi arranged in descending order).

Lemma 3.2. Let Properties 3.1, 3.2, 3.3 hold. Consider PCR with parameter k = r. Let ρ ≥

64log(Np)/(Np). Then,

E[‖ZHSVT,k−A‖2
2,∞]≤ C

′

ρ4

(
N(N∨p∨‖E(lr)‖2

2)

τ 2
r

+r

)
log5(Np)+2‖E(lr)‖2

2,∞,

where C ′=C(1+σ2)(1+γ2)(1+K4
α) and C>0 is an absolute constant.

Proof of Lemma 3.2 can be found in Appendix J.

Interpretation. Lemma 3.2 is similar to the result of Lemma 3.1; however, because we now only assume

that A is well-approximated by an arbitrary low-rank matrix A(lr) rather than Ak as done in Section

3.2.3, this introduces an additional ‖E(lr)‖2
2/τ

2
r term compared to the bound in Lemma 3.1.

Corollary 3.3. Let Properties 3.1, 3.2, 3.3 hold. Consider PCR with parameter k = r. Let ρ ≥

64log(Np)/(Np). Let n=Θ(N). Then,

MSEΩ(Ŷ )≤ 4σ2r

n
+
C ′‖β∗‖2

1

ρ4

(
n∨p∨‖E(lr)‖2

2

τ 2
r

+
r

n

)
log5(np)+

6‖β∗‖2
1

n
‖E(lr)‖2

2,∞+
20

n
‖φ‖2

2, (8)
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where C ′=CK2
α(1+σ2)(1+γ2)(1+K4

α) and C>0 is an absolute constant.

Proof. Corollary 3.3 follows immediately from Theorem 3.1 and Lemma 3.2.

Interpretation. If A(lr) satisfies Property 3.4, i.e., the well-balanced spectra condition, then one can

verify (again, ignoring log factors) the prediction error scales as ρ−4r/(n∧p)+‖φ‖2
2/n+ρ−4r‖E(lr)‖2

∞.

This is identical to the bound in Corollary 3.1 with an additional ρ−4r‖E(lr)‖2
∞ term, which arises since

A is not assumed to be low-rank but rather is well-approximated by an arbitrary low-rank matrix A(lr).

Below, we show that under a generalized factor model, r‖E(lr)‖2
∞ vanishes to zero as n grows.

Example: generalized factor model. We say the A is generated as per a generalized factor model

or latent variable model (LVM) if

Aij =g(θi,ρj), (9)

where θi ∈ Rd1 and ρj ∈ Rd2 are latent features that capture measurement i and feature j specific

information, respectively, for some d1,d2≥1; and the latent function g :Rd1×Rd2→R captures the model

relationship. If g is “well-behaved”, e.g., Hölder continuous, and the latent spaces are compact, then

Proposition 3.3 shows A is well approximated by a low-rank matrix with respect to the ‖·‖∞-norm,

where the approximation error vanishes as more data is collected.

Hölder continuous functions. We now define the Hölder class of functions, which is widely adopted in

the non-parametric regression literature (see [48, 41]). Given a function g : [0,1)K→R, and a multi-index

κ∈NK , let the partial derivate of g at x∈ [0,1)K (if it exists) be denoted as

Oκg(x)=
∂|κ|g(x)

(∂x)κ
=

∂|κ|g(x)

(∂x1)κ1(∂x2)κ2 ...(∂xK)κK
. (10)

Definition 3.1 ((ζ,L)-Hölder Class). Let ζ,L be two positive numbers. The Hölder class H(ζ,L) on
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[0,1)K is defined as the set of functions g : [0,1)K→R whose partial derivatives satisfy

∑
κ:|κ|=bζc

1

κ!
|Oκg(x)−Oκg(x′)|≤L‖x−x′‖ζ−bζc∞ for all x,x′∈ [0,1)K . (11)

Here, bζc denotes the largest integer strictly smaller than ζ. We note that the domain is easily extended

to any compact subset of RK.

Remark 3.4. Note if ζ∈(0,1], then (11) is equivalent to the (ζ,L)-Lipschitz condition, i.e.,

|g(x)−g(x′)|≤L‖x−x′‖ζ−bζc∞ for all x,x′∈ [0,1)K .

However, for ζ >1, (ζ,L)-Hölder smoothness no longer implies (ζ,L)-Lipschitz smoothness.

Proposition 3.3. Let A satisfy (9) with θi,ρj ∈ [0,1)K as latent parameters. Further, for all ρj, let

g(·,ρj)∈H(ζ,L) as defined in (11). Then, for any δ > 0, there exists a low-rank matrix A(lr) of rank

r≤C(ζ,K)δ−K such that
∥∥A−A(lr)

∥∥
∞≤L·δ

ζ . Here, C(ζ,K) is a term that depends only on ζ and K.

The proof of Proposition 3.3 can be found in Appendix O.1.

Remark 3.5. We remark on the Hölder continuity of a typical linear factor model, i.e., g(θi,ρj)=〈θi,ρj〉

for some latent vectors θi,ρj∈RK . It is easily seen that such a model satisfies Definition 3.1 for all ζ∈N,

and L=C, for some absolute positive constant, C. Thus, one can think of Hölder continuous functions

as generalizations of typical linear factor models to sufficiently smooth non-linear functions.

Corollary 3.4. Let Properties 3.1, 3.2, 3.3 hold. Consider PCR with k=r. Let ρ≥64log(Np)/(Np).

Let n = Θ(N). Let the conditions of Proposition 3.3 hold and further assume A(lr) (as defined in

Proposition 3.3) satisfies Property 3.4. Then,

MSEΩ(Ŷ )≤ C
′C(ζ,K)L2‖β∗‖2

1

ρ4

(
1

(n∧p)1−K
2ζ

)
log5(np)+

20

n
‖φ‖2

2, (12)

where C ′=C(1+σ2)(1+γ2)(1+K4
α) and C>0 is an absolute constant.
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The proof of Corollary 3.4 can be found in Appendix K. Note that as long as ζ >K/2, this leads to

vanishing training error.

3.3 Test Prediction Error

We now evaluate the generalization performance of PCR. As previously mentioned, the emphasis of this

work is to provide a rigorous analysis on the prediction properties of the PCR algorithm through the

lens of HSVT. Recall from Proposition 2.1, PCR with parameter k is equivalent to linear regression with

pre-processing of the noisy covariates using HSVT where the top k singular values are retained. To that

end, we study candidate vectors βHSVT,k=Vk ·βPCR,k∈Rp. In light of this observation, we establish the

following simple but useful result that suggests restricting our model class to sparse linear models only

(the proof of which can be found in Appendix L).

Proposition 3.4. Let X∈Rn×p and rank(X)=k. Without loss of generality, let {X·,1,...,X·,k} form

a collection of k linearly independent vectors, i.e., for any i∈{k+1,...,p}, there exists some c(i)∈Rk

such that X·,i=
∑k

`=1cl(i)X·,`. Assume the following condition on X holds:

max
i∈{k+1,...,p}

‖c(i)‖∞≤C ′′. (13)

Then if, M=Xv for some v∈Rp, there exists v∗∈Rp such thatM=Xv∗, ‖v∗‖0 =k, and ‖v∗‖1≤C ′′k‖v‖1.

Interpretation. By Proposition 3.4, for any ZHSVT,k and βHSVT,k=Vkβ
PCR,k, there exists a β′∈Rp such

that ZHSVT,kβHSVT,k =ZHSVT,kβ′ where ‖β′‖0≤ k and ‖β′‖1≤ k‖βHSVT,k‖1. Thus, for the purposes of

bounding the test error of PCR with parameter k via the toolkit of Rademacher complexity, it suffices to

restrict our hypothesis class to linear predictors with sparsity k. Condition (i) in Proposition 3.4 is a mild

assumption circumventing the pathological case that the linear coefficients used to represent columns

X·,i for i∈{k+1,...,p} in terms of {X·,1,...,X·,k} are unbounded.
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Theorem 3.2 (Test Error of PCR). Let Property 3.1 hold. Let n=Θ(N). Consider PCR with parameter

k≥1 and assume ZHSVT,k satisfies (13) in Proposition 3.4. Then

EΩ

[
MSE(Ŷ )

]
≤EΩ

[
MSEΩ(Ŷ )

]
+
C ′′′k5/2

√
n
‖β∗‖1, (14)

where C ′′′=C ·C ′′ ·E[‖βHSVT,k‖2
1·‖ZHSVT,k‖2

∞], with C ′′ defined as in Proposition 3.4 and C > 0 is an

absolute constant; EΩ denotes the expectation taken with respect to Ω⊂ [N ] (of size n), which is chosen

uniformly at random without replacement.

See Appendix M for a proof of Theorem 3.2.

Interpretation. We note all our training error bounds do not depend on Ω; see (4), (21), (6), (7), (8),

(12). Hence, the bound on EΩ[MSEΩ(Ŷ )] also does not depend on Ω for these settings. Note the test

error decays at a rate 1/
√
n, in comparison with 1/n for the training error. This “slow rate” of 1/

√
n

for test error is indeed the best achievable using the standard Rademacher complexity analysis (see

Chapter 4 of [46]). An important open problem is to achieve the fast rate of 1/n for the test error in

the error-in-variables setting; we remark that a related work [4] takes key steps towards solving this.

Choosing k. We describe how the test prediction error can help in choosing the parameter for PCR

(model complexity) in a data-driven manner. Specifically, Theorem 3.2 suggests that the overall error

is at most the training error plus a term that scales as k5/2/
√
n. Therefore, one should choose the k

that minimizes this bound. Naturally, as k increases, the training error is likely to decrease, but the

additional term k5/2/
√
n will increase; an optimal k can thus be found in a data-driven manner.

3.4 Discussion

Comparison with ordinary least squares (OLS). It is known that OLS implicitly performs reg-

ularization if the covariates A are exactly low-rank, noiseless, and fully observed (see Lemma 3.1 of

[36]). In most real-world settings, however, data is never precisely low-rank, but is rather approximately
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low-rank, such as in the examples detailed in Sections 3.2.3 and 3.2.4 (see [42] and references therein for

further theoretical justification for approximately low-rank covariate matrices). In such a setting, it is

not established, nor is it likely, that OLS has the same implicit regularization effect as before. Indeed, in

the example shown in Figure 2c, OLS has very poor empirical generalization performance even though

over 99% of the spectral energy is captured in the top singular value, i.e., the covariate matrix is very-well

approximated by a rank-one matrix. In contrast, if the principal components are chosen correctly, then

PCR continues to have the desired regularization property, even in the approximate low-rank case. The

contrast can be seen in Figure 4a. Additionally, we provide the explicit tradeoff between training and

testing error based on the number of selected principal components k.

“Information” spread across covariates is necessary. Within the high-dimensional (error-in-

variables) regression literature, there are several different structural assumptions required of the covariate

matrix to achieve vanishing prediction or parameter estimation error (see [34] and references therein for

some detailed examples). Intuitively, these assumptions state that the signal is “well-spread” across the

various columns of the covariate matrix. Below, we consider a simple yet illustrative example for which

both PCR and traditional methods from the literature do not seem to provide meaningful answers.

Example. Suppose A·,1 = e1 and A·,2 = e2, where e1,e2 are the canonical basis vectors in RN , and

A=[A·,1,A·,2,...,A·,2]∈RN×p. Then, it is clear that r=rank(A)=2.

What happens to PCR. To estimate A, even with the additional (oracle) knowledge of the positions of

A·,1 and A·,2, one can verify the optimal estimators for A·,1 and A·,2 are Z·,1 and 1/(p−1)
∑p

j=2Z·,j,

respectively. This results in the following lower bound on the recovery error

‖Â−A‖2
2,∞≥‖Z·,1−A·,1‖2

2=‖η·,1‖2
2

E
=N,

yielding

1

N
E
[
‖Ŷ −Aβ∗‖2

2

]
≤ σ

2r

N
+‖β∗‖1,
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which does not lead to prediction consistency. In fact, the second term, ‖β∗‖1, is exactly what arises

if the bias is not corrected in the error-in-variables regression setting of [31, 37, 11, 12].

What happens to traditional error-in-variables regression estimators. Now, consider the same setup as

above but let A be fully observed, i.e., Z=A. In such settings where A is uncontaminated, it is known

that the restricted eigenvalue (RE) condition (see Definition E.2 of Appendix E), which is the de-facto

assumption in the literature, guarantees `2-recovery of the underlying β∗ via the Lasso method. However,

this particular A breaks the RE condition and thus β∗ cannot be accurately estimated. To see this, let

∆=e3∈Rp in Definition E.2. Then, (1/N)‖A∆‖2
2=0, hence violating the RE condition needed for all

the existing analyses of methods for the error-in-variables regression setting.

In summary. From this simple example, we observe that a lack of information spread across the columns

of A seem to yield poor prediction and parameter estimation errors. However, it has been well established

that a large ensemble of covariate matrices A satisfy the RE condition; specifically, when the entries

(or rows) of A are sampled independently from a sub-gaussian distribution. Analogously, we show

that two canonical generating processes for the covariate matrix, namely embedded Gaussian features

and geometrically decaying singular values, satisfy the desired properties needed to achieve vanishing

prediction error. That is, the singular value gap τk−τk+1 is sufficiently large under such generating

processes for appropriate k, where k is the number of chosen principal components.

4 PCR and Synthetic Controls

4.1 Synthetic Controls Setup

Pre- & post-intervention periods. As is standard in the SC literature, let there be p+1 different time

series over N periods associated with a target unit and p donor units. Suppose the target unit receives

the intervention at time period n, where 1≤ n<N . We will refer to the pre- and post- intervention
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periods as the time periods prior to and after the intervention point.

Donor observations under control. Let A∈RN×p represent the true utilities of the p donor units

across the entire time horizon N in the absence of intervention; i.e., A·,j∈RN represents the time series

overN periods for donor j∈ [p]. Rather than observingA, we assume we are only given access toZ∈RN×p,

a sparse, noisy instantiation of A. In words, Z denotes the corrupted donor pool observations; as made

precise later in the section, we assume Z follows the distributional characteristics described in Section 3.1.

Target unit observations under control. For every i∈ [N ], let Yi denote the noisy utility associated

with the target unit in the absence of intervention (control). However, since the target unit experiences an

intervention for all time instancesn<i≤N , we only have access to a noisy version of the target unit’s utility

for the pre-intervention period, i.e., we only observe Y pre =[Yi] for i∈ [n]. Analogously, we denote Y post =

[Yi] for i∈N \[n] as the target’s (noisy) utility in the post-intervention period. We will denote E[Yi]∈R as

the true, latent utility at time i for the target unit, if the intervention never occurred. In summary, given

data (Y pre,Z), the aim is to recover E[Y post], the counterfactual trajectory of the target unit under control

in the post-intervention period. For a pictorial view of the setup of the problem, please refer to Figure 1.

4.2 (Approximate) Linear Synthetic Controls Exist

Existence of linear synthetic controls. In the SC literature, two standard assumptions are made:

first, there exists a linear relationship between the target and donor units—in [1, 2], a more restrictive

assumption is made that a convex relationship between the target and units exists; second, the underlying

utilities follow a low-rank factor model.

Below, we show that if the underlying utilities of the target and donor units follow a generalized factor

model or latent variable model (LVM) as in (9), then an (approximate) linear relationship between the tar-

get and donor units is actually implied by such a model. That is, the existence of an (approximate) linear

synthetic control does not need to be additionally assumed. Further, we establish that the linear approx-
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imation error goes to zero the more data that is collected. As stated in Section 3.2.4, LVMs are a natural

nonlinear generalization of the typical factor model ubiquitous in studying panel data in econometrics.

To that end, let A′=[A′ij]∈RN×(p+1) denote the concatenation of A, the latent donor pool utilities,

with E[Y ], the vector of underlying utilities for the target unit in the absence of an intervention. We

denote A′·,0 = E[Y ] as the latent true utility vector for the target unit, and A′·,j =A·,j for all j ∈ [p] as

the latent true utilities for the donor pool. We assume A′ follows a LVM as detailed below:

Property 4.1. Let A′ follow a LVM as defined in (9) – as established in Proposition 3.3, for any

δ > 0, there exists A′(lr) of rank r≤C(ζ,K)δ−K such that
∥∥∥A′−A′(lr)∥∥∥

∞
≤L·δζ. Let ζ >K. Denote

A′(lr) =UV T as its singular value decomposition where U ∈RN×r,V ∈R(p+1)×r and vi denotes the i-th

row of V . Let v0 lie within span({vi}i∈[p]).

Interpretation. If A′ satisfies a LVM as defined in (9), then the existence of A′(lr) as in Property 4.1 is

simply a restatement of Proposition 3.3. To analyze SC, we make the additional mild assumption in

Property 4.1 that v0 lies within span({vi}i∈[p]). This assumption helps avoid the “pathological” case

where the right singular vector associated with the target unit, v0, does not lie within the span of the

right singular vectors associated with the donor units, {vi}i∈[p]. Even in the worst case, by the definition

of a rank of a matrix, there can only exist r out of the p right singular vectors vi that do not lie within the

span of the remaining singular vectors. Indeed, we can pick δ as defined in Property 4.1, such that r=

rank(A′(lr))≤C(ζ,K)δ−K =o(p), rendering this pathological case overwhelmingly unlikely to hold. Lastly,

we note this assumption that v0 lies within span({vi}i∈[p]) is implicitly always made in the SC literature.

Proposition 4.1. Assume A′ satisfies Property 4.1. Then there exists a β∗∈Rp such that the target

unit (represented by index 0) satisfies for all i∈ [N ], and for any δ>0,

|A′i0−
p∑

k=1

β∗k ·A′ik|≤C(ζ,K)·L·δ(ζ−K). (15)
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Here, C(ζ,K) is defined as in Property 4.1.

Proof of Proposition 4.1 can be found in Appendix O.2.

Interpretation. Proposition 4.1 shows that if A′ follows a LVM as in (9), then a (approximate) linear

synthetic control exists, where the linear misspecification error decays to zero for appropriate choice

of δ in (15). Moreover, empirically a LVM is well-motivated – across many real-world datasets, including

the canonical SC case studies of California Proposition 99 and terrorism in Basque Country of [1, 2],

we see they exhibit an approximate (very) low-rank structure (see Figures 3a, 3b, 5a, and 5b).

4.3 Synthetic Controls and Error-in-variables Regression

SC framework fits error-in-variables regression with model mismatch. If A′ satisfies Property

4.1, Proposition 4.1 establishes that we can express the underlying utility of the target unit under no

intervention for all i∈ [N ] as

E[Yi]=A′i0 =Ai,·β
∗+φi. (16)

Here β∗∈Rp is defined as in Proposition 4.1, and φi is the model mismatch bounded by C(ζ,K)·L·δ(ζ−K).

That is, in the SC framework, (1) holds under Property 4.1. In summary Proposition 4.1 reduces the ques-

tion of interest in SC of estimating E[Y post] – the counterfactual trajectory of the target unit under no inter-

vention in the post-intervention period – to that of linear regression with model mismatch. We note that

we are in the error-in-variable setting as instead of observing (E[Y pre
i ],A), we only get to observe (Y pre,Z).

Restating objective in SC framework. Given (16), we can write the pre-intervention error as

MSEpre(Ŷ )=
1

n
E

∑
i∈[n]

(Ŷi−Ai,·β
∗)2

, (17)

and the post-intervention error as

MSEpost(Ŷ )=
1

N−n
E

 ∑
i∈[N ]\[n]

(Ŷi−Ai,·β
∗)2

. (18)
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(17) is precisely the training error defined in (2) and (18) is a slightly modified form of (3) since the

objective now is to accurately estimate the counterfactual in the absence of any intervention only during

the post-intervention stage. Observe that the objective in SC exactly fits the setting of transductive

semi-supervised learning as described in Section 1.1.

4.4 Finite-sample Analysis of RSC via PCR

RSC is equivalent to PCR. The RSC method proposed by [5] has exhibited empirical success in

duplicating the celebrated results of [1, 2] for the California Proposition 99 and terrorism in Basque

Country case studies, respectively, using: (i) only the outcome data, i.e., without any usage of auxiliary

covariates (ii) in the presence of noisy data. Under these two conditions, the classical SC algorithm of

[1, 2] provides poor post-intervention predictions (see Figures 2b and 6b).

The RSC method is a three step procedure: (i) perform HSVT on the donor matrix (include both

pre- and post-intervention data); (ii) linearly regress thresholded donor matrix with pre-intervention

data of the target unit to learn linear weights for each of the donors; (iii) apply these linear weights on

the post-intervention donor data to estimate the counterfactual trajectory for the target unit.

Observe that the RSC method is precisely the algorithm detailed in Section 2.1, of doing HSVT

followed by OLS. Empirically, [5] demonstrated that the RSC method’s first step of pre-processing via

HSVT effectively de-noises and imputes missing values in the donor observations, which is crucial in

building a robust linear synthetic control that has good post-intervention performance. Pleasingly, by

Proposition 2.1, we can equivalently interpret the RSC method as simply PCR.

It is worth noting that one of the primary motivations for utilizing convex regression (as proposed in

[1, 2]) was to impose sparsity in the number of donors chosen, i.e., enforcing most of the coefficients of the

synthetic control to be zero. Rather than introducing sparsity in the original donor space, PCR can be

interpreted as introducing sparsity in the subspace induced by the right singular vectors corresponding
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to the donors since only the top few right singular components are retained. Indeed, as made precise

by Proposition 3.4, PCR performs implicit `0-regularization on the learnt linear model.

Theoretical results. By viewing RSC via the lens of PCR, it allows us to bound the post-intervention

prediction error for the target unit. We recall some necessary notation. Recall the definition of A and Z

from Section 4.1; the definition of A′ from Section 4.2; and denote ZHSVT,k and βHSVT,k as the de-noised

donor matrix and the fitted linear model outputted from RSC, respectively.

Theorem 4.1. Let A,Z satisfy Properties 3.1, 3.2, 3.3. Let A′ satisfy: (i) (9) and further assume θi

for i∈ [N ], the latent parameters associated with time, are sampled i.i.d from some latent distribution

Θ; (ii) Property 4.1 and further assume A(lr)∈RN×p, the restriction of A′(lr) to the donor units, satisfies

Property 3.4. Let ZHSVT,k satisfies (13) in Proposition 3.4. Let N−n=Θ(n). Then,

MSEpost(Ŷ )≤ C
′C(ζ,K)L2‖β∗‖2

1

ρ4

(
1

(n∧p)1−K
2ζ

)
log5(np)+

C ′′′k5/2

√
n
‖β∗‖1, (19)

where: C ′ = C(1 + σ2)(1 + γ2)(1 + K4
α); C(ζ, K) and L are defined as in Property 4.1; C ′′′ =

C ·C ′′ ·‖βHSVT,k‖1·E[‖ZHSVT,k‖2
∞], with C ′′ defined as in Proposition 3.4; C>0 is an absolute constant.

The proof of Theorem 4.1 can be found in Appendix O.3.

Interpretation. We highlight that Theorem 3.2 bounds EΩ[MSE(Ŷ )], while Theorem 4.1 bounds

MSEpost(Ŷ ). That is, Theorem 4.1 differs from Theorem 3.2 in that the set of observations for which we

see labels (i.e., observations of the target in the pre-intervention period) is not assumed to be drawn uni-

formly at random. Such an assumption obviously cannot hold in the setting of SC as the pre-intervention

period chronologically occurs before the post-intervention period. Instead, we make a more standard

assumption that the latent features θi, which correspond to different time periods, are sampled i.i.d.

from some unknown distribution, Θ. Lastly, we leave it as open problem of how to achieve confidence

intervals for the post-intervention error for RSC; one could possibly do so by extending our results to

hold in high-probability rather than in expectation.
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Comparison with related works in SC. The most relevant results to compare against are Corollary

4.1 (pre-intervention prediction error) and Theorem 4.6 (post-intervention prediction error) in [5]. To

begin with, as in standard in the SC literature, [5] does not establish the existence of a synthetic control,

rather it simply assumes one exists. Corollary 4.1 in [5] does not show consistency of the RSC method with

respect to pre-intervention error as there is an irreducible term, σ2, the measurement noise in the donor

pool, that does not vanish. Further, with respect to post-intervention error, Theorem 4.6 of [5] suffers from

the same irreducible σ2 term. In addition, the authors do not show that the second term of their bound

decays to zero as more data is collected. As importantly, in both bounds, it is assumed that the RSC

method picks the correct number of singular components, i.e., the rank of the underlying matrix of donor

utilities is correctly chosen and is of a lower order compared to the ambient dimensions. In contrast, in our

setting, we allow the low-rank condition of the underlying donor matrix to be misspecified, i.e., follows a

generalization factor model. Finally, their result does not provide guidance for picking the right parameter

k for rank (or in PCR) as done by our result through the generalization or post-intervention error analysis.

Additionally, [6] considers a similar setting where the observed covariates Z are a corrupted version

(additive noise model) of the true, underlying covariates A, which follow an approximately low-rank

factor model, i.e., A cannot have too many large singular values (specifically, refer to Assumption 3 of

[6]). However, they do not allow for missing data within Z. Here, the authors perform convex regression

(with `2-norm constraints) along both the unit and time axes (unlike standard SC methods, such as RSC,

which only consider regression along the unit axis) to estimate the causal average treatment effect. As

is classically done in the SC literature, the authors of [6] assume that convex weights exist amongst the

rows of A; in contrast, we show that (approximate) linear weights are directly implied by a (approximate)

low-rank factor model. For this setting, they establish a rigorous asymptotic normality result for their

causal estimand of interest, which is the average treatment effect of all treated units over the entire
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post-intervention period; in contrast, our target causal estimand is the entire post-intervention vector

for each treated unit, for which we show mean squared error consistency at rate 1/
√
n. The work of [6]

complements our own in terms of clarifying the tradeoff between the assumptions made on A (i.e., the

low-rank approximation error), the constraints on the synthetic control weights (linear vs. convex), and

the target causal estimand. Building on these works to explicitly define the tradeoff between what can

be assumed on the spectra of A, the synthetic control weights, and the subsequent results one can get

for various target causal estimand is an interesting future research direction.

Another work that is less related, but is worth commenting on, as it also heavily relies on matrix

estimation techniques for SC, is [7]. Here, the authors consider an underlying low-rank matrix of N

units and T measurements per unit, and the entries of the observed matrix are considered “missing”

once that unit has been exposed to a treatment. To estimate the counterfactuals, [7] applies a nuclear

norm regularized matrix estimation procedure. Some key points of difference are that their performance

bounds are with respect to the Frobenius norm over all entries (i.e., units and measurements) in the

matrix; meanwhile, we provide a stronger bound that is specific to the single treated unit and only

during the post-intervention period. Additionally, the bound of [7] depends on a parameter, which they

denote as pc, that represents the minimum probability of observe all T measurements associated with

a given unit. The authors establish consistency of their estimator provided that pc� 1/
√
T . When

data is randomly missing, even if the probability of observing each entry is 1−ε for any ε > 0, then

pc<(1−ε)T =o(1/
√
T ); thus, this result is not applicable for our setting.

4.5 Empirical Results

We present empirical results using the RSC method on several well-known datasets in the literature to

highlight its robustness properties in comparison with the traditional SC estimator and OLS.

Terrorism in Basque Country. A canonical case study within the SC literature investigates the
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impact of terrorism on the economy in Basque Country (see [2]). Here, the target unit of interest is Basque

Country, the donor pool consists of neighboring Spanish regions, and the intervention is represented by the

first wave of terrorist activity in 1970. The aim in this study is to isolate the effect of terrorism on the GDP

of Basque Country. In other words, to evaluate the effect of terrorism, SC-like methods aim to estimate

the unobservable counterfactual GDP growth in the absence of terrorism for Basque Country using obser-

vations from various other Spanish regions, which are assumed to be unaffected by the terrorist activity.

Since we do not have access to the counterfactual realities of the Basque Country GDP post 1970 in the

absence of terrorism, we will use the celebrated estimates of [2] as our baseline; this is our chosen “ground-

truth” because these counterfactual trajectories of Basque’s GDP in the absence of terrorism have been

widely accepted in the econometrics community. The resulting synthetic Basque is displayed in Figure 2a.

Classical SC and OLS under missing data. We randomly obfuscate data, ranging from 5-20%, and in Figure

2b we plot the resulting synthetic Basque GDPs predicted via convex regression on the outcome GDP data,

i.e., the original SC method without auxiliary covariates – the solid blue and orange lines represent the ob-

served and synthetic Basque (predicted by [2]), respectively, while the dashed lines represent the synthetic

Basques under varying levels of missing data. As clearly seen from the figure, the original SC method is not

robust to sparse observations, which may explain its dependency on auxiliary covariates to learn its model.

Additionally, we construct a synthetic Basque using OLS, i.e., running linear regression without any

pre-processing of the donor observations (on only the outcome GDPs). As seen in Figure 2c, OLS

clearly overfits to the idiosyncratic noise of the pre-intervention data and fails to produce sensible post-

intervention estimates. In fact, the synthetic Basque GDP as predicted by OLS suggests terrorism actually

had a long-term benefit for the Basque economy! This example motivates the importance of appropriately

regularizing and de-noising the donor data, as PCR does, prior to learning a synthetic control.

Importance of covariate pre-processing via PCA. The first step of PCR (i.e., PCA) is even more starkly
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empirically motivated by inspecting the singular value spectrum and cumulative energy of the Basque

dataset, which are shown in Figures 3a and 3b, respectively. The data exhibits low-dimensional structure

with over 99% of the spectral energy captured in just the top singular value, which fits the setting under

which our theoretical results imply low pre- and post-intervention prediction errors. The resulting

synthetic Basque as per PCR (or, equivalently, the RSC method) is shown in Figure 4a, which pleasingly

closely matches that of [2]. Similarly, in Figure 4b, we display various synthetic Basque GDPs after

randomly obfuscating the donor observations. Across the varying levels of missing data from 5-20%, the

synthetic Basque GDPs continue to resemble the baseline estimates of [2] such that the same conclusion

on the negative economic effects of terrorism can be drawn.

Importantly, we underscore that all of the results computed via the PCR method shown in Figures

4a and 4b only use the outcome data (only the per-capita GDP values), i.e., the PCR estimator does not

utilize the auxiliary covariate information that was required to achieve the results in [2]. Hence, PCR

exhibits desirable robustness properties with respect to missing and noisy data, and with less stringent

data requirements to achieve similar counterfactual estimates.

California Proposition 99. Another popular case study in the SC literature investigates the impact

of California’s Proposition 99, an anti-tobacco legislation, on the per-capita cigarette consumption in the

state (see [1]). Similar to the Basque example, we will use the widely accepted counterfactual estimate

of [1] as our baseline, which is shown in Figure 6a. Here, the authors of [1] considered California as the

target state, the collection of states in the U.S. that did not adopt some variant of a tobacco control

program as the donor pool, and Proposition 99 (enacted in 1988) as the intervention.

We again plot the resulting Californias learned via convex regression without auxiliary covariates and

under varying levels of missing data (5-20%) in Figure 6b; similar to the Basque case study, this highlights

the poor performance of the original SC method in the presence of missing data. Further, we plot the
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singular value spectrum and energy of the California Proposition 99 dataset, seen in Figures 5a and 5b,

and observe that over 99% of the cumulative spectral energy is again captured by the top singular value,

which fits the setting under which our theoretical results apply and motivates the application of PCR.

Empirically, we observe that the resulting synthetic California predicted via PCR, also displayed in

Figure 6a, closely matches the baseline, again without using any of the auxiliary covariates considered in

the work of [1]. This is indeed expected from the theoretical analysis given the extremely low-dimensional

structure of the data. Much like the previous Basque example, across the varying levels of missing data

from 5-20%, the synthetic California per-capita cigarette consumption trajectories continue to mirror the

baseline estimates of [1]—even in the presence of missing data, the counterfactual estimates produced

by PCR suggest that Proposition 99 successfully cut smoking in California.

5 Conclusion

Summary of contributions. As the main contribution of this work, we address a long-standing

problem of showing PCR (as is) is surprisingly robust to a wide array of problems that plague large-scale

modern datasets, including high-dimensional and noisy, sparse, and mixed valued covariates. We provide

meaningful non-asymptotic bounds for both the training and testing (transductive semi-supervised

setting) errors for these settings, even when the covariate matrix is only approximately low-rank and

the linear model is misspecified. From a practical standpoint, our testing error bound further provides

guidance as to how to choose the PCR hyper-parameter k in a data-driven manner. To achieving our

formal results, we establish a simple, but powerful equivalence between PCR and linear regression with

covariate pre-processing via HSVT; in the process, we provide a novel error analysis of HSVT with respect

to the `2,∞-norm. We then formally connect our theoretical results with three important applications to

highlight the broad meaning of “noisy” covariates; namely, SC (measurement noise), differentially private
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regression (noise added by design), and mixed covariate regression (“structural” noise). Of particular

note, given the equivalence between PCR and the RSC estimator, it immediately leads to a finite-sample

bound for the post-intervention error of RSC under a generalized factor model, which is currently absent

from the literature. We note that finite-sample analyses are absent for most SC estimators.

How to “robustify” an estimator. In essence, this work shows that the PCA component of PCR is an

effective pre-processing tool in finding a linear low-dimensional embedding of the covariates, which carries

the added benefits of implicit de-noising and `0-regularization. We postulate that when the covariate

data is “unstructured” (e.g., speech or video), finding meaningful nonlinear low-dimensional embeddings

of the data can also achieve similar implicit benefits, e.g., via a variational auto-encoder or a general

adversarial network. We hope this work motivates a general statistical principle that to “robustify” a

statistical estimator—first find a low-dimensional embedding of the data before fitting a prediction model.
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6 Figures

Figure 1: Caricature of observed data (Y pre,Z) in SC framework (with ? denoting unobserved and/or missing

data in the donor matrix). “?” represents the counterfactual observations for the target unit in the absence

of intervention, which is what we wish to estimate.

Figure 2:

(a) Synthetic Basque as predicted

by [2].

(b) Synthetic Basque as predicted

by [2] under varying levels of missing

data.

(c) Synthetic Basque as predicted

by Linear Regression.
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Figure 3:

(a) Singular value spectrum of Basque Country

dataset.

(b) Spectral energy of Basque Country dataset.

Figure 4:

(a) Synthetic Basque as predicted by PCR. (b) Synthetic Basque as predicted by PCR under

varying levels of missing data.

Figure 5:

(a) Singular value spectrum of California Prop

99 dataset.

(b) Spectral energy of California Prop 99 dataset.
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Figure 6:

(a) Synthetic California as predicted

by PCR and [1].

(b) Synthetic California as predicted

by [1] under varying levels of missing

data.

(c) Synthetic California as predicted

by PCR under varying levels of

missing data.
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A Related Works

We focus on the related literature pertaining to error-in-variable regression and PCR, but also include

a brief discussion on the literature for matrix estimation/completion.

Error-in-variables regression. There exists a rich body of work regarding high-dimensional error-

in-variable regression (see [31], [20], [37], [19], [27]). Three common threads of these works include: (1)

making a sparsity assumption on β∗; (2) establishing error bounds with convergence rates for estimating

β∗ under different norms, i.e., ‖β̂−β∗‖q where ‖·‖q denotes the `q-norm; (3) assuming the covariate

matrix satisfying “incoherence”-like condition such as the Restricted Eigenvalue Condition, cf. [31]. In

all of these works, the goal is to recover the underlying model, β∗. In contrast, as discussed, the goal

of PCR is to primarily provide good prediction. Some notable works closest to our setup include [31],

[20], [38], which are described in some detail next.

In [31], a non-convex `1-penalization algorithm is proposed based on the plug-in principle to handle

covariate measurement errors. This approach requires explicit knowledge of the unobserved noise

covariance matrix ΣH =EHTH and the estimator designed changes based on their assumption of ΣH .

They also require explicit knowledge of a bound on the ‖·‖2-norm of β∗, the object they aim to estimate.

In contrast, PCR does not require any such knowledge about the distribution of the noise matrix H

(i.e., the algorithm does not explicitly use this information to make predictions).

The work of [20] builds upon [31] by proposing a convex formulation of Lasso. Although the algorithm
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introduced does not require knowledge of ‖β∗‖2, similar assumptions on Z and H (e.g., sub-gaussianity

and access to ΣH) are made. This renders their algorithm to not be noise-model agnostic. In fact, many

works (e.g., [37], [38], [11]) require either ΣH to be known or the structure of H is such that it admits

a data-driven estimator for its covariance matrix. This is so because these algorithms rely on correcting

the bias for the matrix ZTZ, which PCR does not need to compute.

It is worth noting that all these works in error-in-variables regression focus only on parameter estima-

tion (i.e., learning β∗) and not explicitly de-noising the noisy covariates. Thus, even with the knowledge

of β∗, it is not clear how these methods can be used to produce predictions of the response variables

associated with unseen, noisy covariates.

Principal Component Regression. A notable work is that of [9], which suggests a variation of PCR

to infer the direction of the principal components. However, it stops short of providing meaningful finite

sample analysis beyond what is naturally implied by that of standard Linear Regression. The regulariza-

tion property of PCR is also well known, at least empirically, due to its ability to reduce the variance. As a

contribution, we provide rigorous finite sample guarantees of PCR: (i) under noisy, missing covariates; (ii)

when the linear model is misspecified; (iii) when the low-rank model for covariate matrix is misspecified.

As a further contribution, we argue that PCR’s regression model has sparse support (established

using the equivalence between PCR and Linear Regression with covariate pre-processing via HSVT);

this sparsity allows for improved generalization as the Rademacher complexity of the resulting model

class scales with the sparsity parameter (i.e., the rank of the covariate matrix pre-processed with HSVT).

Hence, PCR not only addresses the challenge of noisy, missing covariates, but also, in effect, performs

implicit regularization.

Matrix estimation. Matrix estimation has spurred tremendous theoretical and empirical research

across numerous fields (see [16, 28, 35, 18]), Traditionally, the end goal is to recover the underlying mean
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matrix from an incomplete, noisy sampling of its entries; the quality of the estimate is often measured

through the Frobenius norm. Further, entry-wise independence and sub-gaussian noise is typically

assumed. A key property of many matrix estimation methods is they are noise-model agnostic (i.e., the

de-noising procedure does not change with the noise assumptions). We advance state-of-art for HSVT,

arguably the most ubiquitous matrix estimation method, by (i) analyzing its error with respect to the

`2,∞-norm and (ii) allowing for a broader class of noise distributions (e.g., sub-exponential). Such gener-

alizations are necessary to enable the various applications detailed in Section 4 and Appendices B and C.

B Differentially Private Regression

Setup and Question. With the increasing use of machine learning for critical operations, analysts

must maximize the accuracy of their predictions and simultaneously protect sensitive information (i.e.,

covariates). An important notion of privacy is that of differential privacy; this requires that the outcome

of a database query cannot greatly change due to the presence or absence of any individual data record

(see [23] and references therein). More specifically, let δ be a positive real number, D be a collection of

datasets, and A :D→ im(A) be a randomized algorithm that takes a dataset as input. The algorithm A

is said to provide δ-differential privacy if, for all datasets D1 and D2 in D that differ on a single element,

and all subsets S∈ im(A), the following holds:

P(A(D1)∈S)≤exp(δ)·P(A(D2)∈S), (20)

where the randomness lies in the algorithm. Thus, (20) guarantees that little can be learned about any

particular record within the database.

The canonical mechanism A to guarantee differential privacy is known as the Laplacian mechanism.

In this setting, noise is drawn from a Laplacian distribution and added to query responses. In particular,
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introducing additive noise W ∼Laplace(0,∆f/δ) to any database query guarantees δ-privacy (see [23]

and references therein); here, ∆f = maxD1,D2∈D|f(D1)−f(D2)|, where the maximum is taken over all

pairs of datasets D1 and D2 in D differing in at most one element, and f :D→Rd is a vector-valued

function denoting the true, latent query response. We now describe how PCR can be applied in the

context of a differentially private framework.

How it fits our framework. Let A denote the true, fixed database of N sensitive individual records

and p covariates. We consider the setting where an analyst is allowed to ask two types of queries of the

data: (1) fA - querying for individual data records, i.e., Ai,· for i∈ [N ]; (2) fY - querying for a linear

combination of an individual’s covariates, i.e. Ai,·β
∗. A typical example would be where Ai,· is the

genomic information for patient i and Ai,·β
∗ denotes patient i’s outcome for a clinical study.

In order to provide δ-differential privacy, the Laplacian mechanism will return query responses with

additive Laplacian noise. For query type (1), let Zij for i ∈ [N ], j ∈ [p] be the returned response;

here, Zij =Aij+ηij with probability ρ and Zij =? with probability 1−ρ, where ηi,·= [ηij] for j∈ [p] is

independent Laplacian noise with the variance parameter proportional to ∆fA/δ; we note that an auxiliary

benefit of our setup is that it allows for a significant fraction of the query response to be masked, in addition

to to the Laplacian noise corruption. For query type (2), when an analyst queries for the response variable

Ai,·β
∗, she observes Yi=Ai,·β

∗+εi, where εi is again independent Laplacian noise with variance parameter

proportional to ∆fY /δ. We note that the above setup naturally fits our framework since the Laplacian

distribution belongs to the family of sub-exponential distributions, i.e., satisfying Property 3.3 with α=1.

Finally, let Y Ω denote the n noisy observed responses (e.g., corresponding to the outcomes of n patient

clinical trials), and let Z denote the noisy observed covariates (e.g., the collection of genomic information

of all N patients). Ultimately, the goal in such a setup is to accurately learn in- and out-of-sample global

statistics (e.g., having low MSEΩ(Ŷ ) and MSE(Ŷ ), respectively) about the data, while preserving the
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individual privacy of the users.

Is privacy preserved? Lemma 3.1 demonstrates that the estimated covariate matrix ZHSVT,k via HSVT

achieves small average ‖·‖2,∞-norm error (column-squared error); hence, for instance, HSVT can accu-

rately learn the average age of all patients. However, this does not translate to accurately estimating the

age of any particular patient – this would correspond to a small ‖·‖∞-norm error. Similarly, Corollary

B.1 (stated below), establishes that PCR can estimate the vector Aβ∗ well on average, but not any

particular element of this vector. We leave it as an open question as to whether or not de-noising the

covariate matrix through HSVT can give a ‖·‖∞-norm bound.

Results. We now state the following corollary, an instantiation of Corollary 3.1, which demonstrates

the efficacy of PCR (with respect to prediction) in the context of differential privacy. We note a similar

bound could easily be produced for any of the results in Section 3 – see (4), (21), (6), (7), (8), (12), (14)

– by appropriately substituting γ,Kα with
∆fA

δ
and σ with

∆fY

δ
.

Corollary B.1. Let the conditions of Corollary 3.1. Let ηij be sampled independently from∼Laplace(0,∆fA/δ)

for i∈ [N ],j∈ [p]. Let εi be sampled independently from ∼Laplace(0,∆fY /δ). Let n=Θ(N). Then, PCR

preserves δ-differential privacy of A and Aβ∗ with

MSEΩ(Ŷ )≤ C
′‖β∗‖2

1

ρ4

rlog5(np)

n∧p
+

20‖φ‖2
2

n
, (21)

where C ′=C(1+(∆fY /δ)
2)(1+(∆fA/δ)

8) and C>0 is an absolute constant.

Proof. Proof is immediate from Corollary 3.1 by substituting γ,Kα with
∆fA

δ
and σ with

∆fY

δ
.

Interpretation. From Corollary B.1, we observe that PCR learns a predictive linear model in a differ-

entially private framework, where the covariates are purposefully contaminated with Laplacian noise

to maintain δ-differential privacy.
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C Regression with Mixed Valued Covariates

Setup and Question. Regression models with mixed discrete and continuous covariates are ubiquitous

in practice. With respect to discrete covariates, a standard generative model assumes the covariates

are generated from a categorical distribution (i.e., a multinomial distribution). Formally, a categorical

distribution for a random variable X is such that X has support in [G] and the probability mass function

(pmf) is given by P(X=g)=ρg for g∈ [G] with
∑G

g=1ρg=1.

For simplicity, we focus on the case where the regression is being done with a collection of Bernoulli

random variables (i.e., each X has support in {0,1}). The extension to general categorical random

variables is straightforward and discussed below.

A standard model in regression with Bernoulli random variables assumes that the response vari-

able is a linear function of the latent parameters of the observed discrete outcomes. Formally,

Ai,· = [ρ
(i)
1 , ρ

(i)
2 , ... , ρ

(i)
p ] ∈ R1×p, where ρ

(i)
j for j ∈ [p] is the latent Bernoulli parameter for the j-th

feature and i-th measurement. Further, the mean of the response variable satisfies E[Yi]=
∑p

j=1ρ
(i)
j βj.

However, for each feature, we only get binary observations, i.e., Xij∈{0,1}.

As an example, consider E[Yi] to be the expected health outcome of patient i. Let there be a

total of p possible observable binary symptoms (e.g., cold, fever, headache, etc.). Then Ai,· de-

notes the vector of (unobserved) probabilities that patient i has some collection of symptoms (e.g.,

Ai1 = P(patient i has a cold),Ai2 = P(patient i has a fever), ...). However, for each patient, we only

observe the “noisy” binary outcome of these symptoms (i.e., Xi1 = 1(patient i has a cold), Xi2 =

1(patient i has a fever)). Ideally, we get to observe the underlying probabilities of the symptoms

as that is what we assume the response is linearly related to. The objective in such a setting is to

accurately recover Aβ∗ given Y Ω and X.
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Current practice for mixed valued features. A common practice for regression with categorical variables

is to build a separate regression model for every possible combination of the categorical outcomes (i.e.,

to build a separate regression model conditioned on each outcome). In the healthcare example above,

this would amount to building 2p separate regression models corresponding to each combination of the

observed p binary symptoms. This is clearly not ideal for the following two major reasons: (i) the sample

complexity is exponential in p; (ii) we do not have access to the underlying probabilities Ai,· (recall

Xi,·∈{0,1}p), which is what we actually want to regress Y Ω against.

How it fits our framework. Recall from Property 3.3 that the key structure we require of the covariate

noise ηij is that E[ηij] = 0. Now even though Xij ∈ {0,1}, it still holds that E[Xij] = ρ
(i)
j =Aij, which

immediately implies E[ηij]=E[Xij−Aij]=0. Further, ηij is sub-Gaussian (α=2) since |ηij|≤1. Thus,

the key conditions on the noise are satisfied for PCR to effectively (in the ‖·‖2,∞-norm) de-noise X to

recover the underlying probability matrix A; this, in turn, allows PCR to produce accurate estimates

Âβ̂ through regression, as seen by Theorem 3.2.

Pleasingly, the required sample complexity grows with the rank of A (the inherent model complexity

of the underlying probabilities), rather than exponentially in p. Further, the de-noising step allows us

to regress against the estimated latent probabilities rather than their “noisy”, binary outcomes.

Extension from Bernoulli to general categorical random variables. Recall from above that a categorical ran-

dom variable has support in [G] forG∈N. In this case, one can translate a categorical random variable to a

a collection of binary random variables using the standard one-hot encoding method. It is worth highlight-

ing that by using one-hot encoding, clearly ηij1 will not be independent of ηij2 for any (j1,j2) pair, which

encodes the same categorical variable. However, from Property 3.3, we only require independence of the

noise across rows, not within them. Thus this lack of independence is not an issue. Further, the generaliza-

tion to multiple categorical variables, in addition to continuous covariates, is achieved by simply appending
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these features to each row and collectively de-noising the entire matrix before the regression step.

D Useful Theorems Known from Literature

D.1 Bounding ψα-norm

Lemma D.1. Sum of independent sub-gaussians random variables.

Let X1, ... ,Xn be independent, mean zero, sub-gaussian random variables. Then
∑n

i=1Xi is also a

sub-gaussian random variable, and

∥∥∥ n∑
i=1

Xi

∥∥∥2

ψ2

≤C
n∑
i=1

‖Xi‖2
ψ2

where C is an absolute constant.

Lemma D.2. Product of sub-gaussians is sub-exponential.

Let X and Y be sub-gaussian random variables. Then XY is sub-exponential. Moreover,

‖XY ‖ψ1
≤‖X‖ψ2

‖Y ‖ψ2
.

D.2 Concentration Inequalities for Random Variables

Lemma D.3. Bernstein’s inequality.

Let X1,X2,...,XN be independent, mean zero, sub-exponential random variables. Let S=
∑n

i=1Xi. Then

for every t>0, we have

P{|S|≥ t}≤2exp

(
−cmin

[
t2∑N

i=1‖Xi‖2
Ψ1

,
t

maxi‖Xi‖Ψ1

])

Lemma D.4. McDiarmid inequality.

Let x1,...,xn be independent random variables taking on values in a set A, and let c1,...,cn be positive real
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constants. If φ :An→R satisfies

sup
x1,...,xn,x′i∈A

|φ(x1,...,xi,...,xn)−φ(x1,...,x
′
i,...,xn)|≤ci,

for 1≤ i≤n, then

P
{
|φ(x1,...,xn)−Eφ(x1,...,xn)|≥ε

}
≤exp

(
−2ε2∑n
i=1c

2
i

)
.

D.2.1 Upper Bound on the Maximum Absolute Value in Expectation

Lemma D.5. Maximum of sequence of random variables.

Let X1,X2,...,Xn be a sequence of random variables, which are not necessarily independent, and satisfy

E[X2p
i ]

1
2p ≤Kpβ2 for some K,β>0 and all i. Then, for every n≥2,

Emax
i≤n
|Xi|≤CKlog

β
2 (n).

Remark D.1. Lemma D.5 implies that if X1,...,Xn are ψα random variables with ‖Xi‖ψα≤Kα for all

i∈ [n], then

Emax
i≤n
|Xi|≤CKαlog

1
α (n).

D.3 Other Useful Lemmas

Lemma D.6. Perturbation of singular values (Weyl’s inequality).

Let A and B be two m×n matrices. Let k=m∧n. Let λ1,...,λk be the singular values of A in decreasing

order and repeated by multiplicities, and let τ1,...,τk be the singular values of B in decreasing order and

repeated by multiplicities. Let δ1,...,δk be the singular values of A−B, in any order but still repeated by

multiplicities. Then,

max
1≤i≤k

|λi−τi|≤max
1≤i≤k

|δi|.
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E Definitions

Definition E.1 (ψα-random variables/vectors). For any α≥ 1, we define the ψα-norm of a random

variable X as ‖X‖ψα =inf{t>0 :Eexp(|X|α/tα)≤2}. If ‖X‖ψα<∞, we call X a ψα-random variable.

More generally, we say X in Rn is a ψα-random vector if all one-dimensional marginals 〈X,v〉 are

ψα-random variables for any fixed vector v∈Rn. We define the ψα-norm of the random vector X∈Rn as

‖X‖ψα =supv∈Sn−1‖〈X,v〉‖ψα, where Sn−1 :={v∈Rn :‖v‖2 =1}, 〈·,·〉 usual inner product. Note that α=2

and α=1 represent the class of sub-gaussian and sub-exponential random variables/vectors, respectively.

Definition E.2 (Restricted Eigenvalue (RE) condition). For someα≥1, and non-empty subset S∈ [p], let

Cα(S)={∆∈Rp :‖∆Sc‖1 ≤ α‖∆S‖1},

where Sc=[p]\S and ∆S ={∆j :j∈S}.

We say that X∈Rn×p satisfies the RE(α,κ) condition w.r.t. S if

1

n
‖X∆‖2

2 ≥ κ‖∆‖2
2, ∀∆∈Cα(S)

where κ>0.

F Proof of Proposition 2.1: Equivalence between PCR and

HSVT-OLS

Proof of Proposition 2.1. Using the orthonormality of U ,V , we obtain

Ŷ PCR,k=Z̃ ·Vk ·βPCR,k

=Z̃ ·Vk ·
(
ZPCR,k,Ω

)†
Y Ω

=U ·S ·V T ·Vk ·
(

(Z̃ ·Vk)Ω
)†
·Y Ω
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=Uk ·Sk ·
(
(Uk ·Sk)Ω

)† ·Y Ω

=Uk ·Sk ·
(
UΩ
k ·Sk

)† ·Y Ω

=Uk ·Sk ·S−1
k (UΩ

k )T ·Y Ω

=Uk ·(UΩ
k )T ·Y Ω. (22)

Similarly,

Ŷ HSVT,k=ZHSVT,k ·βHSVT,k = ZHSVT,k ·
(
ZHSVT,k,Ω

)† ·Y Ω

=Uk ·Sk ·V T
k ·
(
(Uk ·Sk ·V T

k )Ω
)† ·Y Ω

=Uk ·Sk ·V T
k ·
(
UΩ
k ·Sk ·V T

k

)† ·Y Ω

=Uk ·Sk ·V T
k ·Vk ·S−1

k ·(U
Ω
k )† ·Y Ω

=Uk ·(UΩ
k )T ·Y Ω. (23)

From (22) and (23), we obtain Ŷ PCR,k= Ŷ HSVT,k for any k≤N .

G Proof of Theorem 3.1

G.1 Background

Recall that the (a,b)-mixed norm of a matrix B∈RN×p is defined as

‖B‖a,b=

(
p∑
j=1

‖B·,j‖ba

)1/b

=

 p∑
j=1

(
N∑
i=1

Ba
ij

)b/a
1/b

.

We are interested in the (2,∞)-mixed norm, which corresponds to the maximum `2 column norm:

‖B‖2,∞=max
j∈[p]
‖B·,j‖2 =max

j∈[p]

(
N∑
i=1

B2
ij

)1/2

.
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Lemma G.1. Let B be a real-valued n× p matrix and x a real-valued p dimensional vector. Let

q1,q2∈ [1,∞] with 1/q1+1/q2 =1. Then,

‖Bx‖2≤‖x‖q1‖B‖2,q2
.

Proof. Using Hölder’s Inequality, we have

‖Bx‖2
2 =

n∑
i=1

〈Bi,·,x〉2≤‖x‖2
q1

n∑
i=1

‖Bi,·‖2
q2

=‖x‖2
q1
·‖B‖2

2,q2
.

G.2 Proof of Theorem 3.1

Proof. For simplicity of notation, let us define Â=ZHSVT,k, ÂΩ =ZHSVT,k,Ω. Due to the equivalence

between PCR and performing linear regression using ÂΩ via Proposition 2.1, for the remainder of the

proof we shall focus on linear regression using ÂΩ.

As per notation in Section 2.1, let βHSVT,k be the solution of linear regression using ÂΩ and pre-

dicted response variables Ŷ HSVT,k = ZHSVT,kβHSVT,k; for simplicity, we will denote β̂ = βHSVT,k and

Ŷ = Ŷ HSVT,k=Âβ̂. Recall, per our model specification in (1) , Y Ω =AΩβ∗+φ+ε. Now observe

‖ÂΩβ̂−Y Ω‖2
2 =‖ÂΩβ̂−AΩβ∗+φ‖2

2+‖ε‖2
2−2εT (ÂΩβ̂−AΩβ∗)−2εTφ. (24)

On the other hand, the optimality of β̂ (recall that β̂∈argmin‖ÂΩβ̂−Y Ω‖2
2) yields

‖ÂΩβ̂−Y Ω‖2
2≤‖ÂΩβ∗−Y Ω‖2

2

=‖(ÂΩ−AΩ)β∗+φ‖2
2+‖ε‖2

2−2εT (ÂΩ−AΩ)β∗−2εTφ. (25)

Combining (24) and (25) and taking expectations, we have

E‖ÂΩβ̂−AΩβ∗+φ‖2
2≤E‖(ÂΩ−AΩ)β∗+φ‖2

2+2E[εT ÂΩ(β̂−β∗)]. (26)
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Let us bound the final term on the right hand side of (26). Under our independence assumptions (ε is

independent of H), observe that

E[εT ÂΩ]β∗=E[εT ]E[ÂΩ]β∗=0.

Recall that β̂= (ÂΩ)†Y = (ÂΩ)†AΩβ∗+(ÂΩ)†ε+(ÂΩ)†φ. Using the cyclic and linearity properties of

the trace operator (coupled with similar independence arguments), we further have

E[εT ÂΩβ̂]=E[εT ÂΩ(ÂΩ)†]AΩβ∗+E[εT ÂΩ(ÂΩ)†ε]+E[εT (ÂΩ)†]φ

=E[ε]TE[ÂΩ(ÂΩ)†]AΩβ∗+E
[
tr
(
εT ÂΩ(ÂΩ)†ε

)]
+E[ε]TE[(ÂΩ)†]φ

=E
[
tr
(
ÂΩ(ÂΩ)†εεT

)]
=tr

(
E[ÂΩ(ÂΩ)†]·E[εεT ]

)
≤σ2E

[
tr
(
ÂΩ(ÂΩ)†

)]
=σ2E[rank(ÂΩ)] ≤ σ2k, (27)

where the inequality follows from Property 3.2 and the fact that rank of ÂΩ is at most that of Â=ZHSVT,k

and which by definition at most k. Consider

‖ÂΩβ̂−AΩβ∗+φ‖2
2 =‖ÂΩβ̂−AΩβ∗‖2

2+‖φ‖2
2+2φT (ÂΩβ̂−AΩβ∗). (28)

and

‖(ÂΩ−AΩ)β∗+φ‖2
2 =‖(ÂΩ−AΩ)β∗‖2

2+‖φ‖2
2+2φT ((ÂΩ−AΩ)β∗). (29)

From (27), (28) and (29), the (26) becomes

E‖ÂΩβ̂−AΩβ∗‖2
2≤2σ2k+E‖(ÂΩ−AΩ)β∗‖2

2

+2E|φT (ÂΩβ̂−AΩβ∗)|+2E|φT ((ÂΩ−AΩ)β∗)|. (30)

By Cauchy-Schwartz, we have

|φT (ÂΩβ̂−AΩβ∗)|≤‖φ‖2‖ÂΩβ̂−AΩβ∗‖2, (31)
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|φT ((ÂΩ−AΩ)β∗)|≤‖φ‖2‖(ÂΩ−AΩ)β∗‖2. (32)

Using (31) and (32) in (30), we obtain

E‖ÂΩβ̂−AΩβ∗‖2
2≤2σ2k+E‖(ÂΩ−AΩ)β∗‖2

2+2‖φ‖2E‖(ÂΩ−AΩ)β∗‖2

+2‖φ‖2E‖ÂΩβ̂−AΩβ∗‖2.

Applying Jensen’s Inequality then gives

E‖ÂΩβ̂−AΩβ∗‖2
2≤2σ2k+E‖(ÂΩ−AΩ)β∗‖2

2+2‖φ‖2

√
E‖(ÂΩ−AΩ)β∗‖2

2

+2‖φ‖2

√
E‖ÂΩβ̂−AΩβ∗‖2

2. (33)

Now, let

x=E‖ÂΩβ̂−AΩβ∗‖2
2, y=2σ2k+E‖(ÂΩ−AΩ)β∗‖2

2+2‖φ‖2

√
E‖(ÂΩ−AΩ)β∗‖2

2.

Then, (33) can be viewed as x≤y+2‖φ‖2

√
x with both x,y≥0. Therefore, either x≤4‖φ‖2

√
x or x≤2y,

i.e., x≤2y+16‖φ‖2
2. Replacing the values of x,y as above yields

E‖ÂΩβ̂−AΩβ∗‖2
2≤4σ2k+2E‖(ÂΩ−AΩ)β∗‖2

2+4‖φ‖2

√
E‖(ÂΩ−AΩ)β∗‖2

2+16‖φ‖2
2

≤4σ2k+2E‖(ÂΩ−AΩ)β∗‖2
2+4‖φ‖2

2+E‖(ÂΩ−AΩ)β∗‖2
2+16‖φ‖2

2

=4σ2k+3E‖(ÂΩ−AΩ)β∗‖2
2+20‖φ‖2

2, (34)

where the second inequality uses the fact that for any a,b∈R, 2ab≤a2+b2. We now apply Lemma G.1

with q1 =1 and q2 =∞ to obtain

‖(ÂΩ−AΩ)β∗‖2
2≤‖β∗‖2

1‖AΩ−ÂΩ‖2
2,∞.

Dividing by n on both sides of (34) gives the desired result:

1

n
E‖ÂΩβ̂−AΩβ∗‖2

2 ≤
4σ2k

n
+

3‖β∗‖2
1

n
E‖(ÂΩ−AΩ)‖2

2,∞+
20‖φ‖2

2

n
.

53



H Towards the Proof of Lemma 3.1: Spectral Norm Upper

Bound of Random Matrices with Sub-Exponential Rows

Here we state and derive bound on the spectral norm of random matrix whose rows (or columns) are

generated independently per ψα-distribution for α≥1. This will be crucial in establishing the required

“de-noising” properties of HSVT

Theorem H.1. Suppose Properties 3.1, 3.3 for some α≥1 hold. Then for any δ1>0,

‖Z−ρA‖≤
√
N(1+σ2)(1+γ2)+C(α)

√
1+δ1

√
p(Kα+1)

(
1+(2+δ1)log(Np)

) 1
α
√

log(Np)

with probability at least 1− 2
N1+δ1pδ1

. Here, C(α) is an absolute constant that depends only on α.

The upper bound stated in Theorem H.1 is not the sharpest possible. But they are sufficient for our

purposes. Sharp bounds for α=1 and α≥2 can be found in [3] and [44] for example.

H.1 Helper Lemmas for the Proof of Theorem H.1

We begin by presenting Proposition H.1, which holds for general random matricesW ∈RN×p. We note that

this result depends on two quantities: (1)
∥∥EW TW

∥∥ and (2) ‖Wi,·‖ψα for all i∈ [N ]. We then instantiate

W :=Z−ρA and present Lemmas H.1 and H.5, which bound (1) and (2), respectively, for our choice ofW .

Proposition H.1. Let W ∈ RN×p be a random matrix whose rows Wi,· (i ∈ [N ]) are independent

ψα-random vectors for some α≥1. Then for any δ1>0,

‖W ‖≤
∥∥EW TW

∥∥1/2
+C(α)

√
(1+δ1)pmax

i∈[N ]
‖Wi,·‖ψα

(
1+(2+δ1)log(Np)

) 1
α
√

log(Np)

with probability at least 1− 2
N1+δ1pδ1

. Here, C(α)>0 is an absolute constant that depends only on α.

Proof. We prove the proposition in four steps.
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Step 1: picking the threshold value. Let e1,...,ep∈Rp denote the canonical basis1 of Rp. Observe

that ‖Wi,·‖2
2 =Wi,·W

T
i,·=

∑p
j=1(Wi,·ej)

22 . Therefore, for any t≥0,

P
{
‖Wi,·‖2

2>t
}

=P

{ p∑
j=1

(Wi,·ej)
2>t

}
(a)

≤
p∑
j=1

P

{
(Wi,·ej)

2>
t

p

}

≤
p∑
j=1

P

{
|Wi,·ej| >

√
t

p

}
(b)

≤ 2pexp

−C(α)

(
t

p‖Wi,·‖2
ψα

)α
2

,
where (a) uses the union bound and (b) follows from the definition ofψα-random vector (C(α) is an absolute

constant which depends only onα≥1). Choosing t=C
2
αC(α)−

2
αp‖Wi,·‖2

ψα
(log(2p))

2
α for someC>1 gives

P
{
‖Wi,·‖2

2>C
2
αC(α)−

2
αp‖Wi,·‖2

ψα
(log(2p))

2
α

}
≤
( 1

2p

)C−1

.

Applying the union bound, we obtain

P

{
max
i∈[N ]
‖Wi,·‖2

2>C
2
αC(α)−

2
αpmax

i∈[N ]
‖Wi,·‖2

ψα
(log(2p))

2
α

}
≤N

( 1

2p

)C−1

.

For δ1>0, we define C(δ1),1+(2+δ1)log2p(Np) and let C=C(δ1). Also, we define

t0(δ1),C(δ1)
2
αC(α)−

2
αpmax

i∈[N ]
‖Wi,·‖2

ψα
(log(2p))

2
α .

We have

P
{

max
i∈[N ]
‖Wi,·‖2

2>t0(δ1)
}
≤N

( 1

2p

)(2+δ1)log2p(Np)

=
1

N1+δ1p2+δ1
. (35)

1Column vector representation
2Recall that Wi,· is a row vector and hence Wi,·W

T
i,· is a scalar.
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Step 2: decomposing W by truncation. Next, given δ1>0, we decompose the random matrix W

as follows:

W =W ◦(δ1)+W×(δ1)

where for each i∈ [N ],

W ◦(δ1)i,·=Wi,·1
{
‖Wi,·‖2

2≤ t0(δ1)
}

and W×(δ1)i,·=Wi,·1
{
‖Wi,·‖2

2>t0(δ1)
}
.

Then it follows that

‖W ‖≤‖W ◦(δ1)‖+
∥∥W×(δ1)

∥∥≤‖W ◦(δ1)‖+
∥∥W×(δ1)

∥∥
F
. (36)

Step 3: bounding ‖W ◦(δ1)‖ and ‖W×(δ1)‖F . We define two events for conditioning:

E1(δ1) :=

{
‖W ◦(δ1)‖≤

∥∥EW TW
∥∥1/2

+

√
1+δ1

c
t0(δ1)log(Np)

}
, (37)

E2(δ1) :=
{∥∥W×(δ1)

∥∥
F

=0
}
. (38)

First, given δ1 > 0, we let Σ◦(δ1) = EW ◦(δ1)
TW ◦(δ1). By definition of W ◦(δ1), we have ‖Wi,·‖2≤√

t0(δ1) for all i∈ [N ]. Then it follows that for every s≥0,

‖W ◦(δ1)‖≤‖Σ◦(δ1)‖1/2+s
√
t0(δ1)

with probability at least 1−pexp(−cs2) (see Theorem 5.44 of [44] and Eqs. (5.32) and (5.33) in reference,

and replacing the common second moment Σ=EW T
i,·Wi,· with the average second moment for all rows,

Σ = 1
N

∑N
i=1EW T

i,·Wi,·, i.e., redefining Σ). Note that ‖Σ◦(δ1)‖ =
∥∥EW ◦(δ1)TW ◦(δ1)

∥∥ ≤ ∥∥EW TW
∥∥.

Now we define Ẽ1(s) parameterized by s>0 as

Ẽ1(s;δ1) :=
{
‖W ◦(δ1)‖>

∥∥EW TW
∥∥1/2

+s
√
t0(δ1)

}
.
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If we pick s=
(

1+δ1
c

log(Np)
)1/2

, then E1(δ1)= Ẽ1(s;δ1) and

P(E1(δ1)c)≤pexp
(
−cs2

)
=pexp(−(1+δ1)log(Np))=

1

N1+δ1pδ1
.

Next, we observe that ‖W×(δ1)‖F =0 if and only if W×(δ1)=0. If W×(δ1) 6=0, then maxi∈[n]‖Wi,·‖2
2>

t0(δ1). Therefore,

P(Ec
2)≤ 1

N1+δ1p2+δ1

by the analysis in Step 1; see (35).

Step 4: concluding the proof. For any given δ1>0,

P

(
‖W ‖>

∥∥EW TW
∥∥1/2

+

√
1+δ1

c
t0(δ1)log(Np)

∣∣∣∣ E1(δ1)∩E2(δ1)

)
=0.

by (36), (37), and (38). By the law of total probability and the union bound,

P

(
‖W ‖>

∥∥EW TW
∥∥1/2

+

√
1+δ1

c
t0(δ1)log(Np)

)

≤P

(
‖W ‖>

∥∥EW TW
∥∥1/2

+

√
1+δ1

c
t0(δ1)log(Np)

∣∣∣∣ E1(δ1)∩E2(δ1)

)

+P(E1(δ)c)+P(E2(δ)c)

≤ 1

N1+δ1pδ1
+

1

N1+δ1p2+δ1

≤ 2

N1+δ1pδ1
.

This completes the proof.

H.2 Lemmas H.1 and H.5

H.2.1 Lemma H.1

Lemma H.1.

∥∥E(Z−ρA)T (Z−ρA)
∥∥≤ρ(1−ρ)

(
max
j∈[p]
‖A·,j‖2

2+‖diag(E[HTH ])‖
)

+ρ2
∥∥EHTH

∥∥.
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Proof. We follow the proof of Lemma A.2 of [39] and state it here for completeness. Throughout, for

any matrix Q∈RN×p, let Q`∈Rn denote the `-th row of Q.

To begin, observe that

E[(Z−ρA)T (Z−ρA)]=
N∑
`=1

E[(Z`−ρA`)⊗(Z`−ρA`)].

Let X=A+H . Importantly, we highlight the following relations: for any (`,i)∈ [N ]×[p],

E[Z`i]=ρA`i

E[Z2
`i]=ρE[X2

`i].

Now, let us fix a row `∈ [N ] and denote

W (`) =(Z`−ρA`)⊗(Z`−ρA`).

Using the linearity of expectations, the expected value of the (i,j)-th entry of W (`) can be written as

E[W
(`)
ij ]=E[Z`iZ`j]−ρE[Z`iA`j]−ρE[Z`jA`i]+ρ

2E[A`iA`j].

Suppose i=j, then

E[W
(`)
ii ]=ρE[X2

`i]−ρ2A2
`i=ρ(1−ρ)E[X2

`i]+ρ
2E[(X`i−A`i)2]. (39)

On the other hand, if i 6=j,

E[W
(`)
ij ]=ρ2E[(X`i−A`i)(X`j−A`j)]. (40)

Therefore, we can express W (`) as the sum of two matrices where the diagonal components are generated

from (39) and the off-diagonal components are generated from (40). That is,

E[W (`)]=E
(
ρ(1−ρ)diag(X`⊗X`)+ρ2diag(H`⊗H`)

)
+E
(
ρ2(H`⊗H`)−ρ2diag(H`⊗H`)

)
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=ρ(1−ρ)E[diag(X`⊗X`)]+ρ
2E[H`⊗H`].

Taking the sum over all rows `∈ [N ] yields

E[(Z−ρA)T (Z−ρA)]=ρ(1−ρ)diag(E[XTX])+ρ2E[HTH ]. (41)

To complete the proof, we apply triangle inequality to (41) to obtain

∥∥E[(Z−ρA)T (Z−ρA)]
∥∥≤ρ(1−ρ)

∥∥diag(E[XTX])
∥∥+ρ2

∥∥E[HTH ]
∥∥.

Since H is zero mean, we have

∥∥diag(E[XTX])
∥∥=
∥∥diag(ATA)+diag(E[HTH ])

∥∥
≤
∥∥diag(ATA)

∥∥+
∥∥diag(E[HTH ])

∥∥.
Collecting terms completes the proof.

H.3 Lemma H.5

Lemma H.2. Suppose that X∈Rn and P ∈{0,1}n are random vectors. Then for any α≥1,

‖X◦P‖ψα≤‖X‖ψα .

Proof. Given a deterministic binary vector P0∈{0,1}n, let IP0 ={i∈ [n] :Qi=1}. Observe that

X◦P0 =
∑
i∈IP0

eie
T
i X.

Here, ◦ denotes the Hadamard product (entrywise product) of two matrices. By definition of the ψα-norm,

‖X‖ψα = sup
u∈Sn−1

∥∥uTX∥∥
ψα

= sup
u∈Sn−1

inf
{
t>0:EX

[
exp(|uTX|α/tα)

]
≤2
}
.
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Let u0∈Sn−1 denote the maximum-achieving unit vector (such u0 exists because inf{···} is continuous

with respect to u and Sn−1 is compact). Then,

‖X◦P‖ψα = sup
u∈Sn−1

∥∥uTX◦P∥∥
ψα

= sup
u∈Sn−1

inf
{
t>0:EX,P

[
exp
(
|uTX◦P |α/tα

)]
≤2
}

= sup
u∈Sn−1

inf
{
t>0:EP

[
EX
[
exp
(
|uTX◦P |α/tα

) ∣∣∣ P]]≤2
}

= sup
u∈Sn−1

inf

{
t>0:EP

[
EX

[
exp

(∣∣∣uT∑
i∈IP

eie
T
i X
∣∣∣α/tα) ∣∣∣∣ P]]≤2

}

= sup
u∈Sn−1

inf

{
t>0:EP

[
EX

[
exp

(∣∣∣∣(∑
i∈IP

eie
T
i u
)T
X

∣∣∣∣α/tα) ∣∣∣∣ P]]≤2

}
.

For any u∈Sn−1 and P0∈{0,1}n, observe that

EX

[
exp

(∣∣∣∣(∑
i∈IP

eie
T
i u
)T
X

∣∣∣∣α/tα) ∣∣∣∣ P =P0

]
≤EX

[
exp
(
|uT0X|α/tα

)]
.

Therefore, taking supremum over u∈Sn−1, we obtain

‖X◦P‖ψα≤‖X‖ψα .

Lemma H.3. Let X be a mean-zero, ψα-random variable for some α≥1. Then for |λ|≤ 1
C‖X‖ψα

,

Eexp(λX)≤exp
(
Cλ2‖X‖2

ψα

)
.

Proof. See [45], Section 2.7.

Lemma H.4. Let X1,...,Xn be independent random variables with mean zero. For α≥1,∥∥∥∥∥
n∑
i=1

Xi

∥∥∥∥∥
ψα

≤C

(
n∑
i=1

‖Xi‖2
ψα

)1/2

.

Proof. Immediate by Lemma H.3.
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Lemma H.5. Assume Properties 3.1 and 3.3 hold. Then for any α≥1 with which Property 3.3 holds,

we have

‖Zi,·−ρAi,·‖ψα≤C(Kα+1) for all i∈ [N ],

where C>0 is an absolute constant.

Proof. Let P ∈{0,1}N×p denote a random matrix whose entries are i.i.d. random variables that take

value 1 with probability ρ and 0 otherwise. Note that Zi,· can be written as Xi,·◦Pi,· where ? is identified

with 0. By triangle inequality,

‖Zi,·−ρAi,·‖ψα =‖Xi,·◦Pi,·−ρAi,·‖ψα

=‖(Xi,·◦Pi,·)−(Ai,·◦Pi,·)−ρAi,·+(Ai,·◦Pi,·)‖ψα

≤‖(Xi,·−Ai,·)◦Pi,·‖ψα+‖(Ai,·◦Pi,·)−ρAi,·‖ψα .

By definition of X, Property 3.3, and Lemma H.2, we have that

‖(Xi,·−Ai,·)◦Pi,·‖ψα≤‖Xi,·−Ai,·‖ψα =‖ηi,·‖ψα≤CKα.

Moreover, Property 3.1 and the i.i.d. property of Pij for different j gives

∥∥∥(Ai,·◦Pi,·)−ρAi,·

∥∥∥
ψα

= sup
u∈Sp−1

∥∥∥∥ p∑
j=1

ujAi,j(Pi,j−ρ)

∥∥∥∥
ψα

≤ sup
u∈Sp−1

( p∑
j=1

u2
j‖Ai,j(Pi,j−ρ)‖2

ψα

)1/2

≤
(

sup
u∈Sp−1

∑
j

u2
jmax
j∈[p]
|Ai,j|2

)1/2

‖P1,1−ρ‖ψα

≤‖P1,1−ρ‖ψα .

The first inequality follows from Lemma H.4, the second inequality is immediate, and the last inequality

follows from Property 3.1. Lastly, ‖P1,1−ρ‖ψα ≤C because P1,1−ρ is a bounded random variable in

[−ρ,1−ρ].
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H.4 Proof of Theorem H.1

Proof of Theorem H.1. The proof follows by plugging the results of Lemmas H.1 and H.5 into Proposition

H.1 for W :=Z−ρA and applying Properties 3.1 and 3.3.

I Proof of Lemma 3.1

To bound the error in estimation of HSVT, ZHSV T,k with thresholding at kth singular value, and

underlying covariate matrix A with respect to ‖·‖2,∞ matrix norm, we shall start by presenting Lemma

I.3 which bounds ‖ZHSV T,k−A‖2,∞ as a function of few abstract quantities. Next, we bound these

quantities with high probability in our setting through help of sequence of results including the spectral

norm bound stated in Theorem H.1. We conclude with the proof of Lemma 3.1.

Notation. Consider a matrix B ∈RN×p such that B =
∑N∧p

i=1 σi(B)xiy
T
i . With a specific choice of

λ≥0, we can define a function ϕB
λ :RN→RN as follows: for any vector w∈RN ,

ϕB
λ (w)=

N∧p∑
i=1

1(σi(B)≥λ)xix
T
i w. (42)

Note that ϕB
λ is a linear operator and it depends on the tuple (B,λ); more precisely, the singular values

and the left singular vectors of B, as well as the threshold λ. If λ=0, then we will adopt the shorthand

notation: ϕB =ϕB
0 .

I.1 Lemma I.3

I.1.1 Some Observations on HSVT Operator

Observe that the function ϕB
λ :RN→RN defined in (42) is actually the operator acting on the column

spaces, which is induced by HSVT.
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Lemma I.1. Let B∈RN×p and λ≥0 be given. Then for any j∈ [p],

ϕB
λ (B·,j)=HSVTλ(B)·,j.

Proof. By (42) and the orthonormality of the left singular vectors,

ϕB
λ (B·,j)=

N∧p∑
i=1

1(σi(B)≥λ)xix
T
i B·,j =

N∧p∑
i=1

1(σi(B)≥λ)xix
T
i

(N∧p∑
i′=1

σi′(B)xi′yi′
)
·,j

=

N∧p∑
i,i′=1

σi′(B)1(σi(B)≥λ)xix
T
i xi′(yi′)j =

N∧p∑
i,i′=1

σi′(B)1(σi(B)≥λ)xiδii′(yi′)j

=

N∧p∑
i=1

1(σi(B)≥λ∗)σixi(yi)j

=HSVTλ(B)·,j.

This completes the proof.

Remark I.1. Suppose we have missing data. Then the estimator Â has the following representation:

Â=
1

ρ̂
HSVTλ∗(Z)=

1

ρ̂

N∧p∑
i=1

si1(si≥λ∗)·uivTi .

By Lemma I.1, we note that

Â·,j =
1

ρ̂
ϕZ
λ∗(Z·,j). (43)

Lastly, we remark that the column operator induced by HSVT is a contraction.

Lemma I.2. Let B∈RN×p and λ≥0 be given. Then for any j∈ [p],

∥∥∥HSVTλ(B)·,j

∥∥∥
2
≤‖B·,j‖2.

Proof. By (42) and Lemma I.1, we have

∥∥∥HSVTλ(B)·,j

∥∥∥2

2
=
∥∥ϕB

λ (B·,j)
∥∥2

2
=

∥∥∥∥∥
N∧p∑
i=1

1(σi(B)≥λ)·xixTi ·B·,j

∥∥∥∥∥
2

2
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(a)
=

N∧p∑
i=1

∥∥1(σi(B)≥λ)·xixTi ·B·,j
∥∥2

2
≤
N∧p∑
i=1

∥∥xixTi ·B·,j∥∥2

2

(b)
=

∥∥∥∥∥
N∧p∑
i=1

xix
T
i ·B·,j

∥∥∥∥∥
2

2

=‖B·,j‖2
2.

Note that (a) and (b) use the orthonormality of the left singular vectors.

Lemma I.3. Suppose that (1) ‖Z−ρA‖≤∆ for some ∆≥0 and (2) 1
ε
ρ≤ ρ̂≤ερ for some ε≥1.

Let Â=ZHSVT,k, Ak=HSVTτk(A) and E=A−Ak. Then for any j∈ [p],∥∥∥Â·,j−A·,j∥∥∥2

2
≤ 4ε2

ρ2

∆2

ρ2(τk−τk+1)2
‖Z·,j−ρA·,j‖2

2

+
4ε2

ρ2

∥∥∥ϕAk

(Z·,j−ρA·,j)
∥∥∥2

2
+2(ε−1)2‖A·,j‖2

2.

+
2∆2

ρ2(τk−τk+1)2

∥∥Ak
·,j
∥∥2

2
+2‖E·,j‖2

2.

Proof. First, we recall two conditions assumed in the Lemma that will be used in the proof: (1)

‖Z−ρA‖≤∆ for some ∆≥0, (2) 1
ε
ρ≤ ρ̂≤ερ for some ε≥1.

We will use notation λ∗=sk, the kth singular value of Z for simplicity. We prove our Lemma in three

steps.

Step 1. Fix a column index j∈ [p]. Observe that

Â·,j−A·,j =
(
Â·,j−ϕZ

λ∗(A·,j)
)

+
(
ϕZ
λ∗(A·,j)−A·,j

)
.

By choice, rank(Â)=k. By definition (see (42)), we have that ϕZ
λ∗ :RN→RN is the projection operator

onto the span of the top k left singular vectors of Z, namely, span{u1,...,uk}. Therefore,

ϕZ
λ∗(A·,j)−A·,j∈span{u1,...,uk}⊥

and by (43) (using Lemma I.1),

Â·,j−ϕZ
λ∗(A·,j)=

1

ρ̂
ϕZ
λ∗(Z·,j)−ϕZ

λ∗(A·,j)∈span{u1,...,uk}.
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Hence, 〈Â·,j−ϕZ
λ∗(A·,j),ϕ

Z
λ∗(A·,j)−A·,j〉=0 and

∥∥∥Â·,j−A·,j∥∥∥2

2
=
∥∥∥Â·,j−ϕZ

λ∗(A·,j)
∥∥∥2

2
+
∥∥∥ϕZ

λ∗(A·,j)−A·,j
∥∥∥2

2
(44)

by the Pythagorean theorem. It remains to bound the terms on the right hand side of (44).

Step 2. We begin by bounding the first term on the right hand side of (44). Again applying Lemma

I.1, we can rewrite

Â·,j−ϕZ
λ∗(A·,j)=

1

ρ̂
ϕZ
λ∗(Z·,j)−ϕZ

λ∗(A·,j)=ϕZ
λ∗

(1

ρ̂
Z·,j−A·,j

)
=

1

ρ̂
ϕZ
λ∗(Z·,j−ρA·,j)+

ρ−ρ̂
ρ̂

ϕZ
λ∗(A·,j).

Using the Parallelogram Law (or, equivalently, combining Cauchy-Schwartz and AM-GM inequalities),

we obtain

∥∥∥Â·,j−ϕZ
λ∗(A·,j)

∥∥∥2

2
=

∥∥∥∥1

ρ̂
ϕZ
λ∗(Z·,j−ρA·,j)+

ρ−ρ̂
ρ̂

ϕZ
λ∗(A·,j)

∥∥∥∥2

2

≤2

∥∥∥∥1

ρ̂
ϕZ
λ∗(Z·,j−ρA·,j)

∥∥∥∥2

2

+2

∥∥∥∥ρ−ρ̂ρ̂ ϕZ
λ∗(A·,j)

∥∥∥∥2

2

≤ 2

ρ̂2

∥∥ϕZ
λ∗(Z·,j−ρA·,j)

∥∥2

2
+2
(ρ−ρ̂

ρ̂

)2

‖A·,j‖2
2

≤ 2ε2

ρ2

∥∥ϕZ
λ∗(Z·,j−ρA·,j)

∥∥2

2
+2(ε−1)2‖A·,j‖2

2. (45)

because Condition 2 implies 1
ρ̂
≤ ε

ρ
and

(
ρ−ρ̂
ρ̂

)2

≤(ε−1)2.

Note that the first term of (45) can further be decomposed (using the Parallelogram Law and recalling

A=Ak+E, we have

∥∥ϕZ
λ∗(Z·,j−ρA·,j)

∥∥2

2

≤2
∥∥∥ϕZ

λ∗(Z·,j−ρA·,j)−ϕAk

(Z·,j−ρA·,j)
∥∥∥2

2
+2
∥∥∥ϕAk

(Z·,j−ρA·,j)
∥∥∥2

2
. (46)

65



We now bound the first term on the right hand side of (46) separately. First, we apply the Davis-Kahan

sinΘ Theorem (see [21, 47]) to arrive at the following inequality:

‖Pu1,...,uk−Pµ1,...,µk‖2≤
‖Z−ρA‖
ρτk−ρτk+1

≤ ∆

ρ(τk−τk+1)
(47)

where Pu1,...,uk and Pµ1,...,µk denote the projection operators onto the span of the top k left singular

vectors of Z and Ak, respectively. We utilized Condition 1 to bound ‖Z−ρA‖2≤∆. Then it follows that

∥∥∥ϕZ
λ∗(Z·,j−ρA·,j)−ϕAk

(Z·,j−ρA·,j)
∥∥∥

2
≤‖Pu1,...,uk−Pµ1,...,µk‖2‖Z·,j−ρA·,j‖2

≤ ∆

ρ(τk−τk+1)
‖Z·,j−ρA·,j‖2.

Combining the inequalities together, we have

∥∥∥Â·,j−ϕZ
λ∗(A·,j)

∥∥∥2

2
≤ 4ε2

ρ2

∆2

ρ2(τk−τk+1)2
‖Z·,j−ρA·,j‖2

2

+
4ε2

ρ2

∥∥∥ϕAk

(Z·,j−ρA·,j)
∥∥∥2

2
+2(ε−1)2‖A·,j‖2

2. (48)

Step 3. We now bound the second term of (44). Recalling A=Ak+E and using (47)

∥∥ϕZ
λ∗(A·,j)−A·,j

∥∥2

2
=
∥∥ϕZ

λ∗(A
k
·,j+E·,j)−Ak

·,j−E·,j
∥∥2

2

≤2
∥∥ϕZ

λ∗(A
k
·,j)−Ak

·,j
∥∥2

2
+2
∥∥ϕZ

λ∗(E·,j)−E·,j
∥∥2

2

=2
∥∥∥ϕZ

λ∗(A
k
·,j)−ϕAk

(Ak
·,j)
∥∥∥2

2
+2
∥∥ϕZ

λ∗(E·,j)−E·,j
∥∥2

2

≤2‖Pu1,...,uk−Pµ1,...,µk‖
2
∥∥Ak

·,j
∥∥2

2
+2‖E·,j‖2

2

≤ 2∆2

ρ2(τk−τk+1)2

∥∥Ak
·,j
∥∥2

2
+2‖E·,j‖2

2. (49)

Inserting (48) and (49) back to (44) completes the proof.
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I.2 High probability events for conditioning

We define the following four events:

E1 :=

{
‖Z−ρA‖≤

√
C1

(√
N+
√
plog

3
2 (Np)

)}
E2 :=

{(
1−

√
20log(Np)

Npρ

)
ρ≤ ρ̂≤ 1

1−
√

20log(Np)
Npρ

ρ

}

E3 :=

{
max
j∈[p]

∥∥∥Z·,j−ρA·,j∥∥∥2

2
≤11CK2

αN log
2
α (Np)

}
E4 :=

{
max
j∈[p]

∥∥∥ϕAk

(Z·,j−ρA·,j)
∥∥∥2

2
≤11CK2

αrlog
2
α (Np)

}
.

Here, C1 =C(1+σ2)(1+γ2)(1+K2
α) for some constant C>0.

Observation 1: E1 occurs with high probability.

Lemma I.4. Suppose that Properties 3.1, 3.3 for α≥1 hold. Then, P(Ec1)≤ 2
N10p10

.

Proof. The proof is complete by letting δ1 =10 in Theorem H.1.

Observation 2: E2 occurs with high probability.

Lemma I.5. For any ε>1,

P

(
1

ε
ρ≤ ρ̂≤ερ

)
≥1−2exp

(
−(ε−1)2

2ε2
Npρ

)
.

Proof. Recall that ρ̂= 1
Np

∑N
i=1

∑p
j=11(Zij 6=?)∨ 1

Np
. By the binomial Chernoff bound, for ε>1,

P(ρ̂>ερ)≤exp

(
−(ε−1)2

ε+1
Npρ

)
, and

P

(
ρ̂<

1

ε
ρ

)
≤exp

(
−(ε−1)2

2ε2
Npρ

)
.

By the union bound,

P

(
1

ε
ρ≤ ρ̂≤ερ

)
≥1−P(ρ̂>ερ)−P

(
ρ̂<

1

ε
ρ

)
.

Noticing ε+1<2ε<2ε2 for all ε>1 completes the proof.
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Remark I.2. Let ε=
(

1−
√

20log(Np)
Npρ

)−1

in Lemma I.5. Then, P(Ec2)≤ 2
N10p10

.

Observation 3: E3 and E4 occur with high probability.

I.2.1 Two Helper Lemmas for E3 and E4

Lemma I.6. Assume Properties 3.1, 3.3 hold. Then for any α≥1,

‖Z·,j−ρA·,j‖ψα≤C(Kα+1), ∀j∈ [p]

where C>0 is an absolute constant.

Proof. Observe that

‖Z·,j−ρA·,j‖ψα = sup
u∈SN−1

∥∥uT (Z·,j−ρA·,j)
∥∥
ψα

= sup
u∈SN−1

∥∥uT (Z−ρA)ej
∥∥
ψα

= sup
u∈SN−1

∥∥∥∥∥
n∑
i=1

ui(Zi,·−ρAi,·)ej

∥∥∥∥∥
ψα

(a)

≤C sup
u∈SN−1

(
n∑
i=1

u2
i ‖(Zi,·−ρAi,·)ej‖2

ψα

)1/2

≤Cmax
i∈[N ]
‖Zi,·−ρAi,·‖ψα ,

where (a) follows from Lemma H.4. Then the conclusion follows from Lemma H.5.

Lemma I.7. Let W1,...,Wn be a sequence of ψα-random variables for some α≥1. For any t≥0,

P

(
n∑
i=1

W 2
i >t

)
≤2

n∑
i=1

exp

−( t

n‖Wi‖2
ψα

)α/2
.

Proof. Note that
∑n

i=1W
2
i >t implies that there exists at least one i∈ [n] with W 2

i >
t
n
. By the union

bound,

P

(
n∑
i=1

W 2
i >t

)
≤

n∑
i=1

P

(
W 2
i >

t

n

)
≤

n∑
i=1

P

(
|Wi|>

√
t

n

)
≤

n∑
i=1

2exp

−( t

n‖Wi‖2
ψα

)α/2
.
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Lemma I.8. Suppose Properties 3.1, 3.3 hold. Then,

P(Ec3)≤ 2

N10p10
.

Proof. Fix j ∈ [p]. Let ei ∈RN denote the i-th canonical basis of RN (column vector representation).

Note that ∥∥∥Z·,j−ρA·,j∥∥∥2

2
=

N∑
i=1

(
eTi (Z·,j−ρA·,j)

)2

and eTi (Z·,j−ρA·,j) is a ψα-random variable with
∥∥eTi (Z·,j−ρA·,j)

∥∥
ψα
≤‖Z·,j−ρA·,j‖ψα . By Lemma I.6,

‖Z·,j−ρA·,j‖ψα≤C(Kα+1) for all j∈ [p]. By Lemma I.7 and the union bound,

P(Ec3)≤
p∑
j=1

P

(∥∥∥Z·,j−ρA·,j∥∥∥2

2
>11C2(Kα+1)2N log

2
α (Np)

)

≤2

p∑
j=1

N∑
i=1

exp(−11log(Np))

=
2

N10p10
.

Lemma I.9. Suppose properties 3.1, 3.3 hold. Then,

P(Ec4)≤ 2

N10p10
.

Proof. Recall that rank(Ak)=k. We write

∥∥∥ϕAk

(Z·,j−ρA·,j)
∥∥∥2

2
=

k∑
i=1

(
uTi (Z·,j−ρA·,j)

)2

,

where u1,...,uk denote the left singular vectors of Ak. The proof has the same structure with that of

Lemma I.8 with u1,...,uk in place of e1,...,en.
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I.3 Completing Proof of Lemma 3.1

Proof of Lemma 3.1. Recall that our goal is to establish

E[‖ZHSVT,k−A‖2
2,∞]≤ C(K2

α+1)

ρ2

(
k+

N∆2

ρ2(τk−τk+1)2

)
log

2
αNp+2‖Ak−A‖2

2,∞,

where C > 0 is a universal constant. To that end, define E,E1∩E2∩E3∩E4. By Lemmas I.4, I.5, I.8

and I.9, it follows that

P(Ec)≤P(Ec1∪Ec2∪Ec3∪Ec4) ≤ 8

N10p10
.

Observe (with Â=ZHSVT,k),

E[‖Â−A‖2
2,∞]=Emax

j∈[p]

∥∥∥Â·,j−A·,j∥∥∥2

2

=E

[
max
j∈[p]

∥∥∥Â·,j−A·,j∥∥∥2

2
·1(E)

]
+E

[
max
j∈[p]

∥∥∥Â·,j−A·,j∥∥∥2

2
·1(Ec)

]
. (50)

In the rest of the proof, we upper bound the two terms in (50) separately.

Upper bound on the first term in (50). Under event E, from Lemma I.3, we have

max
j∈[p]

∥∥∥Â·,j−A·,j∥∥∥2

2
≤ C(Kα+1)2

ρ2

(
∆2N

ρ2(τr−τr+1)2
+r

)
log

2
α (Np)+2max

j∈[p]
‖E·,j‖2

2.

where C>0 is an absolute constant. To see this, note that ε2≤10 since ρ≥ 64log(Np)
Np

; ‖Ak
j‖2

2≤‖Aj‖2
2≤N ,

again appealing to the contraction property of the HSVT operator (refer to Lemma I.2 and Property

3.1). Since P(E)≤1, it follows that

E

[∥∥∥Â−A∥∥∥2

2,∞
·1(E)

]
≤ C(Kα+1)2

ρ2

(
∆2N

ρ2(τr−τr+1)2
+r

)
log

2
α (Np)+2max

j∈[p]
‖E·,j‖2

2. (51)

Upper bound on the second term in (50). To begin with, we note that for any j∈ [p],

∥∥∥Â·,j−A·,j∥∥∥
2
≤
∥∥∥Â·,j∥∥∥

2
+‖A·,j‖2
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by triangle inequality. By the model assumption, the covariates are bounded (Property 3.1) and

‖A·,j‖2≤
√
N for all j∈ [p]. By definition, for any j∈ [p],

Â·,j =
1

ρ̂
HSVTλ(Z)·,j

for a given threshold λ=sk, the kth singular value of Z. Therefore,

‖Â·,j‖2=
1

ρ̂
‖HSVTλ(Z)·,j‖2

(a)

≤Np‖HSVTλ(Z)·,j‖2

(b)

≤Np‖Z·,j‖2.

Here, (a) follows from ρ̂≥ 1
Np

; and (b) follows from Lemma I.2 – the HSVT operator is a contraction

on the columns.

max
j∈[p]
‖Â·,j−A·,j‖2≤max

j∈[p]
‖Â·,j‖2+max

j∈[p]
‖A·,j‖2

≤Np max
j∈[p]
‖Z·,j‖2+

√
N

≤(N
3
2p+
√
N)+N

3
2pmax

ij
|ηij|

≤2N
3
2p
(

1+max
ij
|ηij|

)
(52)

because maxj∈[p]‖Z·,j‖2 ≤
√
Nmaxi,j |Zij|≤

√
Nmaxi,j |Aij+ηij|≤

√
N(1+maxi,j |ηij|). Now we apply

Cauchy-Schwarz inequality on E[maxj∈[p]‖Â·,j−A·,j‖2
2·1(Ec)] to obtain

E
[
max
j∈[p]
‖Â·,j−A·,j‖2

2 ·1(Ec)
]
≤E
[
max
j∈[p]
‖Â·,j−A·,j‖4

2

] 1
2 ·E
[
1(Ec)

] 1
2

=E
[
max
j∈[p]
‖Â·,j−A·,j‖4

2

] 1
2 ·P(Ec)

1
2

(a)

≤ 4N3p2E
[(

1+max
ij
|ηij|

)4] 1
2 ·P(Ec)

1
2

(b)

≤ 8
√

2N3p2
(

1+E[max
ij
|ηij|4]

) 1
2 ·P(Ec)

1
2

(c)

≤ 8
√

2N3p2
(

1+E[max
ij
|ηij|4]

1
2

)
·P(Ec)

1
2 . (53)

Here, (a) follows from (52); and (b) follows from Jensen’s inequality:

E
[(

1+max
ij
|ηij|

)4]
=E

[(1

2
(2+2max

ij
|ηij|)

)4
]
≤E

[
1

2

(
24+(2max

ij
|ηij|)4

)]
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=8E
[
1+max

ij
|ηij|4

]
=8
(

1+E[max
ij
|ηij|4]

)
;

and (c) follows from the trivial inequality:
√
A+B≤

√
A+
√
B for any A,B≥0.

Now it remains to find an upper bound for E[maxij|ηij|4]. Note that for any α>0 and θ≥1, ηij being

a ψα-random variable implies that |ηij|θ is a ψα/θ-random variable. With the choice of θ=4, we have that

Emax
ij
|ηij|4≤C1K

4
αlog

4
α (Np) (54)

for some absolute constant C1>0 by Lemma D.5 (also see Remark D.1). Inserting (54) to (53) yields

E
[
max
j∈[p]
‖Â·,j−A·,j‖2

2 ·1(Ec)
]
≤8
√

2N3p2
(

1+C ′1
1/2
K2
αlog

2
α (Np)

)
·P(Ec)

1
2

(a)

≤ 32
(

1+C1
1/2K2

αlog
2
α (Np)

) 1

N2p2
, (55)

where (a) follows from recalling that P(Ec)≤8/N10p10.

Concluding the Proof. Thus, combining (51) and (55) in (50) and noticing that term in (55) is

smaller order term than that in (51), by defining appropriate constant C>0, we obtain:

E[‖Â−A‖2
2,∞]≤ C(Kα+1)2

ρ2

(
∆2N

ρ2(τr−τr+1)2
+r

)
log

2
α (Np)+2max

j∈[p]
‖E·,j‖2

2

+
C

N2p2

(
1+K2

αlog
2
α (Np)

)
,

with ∆=
√
C∗
(√

N+
√
plog

3
2 (Np)

)
and C∗=C(1+σ2)(1+γ2)(1+K2

α).

The proof is complete by defining C ′=C(1+σ2)(1+γ2)(1+K4
α) and simplifying the bound further in

a straightforward manner.

J Proof of Lemma 3.2

The proof of Lemma 3.2 follows very closely the structure of the proof of Lemma 3.1. The key difference

is Lemma I.3 no longer holds as is, and needs to be redefined for A(lr) instead of Ak.
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Lemma J.1. Suppose that (1) ‖Z−ρA‖≤∆ for some ∆≥0 and (2) 1
ε
ρ≤ ρ̂≤ερ for some ε≥1.

Let A=A(lr)+E(lr). Let r=rank(A(lr)) and τr denote the r-th singular value of A(lr). Let Â=ZHSVT,r.

Then for any j∈ [p],

∥∥∥Â·,j−A·,j∥∥∥2

2
≤ 8ε2

ρ4

(∆2

τ 2
r

+
‖E(lr)‖2

2

τ 2
r

)(
‖Z·,j−ρA·,j‖2

2+
∥∥∥A(lr)

·,j

∥∥∥2

2

)
+

4ε2

ρ2

∥∥∥ϕA(lr)

(Z·,j−ρA·,j)
∥∥∥2

2
+2(ε−1)2‖A·,j‖2

2

+2
∥∥∥E(lr)
·,j

∥∥∥2

2
.

The proof of Lemma J.1 is almost identical to the proof of Lemma I.3, except the replacement of the

subspace perturbation bound (47) with a new one in (58). Roughly speaking, we control the principal

angle between the top-r left singular space of Z and the column space of A(lr) by means of triangle

inequality, using the column space of Ak as an intermeidary. Despite the similarity to the proof of

Lemma I.3, we present the full proof of Lemma J.1 for future reference in synthetic control literature.

Proof. We will use notation λ∗= sr, the rth singular value of Z for simplicity. We prove our Lemma

in three steps.

Step 1. Fix a column index j∈ [p]. Observe that

Â·,j−A·,j =
(
Â·,j−ϕZ

λ∗(A·,j)
)

+
(
ϕZ
λ∗(A·,j)−A·,j

)
.

By choice, rank(Â)=r. By definition (see (42)), we have that ϕZ
λ∗ :RN→RN is the projection operator

onto the span of the top r left singular vectors of Z, namely, span{u1,...,ur}. Therefore,

ϕZ
λ∗(A·,j)−A·,j∈span{u1,...,ur}⊥

and by (43) (using Lemma I.1),

Â·,j−ϕZ
λ∗(A·,j)=

1

ρ̂
ϕZ
λ∗(Z·,j)−ϕZ

λ∗(A·,j)∈span{u1,...,ur}.
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Hence, 〈Â·,j−ϕZ
λ∗(A·,j),ϕ

Z
λ∗(A·,j)−A·,j〉=0 and

∥∥∥Â·,j−A·,j∥∥∥2

2
=
∥∥∥Â·,j−ϕZ

λ∗(A·,j)
∥∥∥2

2
+
∥∥∥ϕZ

λ∗(A·,j)−A·,j
∥∥∥2

2
(56)

by the Pythagorean theorem. It remains to bound the terms on the right hand side of (56).

Step 2. We begin by bounding the first term on the right hand side of (56). Again applying Lemma

I.1, we can rewrite

Â·,j−ϕZ
λ∗(A·,j)=

1

ρ̂
ϕZ
λ∗(Z·,j)−ϕZ

λ∗(A·,j)=ϕZ
λ∗

(1

ρ̂
Z·,j−A·,j

)
=

1

ρ̂
ϕZ
λ∗(Z·,j−ρA·,j)+

ρ−ρ̂
ρ̂

ϕZ
λ∗(A·,j).

Using the Parallelogram Law (or, equivalently, combining Cauchy-Schwartz and AM-GM inequalities),

we obtain

∥∥∥Â·,j−ϕZ
λ∗(A·,j)

∥∥∥2

2
=

∥∥∥∥1

ρ̂
ϕZ
λ∗(Z·,j−ρA·,j)+

ρ−ρ̂
ρ̂

ϕZ
λ∗(A·,j)

∥∥∥∥2

2

≤2

∥∥∥∥1

ρ̂
ϕZ
λ∗(Z·,j−ρA·,j)

∥∥∥∥2

2

+2

∥∥∥∥ρ−ρ̂ρ̂ ϕZ
λ∗(A·,j)

∥∥∥∥2

2

≤ 2

ρ̂2

∥∥ϕZ
λ∗(Z·,j−ρA·,j)

∥∥2

2
+2
(ρ−ρ̂

ρ̂

)2

‖A·,j‖2
2

≤ 2ε2

ρ2

∥∥ϕZ
λ∗(Z·,j−ρA·,j)

∥∥2

2
+2(ε−1)2‖A·,j‖2

2. (57)

because Condition 2 implies 1
ρ̂
≤ ε

ρ
and

(
ρ−ρ̂
ρ̂

)2

≤(ε−1)2.

Note that the first term of (57) can further be decomposed (using the Parallelogram Law and recalling

A=A(lr)+E(lr), we have

∥∥ϕZ
λ∗(Z·,j−ρA·,j)

∥∥2

2

≤2
∥∥∥ϕZ

λ∗(Z·,j−ρA·,j)−ϕA(lr)

(Z·,j−ρA·,j)
∥∥∥2

2
+2
∥∥∥ϕA(lr)

(Z·,j−ρA·,j)
∥∥∥2

2
.
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We now bound the first term on the right hand side of (46) separately. First, we apply the Davis-Kahan

sinΘ Theorem (see [21, 47]) to arrive at the following inequality:

‖Pu1,...,ur−Pµ1,...,µr‖2≤
‖Z−ρA(lr)‖2

ρτr
(58)

≤ ‖Z−ρA‖2

ρτr
+
‖ρA−ρA(lr)‖2

ρτr

≤ ∆

ρτr
+
‖E(lr)‖2

ρτr
,

where Pu1,...,ur and Pµ1,...,µr denote the projection operators onto the span of the top r left singular vectors

of Z and A(lr), respectively. We utilized Condition 1 to bound ‖Z−ρA‖2≤∆. Then it follows that

∥∥∥ϕZ
λ∗(Z·,j−ρA·,j)−ϕA(lr)

(Z·,j−ρA·,j)
∥∥∥

2
≤‖Pu1,...,ur−Pµ1,...,µr‖2‖Z·,j−ρA·,j‖2

≤
( ∆

ρτr
+
‖E(lr)‖2

ρτr

)
‖Z·,j−ρA·,j‖2.

Combining the inequalities together, we have

∥∥∥Â·,j−ϕZ
λ∗(A·,j)

∥∥∥2

2
≤ 8ε2

ρ4

(∆2

τ 2
r

+
‖E(lr)‖2

2

τ 2
r

)
‖Z·,j−ρA·,j‖2

2

+
4ε2

ρ2

∥∥∥ϕA(lr)

(Z·,j−ρA·,j)
∥∥∥2

2
+2(ε−1)2‖A·,j‖2

2. (59)

Step 3. We now bound the second term of (56). Recalling A=A(lr)+E(lr) and using (58)

∥∥ϕZ
λ∗(A·,j)−A·,j

∥∥2

2
=
∥∥∥ϕZ

λ∗(A
(lr)
·,j +E

(lr)
·,j )−A(lr)

·,j −E
(lr)
·,j

∥∥∥2

2

≤2
∥∥∥ϕZ

λ∗(A
(lr)
·,j )−A(lr)

·,j

∥∥∥2

2
+2
∥∥∥ϕZ

λ∗(E
(lr)
·,j )−E(lr)

·,j

∥∥∥2

2

=2
∥∥∥ϕZ

λ∗(A
(lr)
·,j )−ϕA(lr)

(A
(lr)
·,j )
∥∥∥2

2
+2
∥∥∥ϕZ

λ∗(E
(lr)
·,j )−E(lr)

·,j

∥∥∥2

2

≤2‖Pu1,...,ur−Pµ1,...,µr‖
2
∥∥∥A(lr)

·,j

∥∥∥2

2
+2
∥∥∥E(lr)
·,j

∥∥∥2

2

≤4
( ∆2

ρ2τ 2
r

+
‖E(lr)‖2

2

ρ2τ 2
r

)∥∥∥A(lr)
·,j

∥∥∥2

2
+2
∥∥∥E(lr)
·,j

∥∥∥2

2
. (60)

Inserting (59) and (60) back to (56) completes the proof.
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J.1 Completing Proof of Lemma 3.2

Proof of Lemma 3.2. Proof follows in an identical fashion to that of Lemma 3.1 (see Section I.3) and

using the bound in Lemma J.1 instead of the one in Lemma I.3.

K Proof of Corollary 3.4

Proof. From Proposition 3.3, we have that r≤C(ζ,K)δ−K and ‖E(lr)‖∞≤L·δζ . So, τ 2
r ≥CNp/r≥

CNp/(C(ζ,K)δ−K).

MSEΩ(Ŷ )≤ 4σ2r

n
+
C ′‖β∗‖2

1

ρ4

(
n∨p∨‖E(lr)‖2

2

τ 2
r

+
r

n

)
log5(np)+

6‖β∗‖2
1

n
‖E(lr)‖2

2,∞+
20

n
‖φ‖2

2

≤ C
′‖β∗‖2

1

ρ4

(
n∨p∨‖E(lr)‖2

2

τ 2
r

+
r

n
+
‖E(lr)‖2

2,∞

n

)
log5(np)+

20

n
‖φ‖2

2

≤ C
′‖β∗‖2

1

ρ4

(
r‖E(lr)‖2

2

Np
+

r

n∧p
+
‖E(lr)‖2

2,∞

n

)
log5(np)+

20

n
‖φ‖2

2

≤ C
′‖β∗‖2

1

ρ4

(
r‖E(lr)‖2

∞+
r

n∧p
+
‖E(lr)‖2

2,∞

n

)
log5(np)+

20

n
‖φ‖2

2

≤ C
′‖β∗‖2

1

ρ4

(
r‖E(lr)‖2

∞+
r

n∧p

)
log5(np)+

20

n
‖φ‖2

2

≤ C
′‖β∗‖2

1

ρ4

(
C(ζ,K)δ−KL2 ·δ2ζ+

C(ζ,K)δ−K

n∧p

)
log5(np)+

20

n
‖φ‖2

2

≤ C
′C(ζ,K)L2‖β∗‖2

1

ρ4

(
δ−K ·δ2ζ+

δ−K

n∧p

)
log5(np)+

20

n
‖φ‖2

2

Substituting δ=(1/(n∧p))1/2ζ completes the proof.

L Proof of Proposition 3.4

Proof. We have

M=

p∑
i=1

viX·,i
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=
k∑
i=1

viX·,i+

p∑
j=k+1

vjX·,j

=
k∑
i=1

viX·,i+

p∑
j=k+1

vj

( k∑
i=1

ci(j)X·,i

)

=
k∑
i=1

viX·,i+
k∑
i=1

X·,i

( p∑
j=k+1

ci(j)vj

)

=
k∑
i=1

(
vi+

p∑
j=k+1

ci(j)vj

)
X·,i.

Define v∗i =vi+
∑p

j=k+1ci(j)vj for i∈ [k] and 0 for i /∈ [k]. Then ‖v∗‖0≤k. Further,

‖v∗‖1=
k∑
i=1

∣∣∣∣∣(vi+
p∑

j=k+1

ci(j)vj

)∣∣∣∣∣≤C ′′
k∑
i=1

(
|vi|+

p∑
j=k+1

|vj|
)
≤C ′′k‖v‖1

M Proof of Theorem 3.2

The proof of Theorem 3.2 follows the standard approach in terms of establishing generalization error

bounds using Rademacher complexity (see [10] and references therein). We note two important contri-

butions: (1) relating our notion of generalization error to the standard definitions; (2) arguing that the

Rademacher complexity of our matrix estimation regression algorithm (using HSVT) can be identified

with the Rademacher complexity of regression with `0-regularization.

M.1 Background

Notation, Setup. We consider PCR with parameter k for some k≥1. Recall that the training sample

set Ω⊂ [N ], with |Ω|=n, is sampled uniformly at random and without replacement from [N ]. Further, as

argued in Proposition 2.1, PCR with parameter k is equivalent to Linear Regression with pre-processing

of noisy covariates using HSVT. Hence, we let Â=ZHSVT,k and β̂=βHSVT,k.
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Generalization error and Rademacher complexity. We measure the quality of our estimates

through the following two quantities of error. For any hypothesis β∈Rp and training set Ω, the empirical

error is

ÊΩ(β)=
1

n

∑
ω∈Ω

(
Âω,·β−Aω,·β

∗
)2

. (61)

Similarly, we define the overall error as

E(β)=
1

N

N∑
i=1

(
Âi,·β−Ai,·β

∗
)2

. (62)

For any linear hypothesis class F ⊂ Rp, define the generalization error as the supremum of the gap

between (61) and (62) over F . Precisely, for a given training set Ω,

φ(Ω)=sup
β∈F

(
E(β)−ÊΩ(β)

)
. (63)

Next, we define the notion of Rademacher complexity, wich has been very effective to bound the

generalization error. To begin with, the Rademacher complexity of a set A⊂Rn is defined as

R(A)=Eσ

[
sup
a∈A

1

n

n∑
i=1

σiai

]
,

where σ1,...,σn are i.i.d. Rademacher variables, which are uniformly distributed on {−1,1}, and the

expectation above is taken with respect to their randomness. This has been naturally extended for the

setting of prediction problems as follows: given a collection of real-valued response variables and covariates,

say (Yi,Xi), i∈ [n], a collection of real-valued functions or hypotheses G that map covariates to real values,

and loss function L :R2→ [0,∞) that measures the error or loss in prediction for a given function, define

RS(G)=Eσ

[
sup
g∈G

1

n

n∑
i=1

σig(Xi)

]
, RS(L◦G) =Eσ

[
sup
g∈G

1

n

n∑
i=1

σiL(Yi,g(Xi))

]
.

In our setting, the covariates that the predictor uses are the denoised rows of Â, denoted as{Â1,·,...,ÂN,·}.

The loss function of interest is the quadratic function: `(y,y′)=(y−y′)2. The ideal response variable

78



of our interest is Ai,·β
∗ for i∈ [N ]. Given that our algorithm observes (noisy) response variables in the

index set Ω, we shall use the sample set {(Aω,·β
∗,Âω,·) :ω∈Ω}.

It turns out that the appropriate adaptation of the Rademacher complexity for our setting is as follows:

Let D denote the distribution of the observations Zij (i.e., the randomness in the measurements). Hence,

Â is a random matrix as it derived from Z. Then,

Rn(F)=Eσ,Ω|D

[
sup
β∈F

(
1

n

∑
ω∈Ω

σωÂω,·β

)]

Rn(`◦F)=Eσ,Ω|D

[
sup
β∈F

(
1

n

∑
ω∈Ω

σω`(Aω,·β
∗,Âω,·β)

)]
,

where EΩ is taken with respect to selecting Ω⊂ [N ] uniformly at random from [N ] without replacement

(with |Ω|=n).

Rademacher Class - Sparse Linear Models. Define F(a,b)⊂Rp for a∈N,b∈R as

F(a,b) :={β∈Rp :‖β‖0≤a,‖β‖1≤b}.

We denote F(·,b) as the case where there is no restriction on a, i.e., β ∈F(·,b) has no constraint in its

‖·‖0-norm. We then have the following proposition,

Proposition M.1. Assume Â satisfies (13) in Proposition 3.4. Then,

Rn(F(·, ‖β̂‖1))≤Rn(F(k, C′′k‖β̂‖1)), Rn(`◦F(·, ‖β̂‖1)≤Rn(`◦F(k, C′′k‖β̂‖1))

where C ′′ is defined as in Proposition 3.4.

Proof. By definition, Â has rank k. Then by Proposition 3.4 for β̂, there exists an k-sparse vector β′∈Rp

such that

Â·β̂=Â·β′, s.t. ‖β′‖1≤C ′′‖β̂‖1.
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Observe that due to the equality, we have,

ÊΩ(β̂)= ÊΩ(β
′
)

EΩ(β̂)=EΩ(β
′
).

Appealing to the definitions of Rn(·) and Rn(`◦·) completes the proof.

For the remainder of Section M, we define B :=C ′′ ·k ·‖β̂‖1 and overload notation and define F :=F(k,B).

M.2 Helper Lemmas M.1 and M.5 to Prove Theorem 3.2

M.2.1 Lemma M.1

Lemma M.1. Let φ(Ω) be defined as in (63). Let Ω be random subset of [N ] of size n that is chosen

uniformly at random without replacement. Then,

EΩ|D[φ(Ω)]≤2Rn(`◦F).

Proof. Let Ω={i1,...,in}. Further, let Ω′={i′1,...,i′n} be a “ghost sample”, i.e., Ω′ is an independent set

of n locations sampled uniformly at random and without replacement from [N ]. Thus,

EΩ|D[φ(Ω)]=EΩ|D

[
sup
β∈F

(
E(β)−ÊΩ(β)

)]
=EΩ|D

[
sup
β∈F

(
EΩ′

[
ÊΩ′(β)−ÊΩ(β)

])]
≤EΩ,Ω′|D

[
sup
β∈F

(
ÊΩ′(β)−ÊΩ(β)

)]
=EΩ,Ω′|D

[
sup
β∈F

1

n

n∑
k=1

(
`(Ai′k

β∗;Âi′k
β)−`(Aikβ

∗;Âikβ)
)]
,

where the inequality follows by the convexity of the supremum function and Jensen’s Inequality.

To proceed, we will use the ghost sampling technique. Recall that the entries of Ω and Ω′ were

drawn uniformly at random from [N ]. As a result, `(Ai′k
β∗;Âi′k

β)−`(Aikβ
∗;Âikβ) and `(Aikβ

∗;Âikβ)−
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`(Ai′k
β∗;Âi′k

β) have the same distribution. Further, since σk takes value 1 and −1 with equal probability,

we have

EΩ,Ω′|D

[
sup
β∈F

1

n

n∑
k=1

(
`(Ai′k

β∗;Âi′k
β)−`(Aikβ

∗;Âikβ)
)]

=Eσ,Ω,Ω′|D

[
sup
β∈F

1

n

n∑
k=1

σk

(
`(Ai′k

β∗;Âi′k
β)−`(Aikβ

∗;Âikβ))
)]
.

Combining the above relation with the fact that the supremum of a sum is bounded above by the sum

of supremums, we obtain

EΩ|D[φ(Ω)]≤Eσ,Ω,Ω′|D

[
sup
β∈F

1

n

n∑
k=1

σk

(
`(Ai′k

β∗;Âi′k
β)−`(Aikβ

∗;Âikβ)
)]

≤Eσ,Ω,Ω′|D

[
sup
β∈F

1

n

n∑
k=1

σk`(Ai′k
β∗;Âi′k

β)+sup
β∈F

1

n

n∑
k=1

−σk`(Aikβ
∗;Âikβ)

]

=Eσ,Ω|D

[
sup
β∈F

1

n

n∑
k=1

σk`(Aikβ
∗;Âikβ)

]
+Eσ,Ω′|D

[
sup
β∈F

1

n

n∑
k=1

σk`(Ai′k
β∗;Âi′k

β)

]

=2·Rn(`◦F),

where the second to last equality holds because σk is a symmetric random variable.

M.2.2 Lemma M.5

To prove Lemma M.5, we first prove a series of helper lemmas.

Lemma M.2. Let Property 3.1 hold. Then, for any β∈F ,

max
i∈[N ]

`(Ai,·β
∗,Âi,·β)≤C(Â).

Here, C(Â)=2
[
(B ·‖Â‖∞)2+(‖β∗‖1)2

]
.

Proof. Observe that for any i∈ [N ] and β∈F ,

`(Ai,·β
∗,Âi,·β)=(Âi,·β−Ai,·β

∗)2≤2(Âi,·β)2+2(Ai,·β
∗)2.
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Recall that every candidate vector β ∈F has the following propery: ‖β‖1≤B. Hence, it follows that

for any i∈ [N ],

|Âi,·β̂|≤‖β‖1·max
j∈[p]
|Âij| ≤B ·‖Â‖∞.

Further, By Property 3.1 and Holder’s inequality, we have for any i∈ [N ],

|Ai,·β
∗|≤‖Ai,·‖∞‖β

∗‖1≤‖β
∗‖1.

The desired result then follows from an immediate application of the above results.

Lemma M.3. Recall rank(Â)=k. Then,

Rn(F)≤
√
kB√
n
·‖Â‖∞.

Proof. Let Iβ ={i∈ [p] :βi 6=0} denote the index set for the nonzero elements of β∈F ; recall that |Iβ|≤k

by the definition of F . For any vector v∈Rp, we denote vIβ as the vector that retains only its values

in Iβ and takes the value 0 otherwise. Then,

Rn(F)=Eσ,Ω|D

[
sup
β∈F

(
1

n

n∑
i=1

σiÂi,·β

)]

=
1

n
Eσ,Ω|D

[
sup
β∈F

(∑
j∈Iβ

βj

( n∑
i=1

σiÂi,·

)
j

)]
(a)

≤ 1

n
Eσ,Ω|D

[
sup
β∈F
‖β‖2·

∥∥∥( n∑
i=1

σiÂi,·

)
Iβ

∥∥∥
2

]
(b)

≤ B
n

Eσ,Ω|D

[∥∥∥( n∑
i=1

σiÂi,·

)
Iβ

∥∥∥
2

]
(c)

≤ B
n

(
Eσ,Ω|D

[( n∑
i=1

σiÂi,·

)
Iβ

( n∑
k=1

σkÂk,·

)T
Iβ

])1/2

=
B

n

(
EΩ|D

[
n∑
i=1

∥∥∥(Âi,·)Iβ

∥∥∥2

2

])1/2

≤B
n

(
nkmax

i∈[n]

∥∥∥(Âi,·)Iβ

∥∥∥2

∞

)1/2
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=

√
kB√
n
·‖Â‖∞.

Note that (a) makes use of the Cauchy-Schwartz Inequality, (b) follows from the boundedness assumption

of the elements in F and noting the `2-norm of a vector is less than the `1-norm, and (c) applies Jensen’s

Inequality.

Lemma M.4. Lipschitz composition of Rademacher averages. ([32])

Suppose {φi},{ψi}, i = 1, ... , n, are two sets of functions on Θ such that for each i and θ, θ′ ∈ Θ,

|φi(θ)−φi(θ′)|≤|ψi(θ)−ψi(θ′)|. Then, for all functions c :Θ→R,

E

[
sup
θ∈Θ

{
c(θ)+

n∑
i=1

σiφi(θ)

}]
≤E

[
sup
θ∈Θ

{
c(θ)+

n∑
i=1

σiψi(θ)

}]
,

where σi are Rademacher random variables.

Proof. The proof can be found in [32].

Lemma M.5. Let Property 3.1 hold and recall rank(Â)=k. Then,

Rn(`◦F)≤C
√
kB2

√
n
·‖Â‖2

∞·‖β∗‖1,

where C>0 is an absolute constant.

Proof. Using Lemma M.2, we have for any β∈F ,

max
i∈[N ]
|`′(Ai,·β

∗,Âi,·β)|≤2

√
C(Â),

where `′(·,·) denotes the derivative of the loss function with respect to our estimate. Since our loss

function of interest has bounded first derivative, the Lipschitz constant of `(·,·) is bounded by 2C(Â)1/2;

hence, applying Lemma M.4 for Lipschitz functions and using Lemma M.3 yields the following inequality:

Rn(`◦F)≤2

√
C(Â)·Rn(F)≤C

√
kB2

√
n
·‖Â‖2

∞·‖β∗‖1,

for some absolute constant, C>0. This concludes the proof.
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M.2.3 Proof of Theorem 3.2

Now we are ready to complete the proof of Theorem 3.2.

Proof of Theorem 3.2. The testing error, for PCR with parameter k or, equivalently, Linear Regression

with covariate pre-processing via HSVT thresholded at the k-th singular value, is

MSE(Ŷ )=
1

N
ED|Ω

[
N∑
i=1

(
Ŷi−Ai,·β

∗
)2
]

=ED|Ω
[
E(β̂)

]
,

where the expectation is taken with respect to the randomness in the data.

And, for a given training set Ω, the training error is

MSEΩ(Ŷ )=
1

n
ED|Ω

[∑
i∈Ω

(
Ŷi−Ai,·β

∗
)2
]

=ED|Ω
[
ÊΩ(β̂)

]
.

Recall that we shall consider the training set Ω being chosen uniformly at random amongst subsets of

[N ] of size n. Given any Ω, observe that

E(β̂)≤ÊΩ(β̂)+sup
β∈F

(
E(β)−ÊΩ(β)

)
= ÊΩ(β̂)+φ(Ω),

where φ(Ω) is as defined by (63). Taking expectations of the above inequality, we obtain

ED,Ω[E(β̂)]≤ED,Ω[Ê(β̂)]+ED,Ω[φ(Ω)]

=EΩ

[
ED|Ω[Ê(β̂)]

]
+ED

[
EΩ|D[φ(Ω)]

]
. (64)

We now bound each term on the right-hand side of (64) separately. Beginning with the leftmost term,

observe that, by definition, we have

EΩ

[
ED|Ω[Ê(β̂)]

]
=EΩ

[
MSEΩ(Ŷ )

]
.

Moreover, applying Lemmas M.1 and M.5, we obtain

ED
[

EΩ|D[φ(Ω)]
]
≤2ED[Rn(`◦F)]
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≤CED

[√
kB2

√
n
·‖Â‖2

∞·‖β∗‖1

]

=CC ′′
k5/2

√
n

ED
[
‖β̂‖2·‖Â‖2

∞·
]
·‖β∗‖1

where we recall B :=C ′′ ·k ·‖β̂‖1. Combining the above results completes the proof.

N Proof of Propositions 3.1, 3.2 and N.1: Examples

N.1 Proof of Proposition 3.1: Embedded Random Gaussian Features

Recall that we let A=ÃR̃ where Ã∈RN×r is a random matrix whose entries are independent standard

normal random variables, i.e., Ãij∼N (0,1), and R̃∈Rr×p is another random matrix with independent

entries such that R̃ij =1/
√
r with probability 1/2 and R̃ij =−1/

√
r with probability 1/2 in Proposition

3.1. In this subsection, we show that sr(A)=Ω
(√

Np
r

)
and ‖A‖∞=O(

√
log(Np)) with high probability.

N.1.1 Helper Lemmas

Lemma N.1. Suppose that r≤
√
p

4
√

2logp
+1 and let R∈Rr×p be a random matrix with independent entries

such that Rij = 1√
p

with probability 1
2

and Rij =− 1√
p

with probability 1
2
. With probability at least 1− 1

p2
,

for all v∈Rr,

1

2
‖v‖2

2≤‖RTv‖2
2≤

3

2
‖v‖2

2.

Proof. For i∈ [r], let Ri denote the i-th row of R. Observe that ‖Ri‖2=1 for all i∈ [r]. Also, note that

for i 6=j∈ [r], 〈Ri,Rj〉= 1
p

∑p
k=1R̃ikR̃jk is a sum of p independent binary random variables; R̃ikR̃jk=1

with probability 1
2

and −1 with probability 1
2
. Therefore, E〈Ri,Rj〉=0. By Hoeffding’s inequality for

bounded random variables,

P(|〈Ri,Rj〉|>t)≤2exp

(
−pt

2

2

)
.
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Letting t= 2
√

2logp√
p

, we can conclude that for any pair of i 6= j∈ [r], |〈Ri,Rj〉|≤ 2
√

2logp√
p

with probability

at least 1− 2
p4

. There are
(
r
2

)
≤ r2

2
such pairs and r≤p. Thus, applying the union bound, we know that

|〈Ri,Rj〉|≤ 2
√

2logp√
p

for all pairs i 6=j with probability at least 1− 1
p2

.

Now we observe that

‖RTv‖2
2 =

〈
r∑
i=1

viRi,

r∑
i=1

viRi,

〉

=
r∑
i=1

v2
i ‖Ri‖2

2+
r∑
i=1

∑
j 6=i

vivj〈Ri,Rj〉

≤
r∑
i=1

v2
i ‖Ri‖2

2+
r∑
i=1

∑
j 6=i

|vivj||〈Ri,Rj〉|.

With probability at least 1− 1
p2

,

‖RTv‖2
2≤

r∑
i=1

v2
i ‖Ri‖2

2+
r∑
i=1

∑
j 6=i

|vivj|
2
√

2logp
√
p

(a)

≤
r∑
i=1

v2
i +(r−1)

r∑
i=1

v2
i

2
√

2logp
√
p

≤‖v‖2
2

(
1+

2(r−1)
√

2logp
√
p

)
where (a) follows from that ‖Ri‖2

2=1 for all i∈ [r] and the Cauchy-Schwarz inequality (2|vivj|≤v2
i +v2

j ).

By the same argument, ‖RTv‖2
2≥‖v‖2

2

(
1− 2(r−1)

√
2logp√
p

)
.

Lastly, we note that 2(r−1)
√

2logp√
p

≤ 1
2

if and only if r≤
√
p

4
√

2logp
+1 to complete the proof.

Remark N.1. Lemma N.1 implies that given r≤ 1+
√
p

4
√

2logp
, the right multiplication of R defines a

quasi-isometric embedding from Rr to Rp with high probability. More precisely, with probability at least

1− 1
p2

, the following inequalities are true:

1

2
‖v‖2

2≤‖RTv‖2
2≤

3

2
‖v‖2

2, ∀v∈Rr, and
1

2
‖w‖2

2≤‖Rw‖2
2≤

3

2
‖w‖2

2, ∀w∈rowspace(R).

The first inequality is just the conclusion of Lemma N.1; it implies that 1
2
≤λi(RRT )≤ 3

2
for all i∈ [r]

where λi(RRT ) denotes the i-th largest eigenvalue of RRT . Let vi be an eigenvector corresponding to

λi(RRT ); {v1,...,vr} forms an orthonormal basis of Rr.
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To see why the second inequality also holds, suppose that w=RTvw for some vw∈Rr (such a vw exists

because w∈RT ). Observe that ‖w‖2
2=wTw=vTwRRTvw and that ‖Rw‖2

2=wTRTRw=vTwRRTRRTvw.

We may write vw =
∑r

i=1civi for some ci ∈ R. It follows that ‖w‖2
2=
∑r

i=1c
2
iλi(RRT ) and ‖Rw‖2

2=∑r
i=1c

2
iλ

2
i (RRT ); therefore, 1

2
≤λr(RRT )≤ ‖Rw‖

2
2

‖w‖22
≤λ1(RRT )≤ 3

2
.

Remark N.2. By Remark N.1, with probability at least 1− 1
p2

,

sr(ÃR)= sup
W⊂Rp

dimW=r

inf
w∈W

‖ÃRw‖2

‖w‖2

= inf
w∈rowspaceR

‖ÃRw‖2

‖w‖2

≥
√

1

2
inf

w∈rowspaceR

‖ÃRw‖2

‖Rw‖2

=

√
1

2
inf
v∈Rr

‖Ãv‖2

‖v‖2

=

√
1

2
sr(Ã).

Lemma N.2 (Spectral properties of Ã). Let Ã ∈ RN×r be a random matrix whose entries are i.i.d.

standard Gaussian random variable. Then,

(1) with probability at least 1−2exp
(
−1

2

√
Nr
)

, rank(Ã)=r and

s1(Ã)

sr(Ã)
≤ 1+(r/N)1/4+(r/N)1/2

1−(r/N)1/4−(r/N)1/2
;

(2) with probability at least 1−exp
(
−Nr

8

)
,

‖Ã‖2
F>

Nr

2
.

Proof. Proof of Claim 1 By [44, Corollary 5.35], for any t≥0, we have

√
N−
√
r−t≤smin(Ã)≤smax(Ã)≤

√
N+
√
r+t,

with probability at least 1−2exp(−t2/2). Choosing t=(Nr)1/4 concludes the proof.

Proof of Claim 2 Observe that ‖Ã‖2
F=

∑
i,j Ã

2
ij. We can easily observe that E‖Ã‖2

F= Nr. By

Bernstein’s inequality, it follows that for every t≥0,

P{‖Ã‖2
F−E‖Ã‖2

F≤−t}≤exp

(
−1

2
min

{
t2

Nr
,t

})
.
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With t= Nr
2

, we have

P{‖Ã‖2
F≤

Nr

2
}≤exp

(
−Nr

8

)
.

Remark N.3. Lemma N.2 implies that with probability at least 1−2exp
(
−2
√
Nr
)
−exp

(
−Nr

8

)
,

sr(Ã)2≥

[
1+(r−1)

s1(Ã)2

sr(Ã)2

]−1

‖Ã‖2
F≥

[
1+(r−1)

(
1+(r/N)1/4+(r/N)1/2

1−(r/N)1/4−(r/N)1/2

)2
]−1

Nr

2
.

Lemma N.3 (Structural properties of A). Let A∈RN×p be a matrix generated as above. With probability

at least 1− 2
N2p

,

max
i,j
|Aij|≤4

√
log(Np).

Proof. By construction, Aij =
∑r

k=1ÃikR̃kj and Aij|R̃∼N (0,
∑r

k=1R̃
2
kj) conditioned on R̃ and note∑r

k=1 R̃
2
kj = 1 regardless of R̃. Therefore, for each fixed j ∈ [p], A·j|R̃ ∼ N (0, IN). Observe that

maxi|Aij|
∣∣∣R̃ is the maximum absolute value of N i.i.d. standard Gaussians and E

[
maxi|Aij|

∣∣∣R̃] ≤
2
√

logN . Since this holds regardless of R̃, by tower law we can remove the conditioning on R̃. In

addition, by the concentration of Lipschitz function (note that max:RN→R is 1-Lipschitz),

P
(
|max

i
|Aij|−E[max

i
|Aij|]|≥ t

)
≤2exp

(
− t

2

2

)
.

Letting t=2
√

log(Np), it follows for each j∈ [p] that P
(
|maxi|Aij|≥4

√
log(Np)

)
≤ 2

N2p2
. Taking union

bound over j∈ [p], we conclude that with probability at least 1− 2
N2p

,

max
i,j
|Aij|≤4

√
log(Np).
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N.1.2 Completing the Proof of Proposition 3.1

Proof of Proposition 3.1. Observe that A=ÃR̃=
√

p
r
ÃR. By Lemmas N.1, N.2 (along with Remarks

N.2 and N.3), we have

sr(A)=sr(ÃR̃)=

√
p

r
sr(ÃR)≥

√
Np

4r

[
∆+

1

r
(1−∆)

]−1/2

with probability at least 1−2exp
(
−2
√
Nr
)
−exp

(
−Nr

8

)
, where ∆ = 1+(r/N)1/4+(r/N)1/2

1−(r/N)1/4−(r/N)1/2
. Note that if

r�N , then |∆−1|=o(1). This inequality combined with Lemma N.3 completes the proof.

N.2 Proof of Proposition 3.2: Geometrically Decaying Singular Values

Proof of Proposition 3.2. Recall the (slightly simplified) bound of Corollary 3.2 is

MSEΩ(Ŷ )≤ C
′‖β∗‖2

1

ρ4

(
k

n
+

n∨p
(τk−τk+1)2

)
log5(np)+

3‖β∗‖2
1

n
‖Ak−A‖2

2,∞+
20

n
‖φ‖2

2, (65)

where C ′=C(1+σ2)(1+γ2)(1+K4
α) and C>0 is an absolute constant.

Let us evaluate each of the first four terms in the right hand side of (65) to reach the desired (7).

First term. Due to choice of k we immediately have follows that it is

C ′‖β∗‖2
1

ρ4
log5(np)

k

n
≤ C

′C ′(θ)‖β∗‖2
1

ρ4

C2log6(np)

n
.

Second term.

C ′‖β∗‖2
1

ρ4

n∨p
(τk−τk+1)2

log5(np)≤ C
′‖β∗‖2

1

ρ4

n∨p
(
√
Np(θk−1−θk))2

log5(np)

=
C ′‖β∗‖2

1

ρ4

n∨p
Np(θk−1(1−θ))2

log5(np)

≤ C
′‖β∗‖2

1

ρ4
C(θ)

1

n∧p
1

θ2k
log5(np)
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≤ C
′‖β∗‖2

1

ρ4
C(θ)

1

(n∧p)1/2
log5(np)

where we have used the fact that τi=τ1θ
i−1 for i≥1, τ1 =C1

√
Np, n=Θ(N) and C(θ)>0 is a term that

depends only on θ.

Third term. The goal is to bound ‖Ak−A‖2
2,∞. With notation E =A−Ak, this is equivalent to

bounding maxj∈[p]‖E·,j‖2
2. With A=

∑N
i=1τiµiν

T
i where µi∈RN , νi∈Rp for i∈ [N ], for any j∈ [p], we have

1

n
‖E·,j‖2 =

1

n

∥∥∥∥( N∑
i=k+1

τiµiν
T
i

)
ej

∥∥∥∥2

=
1

n

∥∥∥∥ N∑
i=k+1

τiµi(ν
T
i ej)

∥∥∥∥2

(a)
=

1

n

N∑
i=k+1

τ 2
i (νTi ej)

2

(b)

≤ 1

n

N∑
i=k+1

τ 2
1 θ

2(i−1)(νTi ej)
2

(c)

≤ C1Np

n

N∑
i=k+1

θ2(i−1)(νTi ej)
2

(d)

≤ C1Np

np

N∑
i=k+1

θ2(i−1)

(e)

≤Cθ2k
(f)

≤ C

(n∧p)1/2

Here, (a) follows from the orthonormality of the (left) singular vectors; (b) follows from τi=τ1θ
i−1; (c)

follows from τ1 =C1

√
Np; (d) ‘incoherence’ property of singular vector, i.e. νTi ej =O(1/

√
p) for all

i,j∈ [p]; (e) follows from property of geometric series for some absolute constant C>0; and (f) follows

from choice of k.

Concluding the proof. The final term is repeat of 20
n
‖φ‖2

2. Therefore, putting all of the above

together, the proof concludes.
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N.3 Geometrically Decaying Singular Values - Example from Signal Pro-

cessing

As an illustration, we construct a matrix, popular in signal processing, which satisfies the conditions on

the spectrum laid out in Proposition 7. We will construct an example based on the incoherence between

the canonical basis and the Discrete Fourier Transform (DFT) basis.

Suppose that A=UΣV T , where: (i) Σ is a diagonal matrix such that Σ11 =C
√
Np for some C>0

and the diagonal entries of Σ satisfy 0≤Σi+1,i+1/Σi,i≤θ for all i∈ [N∧p−1] and for some θ∈(0,1); (ii)

U ∈RN×N is a DFT matrix such that Uij =(1/
√
N)·exp(2πi(i−1)(j−1)/N) for all i,j∈ [N ], where i

denotes the imaginary unit; (iii)V ∈Rp×p is a DFT matrix such that Vij =(1/
√
p)·exp(2πi(i−1)(j−1)/p)

for all i,j∈ [p].

The entries of the resulting matrix A are complex numbers, but one could also construct A by taking

U and V as discrete cosine (or sine) transform matrices. Further, observe that U and V are orthogonal

matrices; hence, σi(A) =σi(Σ) for all i∈ [N∧p]. Finally, to show A fits within our setting, we argue

‖A‖∞≤C ′ for some constant C ′>0.

Proposition N.1. Let A be generated as above. Then, ‖A‖∞≤C/(1−θ). Here, C > 0 and θ∈ (0,1)

are the constants that appear in the description of Σ. Further, we have vTi ej =O(1/
√
p) for all i,j∈ [p].

Proof of Proposition N.1 can be found in Appendix N.3.

Proof of Proposition N.1. For (i,j)∈ [N ]×[p], we have Aij =
∑N∧p

k=1 ΣkkUikVjk. Thus,

|Aij|=

∣∣∣∣∣
N∧p∑
k=1

ΣkkUikVjk

∣∣∣∣∣≤
N∧p∑
k=1

Σkk|Uik||Vjk|

(a)

≤
N∧p∑
k=1

Σ11θ
k−1 1√

Np
=Σ11

1−θN∧p

1−θ
1√
Np

(b)

≤ C

1−θ
.
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Here, (a) follows from that |Uik|= 1√
N

, |Vjk|= 1√
p
, and Σkk≤Σ11θ

k−1; and (b) follows from the assumption

Σ11 =C
√
Np and that 1−θN∧p≤1.

O Proof of Propositions 3.3, 4.1

O.1 Proof of Proposition 3.3

This analysis is taken from [48] and is stated for completeness.

Step 1: Partitioning the space [0,1)K. Let E denote a partition of the cube [0,1)K into a finite number

(denoted by |E|) of cubes ∆. Let `∈N. We say PE,` : [0,1]K→R is a piecewise polynomial of degree ` if

PE,`(θ)=
∑
∆∈E

P∆,`(θ)1(θ∈∆), (66)

where P∆,`(θ) : [0,1]K→R denotes a polynomial of degree at most `.

It suffices to consider an equal partition of [0,1)K . More precisely, for any k∈N, we partition the the

set [0,1)into 1/k half-open intervals of lengths 1/k, i.e, [0,1)=∪ki=1[(i−1)/k,i/k). It follows that [0,1)K

can be partitioned into kK cubes of forms ⊗Kj=1[(ij−1)/k,ij/k) with ij∈ [k]. Let Ek be such a partition

with I1,I2,...,IkK denoting all such cubes and z1,z2,...,zkK ∈RK denoting the centers of those cubes.

Step 2: Taylor Expansion of g(·,ρj). For Step 2 of the proof, to reduce notational overload, we

suppress dependence of ρj on g, i.e.let g(·)=g(·,ρj).

For every Ii with 1≤ i≤kK , define PIi,`(θ) as the degree-` Taylor’s series expansion of g(θ) at point zi:

PIi,`(θ)=
∑
κ:|κ|≤`

1

κ!
(θ−zi)κ∇κg(zi),

where κ=(κ1,...,κK) is a multi-index with κ!=
∏d

i=1κi!, and ∇kg(zi) is the partial derivative defined in

(10). Note similar to g, PIi,`(θ) really refers to PIi,`(x,ρj) Now we define a degree-` piecewise polynomial
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as in (66), i.e.,

PEk,`(θ)=
kK∑
i=1

PIi,`(θ)1(θ∈Ii).

For the remainder of the proof, let `=bζc. Since g(·,ρj)∈H(ζ,L), it follows from the that

sup
θ∈[0,1)K

|g(θ)−PEk,`(θ)|

= sup
1≤i≤kK

sup
θ∈Ii
|g(θ)−PIi,`(θ)|

(a)
= sup

1≤i≤kK
sup
θ∈Ii

∣∣∣∣∣∣
∑

κ:|κ|≤`−1

∇κg(zi)

κ!
(θ−zi)κ+

∑
κ:|κ|=`

∇κg(z
′
i)

κ!
(θ−zi)κ−PIi,`(θ)

∣∣∣∣∣∣
= sup

1≤i≤kK
sup
θ∈Ii

∣∣∣∣∣∣
∑

κ:|κ|≤`−1

∇κg(zi)

κ!
(θ−zi)κ±

∑
κ:|κ|=`

∇κg(zi)

κ!
(θ−zi)κ+

∑
κ:|κ|=`

∇κg(z
′
i)

κ!
(θ−zi)κ−PIi,`(θ)

∣∣∣∣∣∣
= sup

1≤i≤kK
sup
θ∈Ii

∣∣∣∣∣∣
∑
κ:|κ|≤`

∇κg(zi)

κ!
(θ−zi)κ+

∑
κ:|κ|=`

∇κg(z
′
i)−∇κg(zi)

κ!
(θ−zi)κ−PIi,`(θ)

∣∣∣∣∣∣
= sup

1≤i≤kK
sup
θ∈Ii

∣∣∣∣∣∣
∑
κ:|κ|=`

∇κg(z
′
i)−∇κg(zi)

κ!
(θ−zi)κ

∣∣∣∣∣∣
(b)

≤ sup
1≤i≤kK

sup
θ∈Ii
‖θ−zi‖`∞sup

θ∈Ii

∑
κ:|κ|=`

1

κ!

∣∣∣∇κg(z
′

i)−∇κg(zi)
∣∣∣

(c)

≤L sup
1≤i≤kK

sup
θ∈Ii
‖θ−zi‖ζ∞=Lk−ζ .

where (a) follows from multivariate’s version of Taylor’s theorem (and using the Lagrange form for the

remainder) and z
′
i∈ [0,1)K is a vector that can be represented as z

′
i=(1−c)zi+cx for c∈(0,1); (b) follows

from Holder’s inequality; (c) follows from Definition 3.1.

Step 3: Construct Low-Rank Approximation of A′ Using PEk,`(·,ρj). Recall A′ij =g(θi,ρj), and

g(·,ρj)∈H(ζ,L). We now construct a low-rank approximation of it using PIi,`(·,ρj). Define A(lr)∈RN×p,

where A
(lr)
ij =PEk,`(θi,ρj).

By Step 2, we have that for all i∈ [N ],j∈ [p],∣∣∣A′ij−A(lr)
ij

∣∣∣≤Lk−ζ
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It remains to bound the rank of A(lr). Note that since PEk,`(θi,ρj) is a piecewise polynomial of degree

`=bζc, it has a decomposition of the form

A
(lr)
ij =PEk,`(θi,ρj)=

kK∑
i=1

〈Φ(θ),βIi,s〉1(θ∈Ii)

where the vector

Φ(θ)=
(

1,θ1,...,θK ,...,θ
`
1,...,θ

`
K

)T
,

i.e., is the vector of all monomials of degree less than or equal to `. The number of such monomials is

easily show to be equal to C(ζ,K) :=
∑bζc

i=0

(
i+K−1
K−1

)
.

Thus the rank of A(lr) is bounded by kKC(ζ,K). Setting k=1/δ completes the proof.

O.2 Proof of Proposition 4.1

Let A(lr) and β∗ be defined as in Property 4.1. Then,

|A′i0−
r∑

k=1

β∗k ·A′ik|= |A′i0±A
(lr)
i0 −

r∑
k=1

β∗k ·A′ik±
r∑

k=1

β∗k ·A
(lr)
ik |

≤|A′i0−A
(lr)
i0 |+|

r∑
k=1

β∗k ·A′ik−
r∑

k=1

β∗k ·A
(lr)
ik |+|A

(lr)
i0 −

r∑
k=1

β∗k ·A
(lr)
ik |

= |A′i0−A
(lr)
i0 |+|

r∑
k=1

β∗k ·A′ik−
r∑

k=1

β∗k ·A
(lr)
ik |

≤|A′i0−A
(lr)
i0 |+

r∑
k=1

|β∗k ·A′ik−β∗k ·A
(lr)
ik |

≤C(r+1)L·δζ

By Property 4.1, we have r≤C(ζ,K)
(1

δ

)K
, which completes the proof.
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O.3 Proof of Theorem 4.1

Proof. The bound in Theorem 4.1, given by (19), is a sum of the pre-intervention error term and the

additional penalty paid for the generalization error in the post-intervention period. The first term,

C ′C(ζ,K)L2‖β∗‖2
1

ρ4

(
1

(n∧p)1−K
2ζ

)
log5(np)

comes due to the pre-intervention error and the it follows immediately from Corollary 3.4. The second term,

C ′′′k5/2

√
n
‖β∗‖1

comes due to the generalization error of RSC/PCR for the post-intervention period. The proof of this

bound on the generalization error of RSC/PCR follows in an identical fashion to Theorem 3.2 – the only

change in the proof of Theorem 3.2 is that wherever an expectation over Ω was taken, we appropriately

substitute it by taking an expectation over Θ, the latent distribution from which θi is sampled.
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