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Semiconducting Devices and Nanomaterials: Insight from

Computational Chemistry

by

Alexandra Ross McIsaac

Submitted to the Department of Chemistry
on June 17, 2021, in partial fulfillment of the

requirements for the degree of
Doctor of Philosophy in Chemistry

Abstract

In the past two decades, new technologies such as organic light emitting diodes
(OLEDs) and quantum dots have emerged as promising candidates for applications
from displays to solid state lighting. Many phenomenological and empirical models
exist to explain the properties of these materials, and have succeeded in describing
some of their properties. However, both of these systems have high degrees of disor-
der; for OLEDs, this manifests due to the molecular makeup of the emitting layer, and
for quantum dots, due to their highly non-crystalline surface. Explaining properties
that arise due to this disorder requires models that go beyond the phenomenological,
in particular, it requires methods that can explicitly model the atoms and molecules
causing disorder. In this thesis, we investigate the properties of quantum dot sur-
faces using density functional theory, which is an atomistic, all-electron electronic
structure method. This allows us to identify specific features on the quantum dot
surface and tie these features to the optical properties of the quantum dot. We find
that undercoordinated surface atoms on the surface of CdSe can cause optical traps
even when there are no traps in the ground state band structure, show that surface
reorganization and annealing can significantly improve the optical properties of CdSe,
and also explore sources of traps in CdSe/CdS core/shell quantum dots. In addition,
we develop a model for OLED kinetics, which is able to incorporate the effects of
molecular disorder but is very computationally efficient. We show that this model
can extract molecular rate constants from a device-level measurement, and can help
identify sources of efficiency loss in OLED devices.

Thesis Supervisor: Troy Van Voorhis
Title: Department Head and Haslam and Dewey Professor of Chemistry
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Chapter 1

Introduction

This thesis focuses on using computational methods, specifically density functional

theory and kinetics modeling, to understand the properties of electrons and excitons

in semiconducting materials. In particular, we will discuss the electronic structure

of CdSe and CdSe/CdS quantum dots studied using both density functional theory

and time-dependent density functional theory, and we will develop a new model to

describe the kinetics of excitons and charge carriers in organic light emitting diodes.

In this chapter, we focus on the pre-requisite background material that underlies the

coming chapters. In section 1.3 of this chapter, we outline the remaining chapters.

1.1 Quantum dots

1.1.1 Physical structure of quantum dots

Quantum dots (QDs) are nanocrystals of semiconducting material that are typi-

cally 1–10 nm in size.1 Due to their tunable spectrum and high luminescence, QDs

have been successfully used in many applications and optoelectronic devices,2 such as

solar cells,3–6 photodetectors,7,8 light emitting diodes,9,10 displays,11 and biological

sensing and imaging.12,13 Many different semiconducting materials can be made into

quantum dots, some common types include CdSe, PbS, InP, InGaP, CdS, ZnSe, and

many more.14
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There are two major categories of quantum dot: core-only and core/shell. A core-

only quantum dot usually contains 2 major regions: the core, or the internal part of

the QD whose geometry typically resembles that of the bulk semiconducting material,

and the surface, which typically deviates significantly from the bulk structure.1,14 A

core/shell quantum dot typically contains 4 regions: the core, which is the same

as the core of a core-only dot; the interface, which is where the core and the shell

meet; the shell, which is made up of a different kind of semiconducting material

than the core and exists to shield the core from the surface/environment; and the

surface of the shell, which again deviates significantly from the bulk structure of the

shell.14,15 In addition to these regions, or perhaps better viewed as part of the surface,

both core-only and core/shell QDs will typically have organic ligands attached to the

surface both to solubilize the QDs and to passivate the surface. These ligands are

typicaly Lewis bases, and include primary amines, trioctylphosphine oxide (TOPO),

carboxylic acids such as oleic acid, and others.14 Each of these different components

of the quantum dot affects their electronic structure.

1.1.2 Core electronic structure

The electronic structure of quantum dots is intermediate between that of an

atom/molecule and that of a solid,14 and is illustrated in the left panel of Fig. 1.1.

Near the band edge (in solid state parlance) or frontier orbitals (in molecular quan-

tum chemistry parlance), there are discrete states as you would see in an atom or

molecule. Moving to lower energies in the valence band (or occupied orbitals) and

higher energies in the conduction band (or virtual orbitals), the orbitals begin to form

a continuum as would be seen in a solid. The terminology for QD orbitals is typically

taken from the parlance of solid state chemistry; the occupied orbitals are referred to

as the valence band (VB), the highest occupied molecular orbital (or highest occupied

orbital delocalized over the core) is referred to as the valence band maximum (VBM),

the virtual orbitals are referred to as the conduction band (CB), and the lowest un-

occupied molecular orbital (or lowest unoccupied orbital delocalized over the core) is

referred to as the conduction band minimum (CBM).
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Figure 1.1: Left: MO diagram illustrating the electronic structure of a core-only
QD. Green orbitals indicate the conduction band or electron states, and magenta
orbitals indicate the valence band or hole states. Right: Cartoon depiction of
the S and P states in a CdSe QD.

The discrete states at the edge of the valence and conduction bands arise because

the size of a quantum dot is smaller than the Bohr exciton radius for the material,

leading to a confinement effect and giving rise to quantum dots’ interesting optical

properties.1,14,16,17 These states are generally described using effective mass models

or k dot p theory; both of these Hamiltonians resemble the Hamiltonian for the

hydrogen atom or a particle in a spherical well, and thus give rise to wavefunctions

featuring the spherical harmonics.1 This description leads to “S” and “P” states for

the quantum dot, which qualitatively resemble S and P atomic orbitals, as shown in

the right panel of Fig. 1.1. This also gives rise to a band gap that is decreases as

the QD size increases, similar to a particle in a spherical well model. As a result, the

emission energy of the QD is size-dependent, with larger QDs emitting lower energy

light and smaller QDs emitting higher energy light, so the band gap and emission

properties can be tuned based on the size of the QD.
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Figure 1.2: Diagram showing the band alignment of different types of core/shell
quantum dots. Dark green represents the conduction band of the shell, light
green represents the conduction band of the core, maroon represents the valence
band of the shell, and magenta represents the valence band of the core. The
arrow indicates the relative energy of the electron state, while the hole state’s
energy will be reversed. For simplicity, we do not show the discrete S and P
states as separate from the bands.

1.1.3 Core/shell electronic structure

The electronic structure of core/shell QDs is also typically understood in the con-

text of the effective mass approximation described in section 1.1.2, with S and P

atomic-like envelope functions for the electron and hole.18–20 However, the electronic

structure now depends on the identity of both the core and shell material; in par-

ticular, the relative energy of the VBM and CBM of the core and shell. There are

4 types of core/shell QDs, based on the relative energy of the VBM and CBM, de-

scribed below and summarized in Fig. 1.2. First, it is important to note that in the

parlance of excitonics, while an electron has lower energy in a lower energy orbital,

a hole counterintuitively has lower energy in a higher energy orbital.15 Thus, if one

material (say the core) has a higher energy VBM than the other material (say the

shell), that means the hole will have lower energy in the core material than in the

shell material.

A type I core/shell QD means that the hole and electron are confined to the core

of the QD. This happens when the hole and electron energies are both lower in the

18



core than the shell (core VBM energy > shell VBM energy and core CBM energy

< shell CBM energy).15,21 In a type I core/shell QD, the electronic structure of the

material is primarily controlled by the properties of the core, and the shell simply

acts as a way to passivate the surface of the core.15

In a reverse-type I core/shell QD, both the hole and electron are located in the

shell of the QD. This happens when the hole and electron energy are both lower in the

shell than in the core (core VBM energy < shell VBM energy and core CBM energy

> shell VBM energy).15 In this case, the optical properties are primarily controlled

by the shell material.

In a type II core/shell QD, the electron and hole are spatially separated in the QD.

One way this can arise is if the hole energy is lower in the core and the electron energy

is lower in the shell (core VBM energy > shell VBM energy and core CBM energy >

shell CBM energy), leading to the hole state being located in the core and the electron

state being located in the shell.15 The opposite scenario is also possible, leading to

the electron being located in the core and the hole in the shell.15 In either case, there

is a strong separation of carriers with very little overlap between the electron and the

hole.

In a quasi-type II core/shell QD, one carrier is delocalized over the core and shell

while the other is confined to one area of the QD. One situation where this could

arise is if the hole energy is lower in the core than the shell (core VBM energy >

shell VBM energy) and the electron energy is quasi-degenerate in the core and the

shell (core CBM energy ≈ shell CBM energy), so the hole is confined to the core

but the electron is delocalized over core and shell. Alternatively, the reverse scenario

can occur, leading to the hole being delocalized over the core and shell with the

electron confined to the core.15,21 Other alignment schemes can also exist, but for any

of these scenarios, the QD will exhibit a red shift of the band gap with increasing

shell thickness, and a decrease in carrier overlap with increasing shell thickness.15
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1.1.4 Surface traps

Because quantum dots are so small, a large percentage of the atoms in the QD

are on the surface. This is more pronounced for smaller QDs, as the surface to bulk

ratio increases as the size of the dot decreases.22 In the core of the QD, meaning

away from the surface, the geometry is expected to resemble that of the bulk crystal

structure of the solid material. However, on the surface, the crystal structure is

interrupted, leading to features such as dangling bonds, vacancies, charging, and

adsorbed atoms.14 These features can lead to trap states on the surface of the QD.

Surface trap states can be desirable in some cases; they have been shown to facilitate

catalysis23 and energy transfer to nearby ligands.24,25 However, they are typically

regarded as a nuisance, as they compete with radiative recombination of the exciton,

leading to reduced photoluminescence quantum yield (PLQY)14 and blinking.1,26,27

Numerous strategies exist to reduce the presence of surface traps on QDs, which is

desirable for the vast majority of QD applications. One common strategy is improving

the surface passivation by changing the ligands or adding an inorganic shell, to bind to

surface atoms.14 Surface electron traps are often caused by dangling bond orbitals on

cationic species of the QD surface (e.g. Cd in CdSe) and hole traps are often caused by

dangling bond orbitals on anionic species (e.g. Se in CdSe).28–32 Surface atoms bond

with ligands or shell materials to fill danging bond orbitals, removing traps associated

these orbitals.28–32 Typical organic ligands used in experiments are relatively bulky,

so achieving full surface coverage is impossible; ligands lead to a reduction in the

number of surface states but not their elimination.14 In addition, surface ligands are

usually electron donors that only bind to the cationic species of the QD; this leads to

the elimination of electron traps, but hole traps remain a problem.33,34

On the other hand, an inorganic shell material is theoretically able to fully pas-

sivate both the cationic and anionic surface species. This could involve coating the

surface with a CdX2 (X=Br, Cl, F) “ligand,” 35 which for CdSe would create a core-

only QD with a Cd-rich, fully passivated surface. Alternatively, coating the core with

a shell of another material (such as CdSe coated with CdS or ZnS), would create
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a core/shell QD.15 Passivation with an inorganic shell leads to strongly improved

optical properties, including high PLQY, reduced blinking, and shorter exciton life-

times.14,36,37 For a core/shell QD, in principle, there can still be surface defects on the

surface of the shell; however, in most systems the exciton is intentionally confined to

the core, leading to decoupling of the bulk exciton from surface defects.14,38 On the

other hand, introducing an inorganic shell can create defects at the interface between

the core and shell, due to problems during shell growth or poor alignment of the

crystal structures between the core and the shell.21 These defects have been shown

to cause behavior similar to surface traps.21

Another common strategy to remove surface traps is annealing. This refers to

heating the QD in order to promote the surface atoms to rearrange, eliminating

adsorbed atoms, dangling bonds, or other defects.14 It has been shown for both

core/shell CdSe/CdS36 and core-only CdSe39 to strongly improve the optical prop-

erties, including narrower full width half max, reduced to eliminated blinking, and

higher PL intensity.

1.1.5 Electronic structure methods for quantum dots

Due to their large size, simulating QDs with electronic structure theory can be

quite challenging. In particular, one must balance accuracy of the method with

simulating a realistically sized QD. In order to simulate large, experimentally-sized

QDs, relatively simple methods must be used, such as effective mass theory or k dot

p theory.1,17 Typically these methods will ignore any atomistic details of the QDs,

taking into account only the lattice crystal structure of the bulk, material-specific

parameters such as the effective mass, and the size of the QD. They are also empirical,

as the parameters that cannot be obtained from the bulk solid are fit to experimental

data.17,40 However, they do describe the rough features of QD optical spectra well,1,16

and can be used to study very large QDs.

One step more sophisticated would be methods such as semiempirical pseudopo-

tentials41 or tight binding,42 which balance fast computation time with taking into

account some atomic-level features of the QDs. With both methods, the user can

21



specify the atomic positions of the QD explicitly, allowing for some atomistic detail.

For tight binding, each atom is described using only its valence orbitals, typically an

s orbital, 3 p orbitals, and a virtual s* orbital, and sometimes others to simulate sur-

face defects.29 Each atom and its orbitals can only interact with its nearest neighbors

or sometimes second nearest neighbors, with all other atomic interactions neglected.1

With semiempirical pseudopotentials, the electrons associated with each atom are de-

scribed using a pseudopotential that is parameterized according to both experimental

results and density functional theory (DFT) within the local density approximation

(LDA).41 Then the properties of the QD are obtained by solving the single-particle

Schrödinger equation for the system. The major benefit of both methods is that they

take into account individual atoms explicitly, allowing for consideration of the surface

of the QD or deviation from the bulk crystal structure. These models generally give

relatively accurate results for describing QD optical properties, with more detail than

the effective mass methods, but are still very simplistic.1

The most sophisticated electronic structure method that can be realistically used

to simulate QDs is density functional theory (DFT), which allows for the simula-

tion of reasonably sized (1–3 nm diameter) quantum dots at reasonable accuracy.22,43

The accuracy (and cost) of DFT can be tuned by selecting a density functional,

anywhere from the simplest local density approximation (LDA)44,45 to a high-cost

range-separated functional (such as 𝜔-PBE)46 have been used. One significant prob-

lem with DFT is large errors in calculating band gap due to delocalization error, so

typically a DFT functional will be chosen based on its comparison to the experimental

band gap. In particular, it has been shown that a hybrid functional (such as PBE0 or

B3LYP) is needed to reproduce the band gap of QDs with reasonable accuracy; LDA

and GGA functionals significantly underestimate the band gap and range-separated

hybrids significantly overestimate the band gap.46 Typically the core electrons of the

transition metal atoms will be treated with an effective core potential (ECP) in order

to lower the computational cost as well as account for relativistic effects, however, all

other electrons are treated explicitly.43 In addition, realistic ligands can be added to

these calculations and modeled with explicit electrons, allowing for the exploration of
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many different types of properties that cannot be explored with other methods such

as ligand binding energies,28 ligand binding motifs,47 or the effects of different ligands

on the QD.32

Many DFT studies of quantum dots will focus on ground state properties, such as

the orbital density of states (DOS)/band structure. The ground state DOS can give

information about the band gap of the QD as well as the presence of any transport

traps for electrons or holes, but can only approximate the optical properties. To re-

ally probe the optical properties of QDs with DFT, an excited state method like time

dependent DFT (TDDFT) must be used.43 TDDFT allows for linear combinations of

excitations, and thus goes beyond the ground state orbital picture of approximating

the first excitation using the HOMO and LUMO.48 This is especially important for

DFT, because the DFT Kohn-Sham orbitals are not physical, and are simply a con-

struction to simplify the calculation of the kinetic energy. However, TDDFT is quite

expensive, which often limits its use to relatively small QDs.

1.1.6 Electronic structure of core-only CdSe quantum dots

Chapters 2 and 3 focus on core-only CdSe QDs. CdSe QDs can exist in either

wurtzite or zinc blende structures, although this thesis will focus on wurtzite CdSe.

CdSe has a bulk band gap of 1.8 eV, but CdSe QDs can emit anywhere between

1.8 eV to 3 eV depending on their size.17 The optical spectrum of CdSe quantum

dots are generally well described using effective mass theory, however more sophisti-

cated theoretical methods are needed to explain surface effects in these systems.1,22

There have been a number of experimental works investigating surface states in CdSe,

suggesting that hole traps associated with Se atoms or Se-rich QDs are prevalent ex-

perimentally.33,49–53 Many theoretical studies using tight binding,29,54 semiempirical

pseudopotentials,30,31,55 and density functional theory32,35,44,45,47,56–60 have been con-

ducted. A number of these studies investigate the role of dangling bonds in creating

surface traps in the ground state DOS, finding that undercoordinated Cd atoms can

create electron traps (trap orbitals that are unoccupied), and undercoordinated Se

atoms can cause hole traps (trap orbitals that are occupied).29–31,35,44,45 DFT studies
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using the local density approximation have also confirmed that annealing, or “self-

healing” as it is termed in the theoretical literature, will lead to significant surface

reorganization on the QD that will saturate dangling bonds and eliminate trap states

from the DOS even for QDs without ligands.44,45 In addition, DFT studies have suc-

cessfully reproduced the experimental results that for core-only CdSe, primary amines

are the best organic ligand,28,61 and Cd-rich dots or CdX2 ligands are the best sur-

face passivation.35,37,50 There have been a few studies using TDDFT to investigate

the excited states of CdSe,32,57,62,63 however the vast majority of DFT studies focus

on the ground state. The exploration of excited state properties of core-only CdSe

QDs is largely an open question within the electronic structure literature.

1.1.7 Electronic structure of core/shell CdSe/CdS quantum

dots

Chapter 4 focuses on core/shell CdSe/CdS QDs. CdSe/CdS core/shell quan-

tum dots are tunable between type I and quasi-type II QDs.15,64,65 For quasi-type II

CdSe/CdS QDs, the hole is confined to the core and the electron is delocalized over

both the core and the shell.15 Both types of CdSe/CdS show increased PLQY and

decreased blinking compared to core-only CdSe,36,64,65 which is attributed to the fact

that the shell passivates the core Se atoms and separates the hole wavefunction from

any traps on the surface of the shell, and the surface Cd atoms are passivated by the

shell (type I) or organic ligands (quasi-type II), removing any electron traps.

CdSe and CdS both have wurtzite crystal structures and only a very small (4%)

mismatch in lattice constant, leading to few to no traps at the interface between the

core and the shell.20 However, despite improved PLQY and blinking behavior, some

CdSe/CdS QDs still show some blinking and other properties indicative of trapped

hole states.20,66–68 Structures with a very thick shell have been used to eliminate this

behavior,38 leading to the hypothesis that these traps arise from the hole tunneling

into the shell and getting trapped in surface defects,20 despite the structure being

formally type I or quasi-type II with the hole confined to the core. The probability
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of a hole tunneling through the potential barrier between the core and the shell will

decrease with increasing shell thickness, explaining the observed behavior.

The vast majority of theoretical work on CdSe/CdS core/shell structures has

been conducted with tight binding methods,18–20 although a few studies have been

published using LDA.69–71 This is because of the large size of core/shell QDs; modeling

a reasonably sized core-only QD is already expensive, and the number of atoms in the

QD grows quickly with increasing radius, making even a small core/shell QD hundreds

of atoms before accounting for ligands. Most of these studies focus on the nature of the

band edge orbitals for CdSe/CdS with no ligands or with pseudohydrogens passivating

the surface, determining type I vs quasi-type II alignment and size dependence of the

band gap. Little if any work has explored more sophisticated DFT methodologies or

realistic surface passivation for CdSe/CdS, despite the importance of using a hybrid

functional for the correct description of core-only CdSe.

1.2 OLEDs

1.2.1 Background

Organic light-emitting diodes (OLEDs) are light-emitting devices whose emission

source is made up of organic molecules. A typical OLED is shown in Fig. 1.3, and

consists of an anode, a cathode, an emitting layer, and often other layers such as hole-

or electron-transport layers to improve the efficiency of the device.72 They have been

widely adopted for display purposes, and are promising candidates for applications

in organic lasing73–79 and solid-state lighting.80–86

1.2.2 Efficiency roll-off

OLEDs designed for displays do not need to be very bright, and have been en-

gineered to operate at relatively low current density. However, newer applications

like lasing or lighting require significantly higher brightness than displays, creating

demand for OLEDs that operate at significantly higher current density than is needed
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Figure 1.3: Cartoon illustrating the makeup of an OLED device. The left part of
the figure shows the different components of an OLED, consisting of an anode, a
hole transporting layer (HTL), an emitting layer (EML), an electron transport
layer (ETL), and a cathode. The right part of the figure zooms in on the emitting
layer, which is a host/guest system made up of organic molecules. The guest
molecules are typically responsible for emission.

for displays. At high brightness and current density, OLED performance is signifi-

cantly limited due to efficiency “roll-off” or “droop,” a phenomenon where the external

quantum efficiency decreases with increasing current density.72 The mechanism for

efficiency roll-off is unclear. The two most likely mechanisms are exciton-exciton

annihilation and exciton-charge annihilation, and the relative importance of these

mechanisms is highly controversial.72 In order to engineer improved OLED devices

for lighting and lasing applications, the mechanism of efficiency roll-off must be iden-

tified, in order to facilitate rational design of new devices.

Much work has been done to identify the mechanism of OLED roll-off. Experimen-

tal studies deduce the mechanism by fitting phenomenological kinetic models to time-

resolved photoluminescent data. A number of these studies have been conducted for

different devices, coming to contradictory conclusions about the mechanism.87–92 The-

oretical studies typically employ kinetic Monte Carlo (KMC) to model this problem,

as it allows for molecular-scale simulations of OLED devices.93–95 However, despite

many KMC studies on OLED roll-off, no clear answer has emerged, as these studies
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also come to contradictory conclusions about the most important mechanism.96–99

These findings, both experimental and theoretical, that different mechanisms seem

to dominate in different devices suggests that the relative role of exciton-exciton and

exciton-charge annihilation may be device dependent, with no universal mechanism

that describes all devices.

If different mechanisms dominate in different devices, researchers will have to iden-

tify the roll-off mechanism in a given device before attempting any rational design

to improve the device. Experimental determination is difficult as the methods for

determining the roll-off mechanism involve complicated experiments, and theoretical

approaches have the advantage of allowing the decoupling of the various mechanisms

suspected to govern OLED performance. However, KMC models can be quite com-

putationally expensive, and given the multitude of possible variations of OLED and

potential modifications to each device, it is infeasible to develop and run a KMC

model for every device. A microscopic model that is fast enough to study the large

number of different OLEDs and ways they can be modified would be a powerful tool

for enabling rational design of high-brightness OLED devices.

1.2.3 The mean field steady-state method

Previous work from the Van Voorhis group100 developed a mean-field approxima-

tion to KMC, called the mean field steady-state (MFSS) approximation, which has

been shown to give similar accuracy to kinetic Monte Carlo for disordered systems

at a fraction of the computational cost. The MFSS method employs a lattice model,

similar to KMC, but instead of solving for the population at each site using explicit

interactions with the entire lattice, the mean field approximation is employed, so

each site’s population is calculated considering only the interaction with the average

population of the lattice. However, unlike traditional mean field approaches, this

procedure is done self-consistently, as described below and illustrated in Fig. 1.4.

For a given species, say 𝑥, we start with an initial guess for the average population

of 𝑥 on the lattice (�̄�). We then solve for the population of 𝑥 at each lattice site (𝑥𝑖

for site 𝑖) using a mean field description of its nearest neighbors, as shown in the
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central panel of Fig. 1.4. Then, we average the resulting populations (shown in the

right panel of Fig. 1.4), and compare this average to the initial guess for �̄�. If the

averages agree, we stop the procedure and proceed with the calculated populations. If

not, we replace the initial guess average with the new average, and repeat the process,

solving for the population on each lattice site. This self-consistent procedure has been

shown to be essential in obtaining a good description of disorder in the system, as it

allows us to treat each lattice site as a separate site with a different population and

energy.100 This model could be extremely useful for modeling OLED kinetics, given

its high accuracy and low computational cost.

high k

low k

Figure 1.4: Illustration of the self-consistent field procedure. We start with a
lattice model (left) where each site has a different rate constant (𝑘), with an
initial guess for the average population over the lattice, �̄�. We then calculate
the population of x at each site (𝑥𝑖), using the guess of �̄� (center). Using the
populations we calculate at each site, we compute the new average, �̄� (right).
This process is repeated until �̄� does not change.

1.3 Structure of this thesis

Chapter 1 of this thesis was the overall introduction. Chapters 2–4 of this thesis

will be devoted to studying the electronic structure of CdSe and CdSe/CdS quantum

dots, in both the ground and excited states. Then, in chapter 5, we pivot to studying

exciton kinetics in OLEDs.
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In chapter 2 we focus on the excited state properties of core-only CdSe quantum

dots, investigating the absorption spectrum of several different sizes of CdSe with

several different surface passivation schemes. We find that CdSe core-only quantum

dots are inherently defective, meaning QDs that would be considered trap-free by

conventional definitions (fully passivated with ligands, relaxed surface geometry, clean

band gap, and no vacancies, adsorbed atoms, or doping) are still plagued by surface

hole traps associated with undercoordinated Se atoms. This is true across several

passivation schemes, and the number of hole traps increases with increasing QD size.

In chapter 3, we investigate the effects of annealing, or self-healing, on the excited

state spectrum of CdSe core-only QDs. We find that the ligands used have a strong

effect on surface reorganization, and that surface reorganization leads to reduction in

the number of undercoordinated atoms, reduction in the number of surface trap states,

increased delocalization of the core (S- and P-like) states, and increased brightness of

the core states in the QD. However, we also find that extensive surface reorganization

can lead to new geometric features on the surface, such as clashing Cd-Cd pairs, that

create new surface trap states that had not been identified before.

In chapter 4, we study the ground state electronic structure of CdSe/CdS core/shell

QDs, paying particular attention to the location of the valence band maximum and

conduction band minimum, and the presence of surface trap states. We find that,

similar to core-only CdSe, CdSe/CdS QDs are plagued by intrinsic hole traps even

after relaxing the surface and passivating all Cd atoms. We also find that the va-

lence band is delocalized over the core and shell of the QD, despite the effective mass

approximation and experimental predictions that the VBM should be located in the

core. However, we find that both the VBM and CBM are located on half the QD,

rather than fully delocalized over the entire core and shell.

In chapter 5, we develop a computationally inexpensive model to describe exciton

and charge carrier kinetics in OLED devices. This model agrees very well with exper-

iment, and is able to extract microscopic details such as rates of different processes

from a routine device-level experimental measurements. Using this model, we are

able to identify the mechanism of roll-off in two different OLED devices, and it has
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the potential to be used in many more.
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Chapter 2

TDDFT calculations reveal that

core-only CdSe quantum dots are

inherently defective

The basis for this chapter is published as:

Tamar Goldzak*, Alexandra R. McIsaac*, and Troy Van Voorhis. Colloidal CdSe

nanocrystals are inherently defective. Nature Communications, 12(1):890, February

2021. *These authors contributed equally to the work.

2.1 Introduction

Colloidal semiconductor nanocrystals (NCs), or quantum dots (QDs), are solution-

processed materials that typically consist of hundreds of semiconductor core atoms

surrounded by a ligand shell that both passivates the surface and imparts solubility.

Semiconductor NCs exhibit discrete optical spectra that are qualitatively different

from the bulk due to quantum confinement.102–104 The NCs’ spectrum and optical

properties can be tuned by changing the NC size, shape, and composition.105–107 Due

to their tunable spectrum and high luminescence, colloidal NCs have been success-

fully used in many applications and optoelectronic devices,2 such as solar cells,3–6

photodetectors,7,8 light emitting diodes,9,10 displays,11 and biological sensing and
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imaging.12,13

The low-energy absorption spectra of NCs are typically dominated by a bright

peak or peaks16,104 and the way in which these peaks shift with NC size, as well

as the spacing between them, can be qualitatively explained by simple particle-in-a-

sphere (PiS), or effective mass, models.17 For this reason, NCs are sometimes referred

to as artificial atoms,103 despite the fact that, aside from their absorption spectra,

NC photophysics is very different from atomic photophysics: the photoluminescence

(PL) spectra of NCs often displays a significant Stokes shift;108 the PL quantum yield

(QY) is significantly less than unity;14 and under constant illumination, single NC

PL displays an on-off intermittency known as blinking.1,26,109,110

In each of these situations, the unusual photophysics of NCs is intimately tied

to the existence of surface defect states that compete with the bulk-like PiS states.

For example, blinking is thought to be tied to surface charge defects,26,111 while

PL QY can be improved by using ligands that better passivate the surface.112 The

chemical nature of these defects has been the source of much study and speculation:

incomplete ligand passivation,28 off-stoichiometry NCs,113 charging,26,111 vacancy for-

mation,114,115 and dopants116 have all been implicated as potential sources of surface

defect states. The common assumption is that defects arise from imperfections in the

synthesis—if one could only create dopant-free NCs with perfect passivation, these

surface states could be removed. Indeed, this picture is supported by the fact that

core-shell NCs have dramatically improved PL QY and significantly reduced blink-

ing.14,36

It has been shown computationally that unpassivated surface Cd atoms create

electron traps and unpassivated surface Se atoms create hole traps in the ground

state band structure.30,31,35,44,45,117 These traps will affect electron transport, although

often the surface of a NC will rearrange or undergo self-healing to eliminate mid-gap

traps, resulting in a clean band gap.28,44 Despite many experimental and theoretical

works suggesting that surface traps strongly affect the optical properties of NCs, these

effects have been largely unexplored from an ab initio computational point of view.

A few studies have used ab initio tools to simulate optical absorption spectra of CdSe
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quantum dots32,57,62 but the connection of the computed spectra to surface states or

the processes described above has yet to be addressed.

In this chapter, we present computational evidence that CdSe NCs are inherently

defective. That is, we present data suggesting that CdSe nanoparticles possess dark

surface excitations that cannot be eliminated by any commonly used ligand for sur-

face passivation and are not associated with any compositional defect. Using time

dependent density functional theory (TD-DFT),48 we simulate several stoichiometric,

uncharged, fully passivated, fully relaxed NCs of various sizes and find that despite

clean band structures with no mid-gap states, in all cases, most of the low lying excited

states are surface associated and optically dark. By examining the size dependence

of our results, we conclude that these states become more prevalent as the size of the

NC increases. Careful examination of the NC geometry reveals that, despite signifi-

cant surface rearrangement, there remain several undercoordinated surface Se atoms.

Examination of the electron and hole spatial distributions reveals that the majority

of the dark states have holes that are strongly localized on these undercoordinated

surface Se atoms. This observation explains why these defects are essentially unavoid-

able in most core-only CdSe NCs—no commonly used NC ligand coordinates with

the chalcogenide. Indeed, simulating three different passivation schemes, we find that

these defect states are present in every case. Our results have significant implications

for the understanding of semiconductor NC photophysics and could have a significant

impact on the design of NC-based photcatalytic and photon upconversion systems.

2.2 Results

We created stoichiometric, defect-free CdSe NCs of various sizes following a proto-

col used previously for PbS118 and CdSe NCs.119 Briefly, we use the Wulff construction

procedure to create a quantum dot of a given diameter cut from the bulk Wurtzite

CdSe structure. We remove any singly-coordinated atoms from the structure, and

check to make sure it is roughly spherical and is stoichiometric. We then passivate

all of the the surface Cd’s with ligands, and fully relax the structure using density
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functional theory (DFT). Careful analysis of the resulting atomic structures and band

structures (see appendix A) confirms that this process results in NCs that do not have

obvious defects such as charging or detached ligands, and have a clean band gap with

no mid-gap trap states for electrons or holes.

For a diameter of 2 nm, this procedure results in a Cd91Se91 NC, whose TD-

PBE0120 excitation energies with their corresponding oscillator strengths and absorp-

tion spectrum are shown in Figure 2.1 (black sticks and solid red line, respectively).

More information on calculating the absorption spectrum is presented in the Methods

section. The absorption peak around ∼ 2.95 eV is in good agreement the experimental

peak for NCs of comparable size,16 once one accounts for the fact that PBE0 slightly

overestimates the bandgap of CdSe.121 To the red of the bright peak, there is a weakly

absorptive tail that is typically not observed in experiment. However, due to the fact

that these states are quite dim and broad, it would be difficult to differentiate these

from background noise in any realistic situation. Thus, it seems likely that, in addi-

tion to the bright state, the simulations are revealing a set of states that would simply

be overlooked in the experimental absorption spectrum. In addition to the absorption

spectrum, which only reveals optically active states, Figure 2.1 displays the density of

transitions—that is, the density of excited states at a given energy—as a broadened

curve (blue line). Clearly there are many dark states both at low energies—below

the lowest bright state—as well as at energies comparable to and even above the first

bright state. Absorption spectra of this type have been computed before for Cd33Se33

NCs and dark states below the bright state were also observed,32,57 but the nature of

these non-bright states has been largely unexplored.

In order to characterize these states, we have examined the attach and detach

densities122 for the transitions in Figure 2.1. Roughly speaking, the detach density

is the density of the excited hole and the attach density is the density of the excited

electron. These excited state densities can be broken down into charge contributions

from different atoms, in a similar manner to Löwdin charge analysis for the ground

state.123 We can then use the inverse participation ratio (IPR) to estimate the number

of atoms that contribute significantly to the electron or hole density:
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Figure 2.1: Spectrum and IPR for the 2 nm, methylamine-passivated Cd91Se91.
Top: Absorption spectrum in arbitrary units (red) and density of transitions
(blue). Black sticks show individual excited states, whose oscillator strengths
have been broadened to create the absorption spectrum. Note the high den-
sity of states with little or no oscillator strength (i.e. dark states). Bottom:
Inverse participation ratio (IPR) for electrons (green) and holes (magenta) for
each excitation. A larger IPR corresponds to a more delocalized wavefunction.
Clearly the dark, low energy states are associated with localized states, while
the bright states are significantly delocalized. Inset: Enlarged plot of the IPR
for the higher-energy part of the excitation spectrum, i.e. 𝐸ex > 2.9 eV.
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Figure 2.2: Representative attach and detach densities for Cd91Se91. At-
tach(top, green) and detach(bottom, magenta) densities for four representa-
tive excited states of the 2 nm diameter methylamine-passivated Cd91Se91 NC,
showing the locations of the electron and hole, respectively. From left to right,
these are the 3rd,7th, 147th and 175th excited states of the NC, which correspond to
surface-to-surface, surface-to-bulk, bulk-to-bulk and surface-to-bulk. The bright
states are delocalized in a similar way to the 147th excitation in the way that
would be expected from the particle-in-a-sphere model. The colors of the atoms
in the NC are: Cd—cyan, Se—orange, C—black, N—blue, H—white.
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IPRe ≡ 1

𝑁
∑︀

𝐴(𝑞e𝐴)2
IPRh ≡ 1

𝑁
∑︀

𝐴(𝑞h𝐴)2
(2.1)

where 𝑞e𝐴 is the charge from the electron (attach) density associated with atom 𝐴,

𝑞h𝐴 is the charge from the hole (detach) density associated with atom 𝐴, and 𝑁 is

the total number of semiconductor atoms (e.g. 182 for the 2 nm NC). If the electron

or hole is delocalized equally over all atoms then the IPR will be equal to 1, since

𝑞𝐴 = 1
𝑁

for all atoms. Meanwhile, if the electron or hole is localized on a single atom,

IPR = 1
𝑁

. Thus, the IPR gives a single number that allows us to distinguish surface

(localized, low IPR) from bulk (delocalized, high IPR) states,35 as well as recognizing

when something is between these two limits.

The electron and hole IPRs for the 2 nm NC are shown in the bottom panel

of Figure 2.1 (green and magenta, respectively). We directly visualize the electron

and hole densities for a number of representative states in Figure 2.2. Qualitatively,

these hole-to-electron excitations can be divided into three types of states: surface-to-

surface (Figure 2.2a), surface-to-bulk (Figure 2.2b,d), and bulk-to-bulk (Figure 2.2c),

such that a surface or bulk state corresponds to a density localized on the surface

of the NC or delocalized over the whole NC, respectively. Across the entire energy

range of the spectrum, the majority of the states we observe for this 2 nm NC are

surface-to-bulk states. Quantitatively, the IPR clearly shows that the hole density

is localized for almost all excitations below ∼2.95 eV, and Figure 2.2a–b show that

these densities are localized on the surface of the NC. Above 2.95 eV, the IPR shows

that some of holes are now quite delocalized, with 25% of the atoms routinely being

involved in each excitation. Note that even the delocalized holes are almost entirely

confined to the Se atoms, so 25% of the total number of atoms corresponds to 50% of

the practically available sites, meaning that these correspond to quite delocalized hole

states, as shown in Figure 2.2c. We will use 25% as a cutoff to distinguish between

localized and delocalized states. However, even at high energies there are a large

number of localized hole states interspersed with the delocalized states, as well as

states that are hybrids between localized and delocalized states, which can be seen
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in Figure 2.2d. The electron density is localized in a few cases (Figure 2.2a), but is

typically very delocalized even for low energy states, and remains delocalized for the

vast majority of bright states (Figure 2.2b–d).

Based on this analysis, the low-energy excitations can all be classified as either

surface-to-surface or surface-to-bulk. This result is consistent with the orbital den-

sity of states (reported in appendix A)—the lowest conduction band orbitals are all

localized on the surface for this NC. However, it is important to note that these sur-

face orbitals are not in the gap; rather, they form the edge of the quasi-continuous

band of available energies in these NCs. Furthermore, the TDDFT excited electron

and hole states are comprised of a linear combination of orbitals, and thus a few

surface orbitals lead to a large number of surface hole states. This analysis thus

reveals a situation in which the dark states are primarily associated with highly lo-

calized hole densities. We observe that, among the dark states, those with higher

oscillator strength tend to be surface-to-bulk excitations (cf the small peak at 2 eV,

(see Fig. 2.2b)), which is consistent with our physical intuition that the electron and

hole wavefunctions must overlap in space to produce significant absorption intensity.

Above 2.95 eV, we observe the emergence of bulk-to-bulk states that qualitatively

resemble the wavefunctions one would predict based on the particle-in-a-sphere (PiS)

model. This observation explains why the PiS model is so successful in explaining

the absorption spectra of NCs even when most of the states are not PiS-like: as long

as the bright states are PiS-like, changes in the absorption spectrum will be largely

captured by ignoring all the non-PiS states. However, as should be clear from the dis-

cussion above, while the spectrum is largely controlled by bulk-to-bulk PiS states, the

low energy transitions are dominated by surface states. Furthermore, the brightest

excited state—the 143rd excited state—is half way between a localized surface state

and a delocalized PiS state.

Our NCs are smaller than the smallest CdSe NCs typically used in devices (∼3

nm), so one might question the relevance of our findings to realistic NCs. We have

therefore examined the size dependence of our results. For computational reasons,

we cannot simulate NCs that are significantly larger than Cd91Se91 and so instead
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Figure 2.3: Effect of dot size on the spectrum and IPR. Top: Absorption spec-
trum in arbitrary units (red), density of transitions (blue), and individual ex-
citations (black sticks) for Cd33Se33 (left) and Cd38Se38 (right) with methy-
lamine ligands. Bottom: Inverse participation ratio (IPR) for Cd33Se33 (left)
and Cd38Se38 (right) with methylamine ligands. In each case, the number of
excited states is chosen to be equal to that of the 2 nm NC in Figure 2.2. The
number of low energy, surface-associated transitions clearly increases with NC
size.

we looked at smaller NCs to explore this trend. Figure 2.3 shows the absorption

spectra for Cd33Se33 (1.3 nm diameter) and Cd38Se38 (1.4 nm diameter) NCs. In order

to facilitate comparison with the Cd91Se91 NC from Figure 2.1, we chose the same

number of excitations (260) in each case, meaning that progressively higher energy

states are included for progressively smaller NCs. The first immediate observation is

that the number of low energy surface-associated states below the first bright bulk

state is clearly increasing with NC radius. For the smallest NC, below the first bright

bulk state at ∼3.2 eV there are 21 surface holes (78% of the hole states in this regime)

with IPR < 0.25; for the medium-sized NC there are 42 surface hole states (93%)

below the first bright bulk excitation at ∼3.1 eV; for the largest NC, there are 142

(99%) surface hole states below the bright excitation at ∼2.95 eV, as well as a number

of surface electron states that were not present in the smaller NCs. This trend also

extends to the higher energy part of the spectrum; 16% of the excitations above the

first bright excitation have holes on the surface in the smallest NC, 33% have holes
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Figure 2.4: Effect of undercoordinated Se atoms on the excited states of
Cd91Se91. Left: Fraction of hole charge density on the eight Se atoms that
are two-coordinate in the Cd91Se91 NC with methylamine ligands. The red
and black dotted lines illustrate the expected fraction based on the assumptions
that the hole is distributed equally among all Se or all Cd and Se atoms, re-
spectively. Clearly, most of the low energy states preferentially localize on the
two-coordinate Se atoms. Right: Attach (green) and detach (magenta) densities
of the 16th excited state (marked with a magenta line in the left hand figure).
The undercoordinated Se atoms are highlighted in yellow. Clearly the hole is
specifically localized near a subset of these atoms.

on the surface for the medium sized NC, and 92% for the larger NC. This observation

suggests that for compositionally perfect NCs in the experimental size range, localized

surface-like states are likely to be even more prevalent than our results here would

suggest.

We have been careful to create the most perfect core-only NC that could be

experimentally realized—stoichiometric, uncharged, and fully passivated with Lewis

base ligands—yet we still see surface states. In order to understand this fact, we

analyzed the bonding pattern in our NCs. The one obvious defect in any NC is that

some of the atoms at the surface will be undercoordinated; Cd and Se atoms will
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all be four-coordinate in the bulk, but at the surface this necessarily cannot be the

case. In particular, surface atoms with less than three neighbors have been shown to

routinely create traps in the ground state band structure of NCs.30,31,35,44,45,117 Our

strategy of passivating all surface Cd atoms and relaxing the geometry (which has

been shown to eliminate undercoordinated Se atoms) is aimed at eliminating these

band structure defects. In agreement with previous findings,32,35,124 we can confirm

that this approach results in a band structure free of mid-gap states (see appendix

A). However, for every NC we have studied there are two-coordinate Se atoms at the

surface. They do not dominate the ground state band structure, but they do dominate

the excited states. In Figure 2.4, we plot the fraction of the Löwdin charge on the two-

coordinate Se atoms for all of the hole densities in the Cd91Se91 spectrum. We find that

the low-energy surface states tend to have hole densities that are strongly localized

on the undercoordinated Se atoms. This is illustrated qualitatively in the right panel

of Figure 2.4, which shows the electron and hole densities for the 16th excitation;

the hole density is clearly localized on the undercoordinated Se atoms, which are

highlighted in yellow. Clearly, the majority of the low energy states in these NCs can

be attributed to the presence of these two-coordinate Se atoms. Interestingly, we also

find that there are some electron densities that localize on these undercoordinated

Se atoms (reported in appendix A), and so they can also serve as electron traps (see

Fig. 2.2a). But this effect is less dominant than the localization of the hole densities

on the undercoordinated Se.

Now, given that no commonly used solubilizing ligand passivates the chalcogenide

atoms in NCs, one would therefore assume that no ligand would be effective at remov-

ing these low-energy states. That is, one would assume that these dark states are not

a feature of methylamine ligands in particular, but rather would be present for CdSe

NCs with any organic passivating ligand on the Cd atoms. To test this, we repeated

our simulations for NCs passivated with trimethyl phosphine oxide (Me3PO), intended

to mimic the commonly-used TOPO ligand, as well as completely unpassivated NCs.

For computational expediency, we used the medium-sized Cd38Se38 NCs for this com-

parison, and the results are shown in Figure 2.5. Clearly both the Me3PO-passivated
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Figure 2.5: Effect of ligands on the spectrum and IPR. Top: Absorption spec-
trum in arbitrary units (red), density of transitions (blue), and individual ex-
citations (black sticks) for Cd38Se38 with Me3PO ligands (left) and Cd38Se38
with no ligands (right). Bottom: Inverse participation ratio (IPR) for Cd38Se38
with Me3PO ligands (left) and Cd38Se38 with no ligands (right). In each case,
the number of excited states is chosen to be equal to that of the 2 nm NC in
Figure 2.2. The number of low energy, surface-associated transitions is similar
to that of the MeNH2 case shown in Fig. 2.3

NC and the bare NC qualitatively resemble the amine-passivated counterpart in Fig-

ure 2.3—there are a large number of dark transitions below the bright transition (39

surface holes for Me3PO and 53 for the bare NC). Indeed, it is clear that methylamine

is actually the best ligand (amongst those we have studied) for suppressing these dark

states. This observation is consistent with the experimental observation that amine-

passivated NCs have among the highest quantum yields for stoichiometric core-only

structures.61,125 Further, by looking at the IPRs of the electron and hole densities,

we find that, as before, the dark states are all surface-associated in some fashion. We

thus conclude that, for all practical purposes, stoichiometric core-only CdSe NCs are

intrinsically defective—there is no Lewis base ligand that removes the surface states

even when the passivation is complete.
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2.3 Discussion

The existence of a dense manifold of dark states has the potential to dramatically

change our understanding of processes like multiple exciton generation3 (where the

presumed lack of intermediate states is assumed to stabilize the biexciton state) and

blinking1,26,110 (where the dark state is typically assumed to be a single state rather

than a quasi-continuum). At the same time, the fact that these states exist at the

surface will have an outsized influence on photochemistry initiated by the NCs126,127 as

well as processes like upconversion,24 energy transfer,109 and electron transfer,128,129

where proximity to the surface drives function.

The presence of such a large number of dark surface states is also consistent with

a number of experimental observations. First, there is the relatively large (up to

0.1 eV) nonresonant Stokes shift observed in most as-synthesized pristine CdSe NCs

that appears on the picosecond timescale.130,131 It has been clearly argued that the

energy difference between the absorbing and emitting states is due to the exciton fine

structure.17,130,132 However, in order to facilitate an ultrafast 0.1 eV relaxation in the

absence of large atomic distortions, one would typically expect there to be various

intermediate (I) electronic states between the absorbing (A) and emitting (E) states,

so that the relaxation involves a series of small steps (A → I1 → I2 → ...→ E), rather

than a single large one. Such a series of states is not easily accommodated in the PiS

or artificial atom picture of NCs, in which only a handful of well-separated electronic

states exist and the states get further apart as one approaches the lowest excitation.

However, in a picture of NCs that contains both bright bulk-to-bulk states and dark

surface-associated states, the ubiquitous Stokes shift of colloidal nanocrystals is easily

explained. There are many surface states of varying brightness below the strongly

absorbing bulk-to-bulk transitions. These states can play the role of the intermediate

states in the mechanism above. Thus, our findings provide an easy explanation for

the observed Stokes shift dynamics.

Another important role of dark states is in explaining the relatively low quantum

yield (QY) and blinking behavior of CdSe NCs. Again, in the PiS or artificial atom
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models, these effects are hard to explain, as the lowest state is typically bright or at

the very least well separated from any dark states it might transition to. Our findings

suggest the spectrum of low-lying states in colloidal CdSe NCs is much more complex

than the simple PiS model predicts—with even the most perfect NCs having a fairly

dense manifold of low-lying states with very long emission lifetimes. Those long

lifetimes give a larger window for non-radiative processes to interfere with emission.

Relaxation to the ground state would reduce the QY, while photoreduction could

turn the emission off. Thus the presence of dark surface states also provides a facile

explanation of blinking and QY in CdSe NCs.

Among core-only NC structures, it has been shown experimentally that NCs with

a Cd-rich surface provide the highest QY for CdS113 and CdTe37 NCs—probably be-

cause the additional Cd atoms passivate some 2-coordinate chalcogenide atoms.35,124

Indeed, those results lead to a somewhat different picture of a perfect NC—one

in which the entire surface is passivated with CdX2 (X=Cl,I) ligands35,124 in what

amounts to a CdSe/CdX2 core-shell structure. This is also consistent with our result

that there are many dark surface states in what is traditionally considered a perfect

quantum dot, which are caused by underpassivated Se atoms.

The presence of a large number of dark surface states is consistent with previous

theoretical calculations on CdSe. Previous ground state studies had noted that, de-

spite a clean-looking band gap, the HOMO was localized on the NC surface,44 while

for less perfect dots, it has been noted that the leading cause of mid-gap traps is the

presence of two-coordinate Se atoms.35,113 We will emphasize that in these studies,

defects were intentionally introduced in such a way as to create deep traps in the band

gap. In our case, surface defects have been avoided insofar as geometrically possible

(to make a “perfect” NC) and the resulting band structure does not show the same

trap states. Thus, while our NCs do have surface defects in the form of two-coordinate

Se atoms, in the language of previous studies they are defect-free. That is, in agree-

ment with previous studies, we find that trap states can be eliminated from the band

structure of CdSe NCs. Looking at the small number of computational studies of the

excited states of these NCs, TDDFT studies of Cd33Se33 with methylamine ligands
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had also found a long tail in the absorption spectrum,32,57 and studies using TDLDA

for NCs with no ligands found an extremely broad and long tail,62 though these works

did not explore the nature of these states. Further, when one uses formate anions to

passivate Cd and H+ to passivate Se, the TDDFT spectrum becomes much cleaner

than when methylamine alone is used.57 While this geometry is likely not stable in

practice, the reduction in dark states that comes from artificially passivating the Se

sites is consistent with our observation that undercoordianted Se atoms contribute

heavily to the optically dark states in these NCs.

Finally, our finding that the number of low-lying surface states increases with

NC size runs counter to the experimental result, where smaller NCs are typically

more defective than larger NCs.115 This difference is easily understood when one re-

members that our simulations are always dealing with perfect NCs—fully passivated,

stoichiometric and non-defective structures. It is fairly well accepted that below a

certain size, it is difficult to control the number of defects in CdSe NCs.133 Thus, as

the NCs get smaller, our simulated systems become less and less similar to the ex-

perimental system. These differences explain the divergence between the two results.

Fortunately, we can extrapolate our results to the size range (3–20 nm) in which the

experimental NCs are thought to be most nearly perfect. Doing this, we find that

surface states are even more prevalent for those large NCs than the results here would

suggest.

Taken together, our results suggest that the PiS/artificial atom model of colloidal

NCs is incomplete. A qualitatively correct picture will need to accommodate both the

bright bulk-to-bulk PiS-like states as well as a dense manifold of surface-associated

states. At present there are no simple models that can accomplish this, although

recent results using random matrix theory134 are potentially one good first step.

In conclusion, we present computational evidence that even perfectly passivated

CdSe NCs possess inherent surface defects. By simulating a large (Cd91Se91) NC fully

passivated with amine ligands using hybrid TDDFT, we find that the overwhelming

majority of the low-lying states are associated with the surface—the brightest tran-

sition is the 143rd excited state of the NC. By comparing to the results for smaller
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(Cd33Se33 and Cd38Se38) NCs we observe that, as long as all the NCs are similarly

passivated, the number of low-lying surface states tends to increase with the size of the

NC. Careful correlation with the chemical structure reveals that the majority of these

defects are associated with hole densities localized on a handful of two-coordinate Se

atoms. As no common ligand passivates the surface Se atoms, we conclude that the

majority of these defects are therefore inherent to core-only CdSe NCs. We test this

by performing calculations for phosphine oxide passivated NCs and bare NCs, and

confirm qualitatively similar results in each case.

The implications of these results are wide-ranging. The surface availability of

electrons and holes in photoexcited CdSe NCs is likely to be much higher than pre-

viously anticipated, as even a NC that ultimately emits from a bulk-like state has

likely passed through numerous surface localized states to get there. The stability and

coherence of bi- and tri-exciton states are likely to be much lower than expected as

they couple to a much denser manifold of excitations. The quantum yield of core-only

CdSe NCs is likely intrinsically limited by these optical traps. Future work aimed at

elaborating and quantifying these effects will be highly influential.

Leading up to that aim, there are several aspects of the present study that can be

expanded upon. First and foremost, though the Cd91Se91 NC is quite large by sim-

ulation standards, it still falls short of the experimentally-relevant size range. Thus,

simulations on somewhat larger NCs would help shed more light on the way that these

effects reveal themselves in real NCs. Second, here we have only explored equilibrium

structures in an attempt to characterize the behavior for completely relaxed NCs.

It would be interesting to examine the impact that structural distortions—including

simple thermal fluctuations—have on the electronic states.

Finally, we have only looked at a handful of passivation schemes in this work

and it would be instructive to explore others. In particular, it has been shown that

core-shell CdSe quantum dots exhibit greatly enhanced QY and suppressed blinking,

which has been attributed to the shell’s ability to passivate both Cd and Se atoms.14

Here we have shown that underpassivated Se atoms are responsible for the majority

of the hole traps in the Cd91Se91 dot, but it would be interesting to explore whether
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this is also true for other sizes and ligands. It would also be extremely valuable to

perform analogous simulations for CdS/CdSe and ZnS/CdSe NCs to see what defects,

if any, persist in pristine core-shell NCs. Another obvious extension would involve

exploring other semiconducting NCs to see how universal this phenomenon is. Recent

calculations on PbS, for example, suggest that low-lying surface states may be present

in those NCs as well,24,124 whereas it has been known for many years that hydrogen

terminated Si NCs are defect free.135 Similar calculations on CdS, GaAs, InAs and

other compositions could help elucidate which properties of the material tend to lead

to inherent defects. Does faceting help or hinder surface passivation? Are binary

seminconductors inherently more defective? Is it simply necessary to passivate every

single surface atom to remove defects?

These types of chemical and physical questions will then guide the design of simple

models that are capable of incorporating the effects of surface states on the photo-

physics of semiconductor NCs. Such models will play a key role in understanding and

designing new devices based on these fascinating materials.

2.4 Methods

2.4.1 Creating the NC structures

All NC starting structures, except for the Cd33Se33 NC, were carved from bulk

CdSe with the wurtzite structure. The Cd38Se38 NC has a diameter of about 1.4 nm

and the Cd91Se91 NC has a diameter of about 2 nm. For the passivated NCs, we

passivate every surface cadmium with ligands, in accordance with other simulations

and experimental results.28 The Cd33Se33 NC starting structure was obtained from the

supplementary information of Ref.28, but ligands were replaced due to optimization

convergence issues.

2.4.2 DFT methodology

All calculations are performed using the QChem software package.136
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Geometry optimizations

Geometry optimizations were performed at both the PBE137/LANL2DZ138–141

and PBE0120/LANL2DZ levels of theory. All NCs were optimized until converged by

the default QChem geometry optimization thresholds.

TDDFT

All TDDFT calculations were performed with the PBE0 functional and the LANL2DZ

basis set and effective core potential. PBE0 was chosen as it is a hybrid functional

that incorporates exact exchange, which is important for effective treatment of the

electron-hole interaction. Validation studies were conducted to ensure that this level

of theory performed well for this problem (see appendix A). For the Cd91Se91 NC,

some calculations used a reduced single excitation space (see appendix A) to overcome

a memory limitation.

2.4.3 Density of Transitions and Absorption Spectra

To calculate the density of transitions, we apply Gaussian broadening to the cal-

culated excitation energies (𝐸ex), and sum the Gaussian distributions:

DOT =
∑︁
ex

1√
2𝜋𝜎2

exp

(︂
−(𝐸 − 𝐸ex)

2

2𝜎2

)︂
(2.2)

To calculate the absorption spectrum, we do the same, but weight the transitions

by their oscillator strength (𝜔):

Spectrum =
∑︁
ex

𝜔√
2𝜋𝜎2

exp

(︂
−(𝐸 − 𝐸ex)

2

2𝜎2

)︂
(2.3)

For both calculations, we choose 𝜎 to be 35 meV, on the order of the experimental

broadening.28 For the associated stick spectra, the oscillator strengths have been

multiplied by 15 so as to be visible on the same axes as the absorption spectra.
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2.4.4 IPR

To calculate the IPR, we first conduct a Löwdin charge analysis on the attach

and detach densities for all excited states, as implemented in QChem.123 For each

excitation, analysis of the attach density gives atomic charges related to the excited

electron (𝑞e𝐴 for atom A), and analysis of the detach density gives atomic charges

related to the excited hole (𝑞h𝐴 for atom A). For TDDFT, the sum of these charges is

not guaranteed to equal 1, so we then normalize these charges:

𝑞e𝐴,norm =
𝑞e𝐴∑︀
𝐴 𝑞

e
𝐴

𝑞h𝐴,norm =
𝑞h𝐴∑︀
𝐴 𝑞

h
𝐴

(2.4)

To calculate the IPR for the excited electron and hole for a given excitation, we

then insert the normalized charges into the IPR equations:

IPRe ≡ 1

𝑁
∑︀

𝐴(𝑞e𝐴,norm)2
IPRh ≡ 1

𝑁
∑︀

𝐴(𝑞h𝐴,norm)2
(2.5)
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Chapter 3

The Effect of Self-Healing of Surface

Defects on the Excited States of CdSe

Nanocrystals

3.1 Introduction

It has long been known that undercoordinated surface atoms can create trap states

in the ground state density of states for core-only CdSe quantum dots (QDs) or

nanocrystals (NCs).30,31,35,45,117 Many works have shown that these undercoordinated

atoms lead to deep, mid-gap traps. There have been several works looking at the effect

of annealing or “self-healing” in quantum dots, showing that surface reorganization

leads the band gap of CdSe QDs to open, and eliminates some or all undercoordinated

surface atoms and associated mid-gap traps.44,45,54,142,143 It has been suggested that

the mechanism for band-gap opening is primarily related to surface reorganization

rather than passivation or elimination of undercoordinated atoms, because band gap

opening occurs even in unpassivated structures and when the relaxed structure still

has undercoordinated atoms that cause shallow traps at the valence band edge.44

However, it has been shown experimentally,51 and theoretically by us in chapter 2,

that these shallow, valence band edge traps that are nearly invisible in the band
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structure can be equally as problematic as mid-gap states for the optical spectrum.

Given that surface reorganization and a clean band gap does not guarantee a trap-free

spectrum, this raises the question, what is the effect of surface reorganization on the

optical spectrum?

In this chapter, we use electronic structure simulations to study the self-healing

process by which nanocrystals anneal away high-energy defects, with a particular fo-

cus on the effect on the excited state spectrum. We study this process in Cd38Se38

with several different passivation schemes. For all systems we find that, as the surface

undergoes relaxation, the number of undercoordinated atoms reduces but does not

go to zero. We find that reorganization causes the excited states to become signif-

icantly more delocalized, even in the presence of undercoordinated atoms. We also

find that reorganization can introduce new defects, which prevent delocalization of

the excited states. We find that MeNH2 does the best job of removing surface states;

we believe this is due to a compromise between allowing surface relaxation to occur,

but preventing excessive relaxation that introduces new defects. Interestingly, for a

given system, many of the structures with significantly different numbers of under-

coordinated atoms and spectral properties are thermally accessible to one another.

This suggests that in experimental conditions even a “perfect” quantum dot would

have thermally accessible defects, but that, given the difference in energy and shape

of the low-energy spectrum, the appearance of these defects would likely wash out in

the ensemble spectrum.

3.2 Computational Methods

3.2.1 Geometry Optimization

All geometry optimizations were performed at the PBE0120,137/LANL-2DZ138–141

and PBE137/LANL-2DZ levels of theory as described in chapter 2. Briefly, the start-

ing geometries were cut from the bulk Wurtzite CdSe material, removing all singly

coordinated atoms, and attaching ligands to all surface Cd atoms for systems with

52



ligands.

3.2.2 Structural analysis

For each structure, at several points along the optimization trajectory, we plot the

cumulative distribution of bond lengths, and evaluate the number of undercoordinated

atoms. We define an undercoordinated atom as any atom with less than 3 opposite-

type nearest neighbor atoms. For Cd, this would include Se and ligand atoms, while

for Se, this would include Cd only. We define a nearest neighbor as having a bond

length of less than 3.1 Å.

3.2.3 TDDFT

All TDDFT calculations were performed at the PBE0/LANL-2DZ level of theory.

Validation of this functional and basis set were conducted in appendix A.

The density of transitions (DOT) and spectrum are calculated from the TDDFT

excitation energies by applying Gaussian broadening, with 𝜎=35 meV:

DOT =
∑︁
𝑖

1√
2𝜋𝜎2

exp

(︂
−(𝐸 − 𝐸𝑖)

2

2𝜎2

)︂
(3.1)

Spectrum =
∑︁
𝑖

𝜔𝑖√
2𝜋𝜎2

exp

(︂
−(𝐸 − 𝐸𝑖)

2

2𝜎2

)︂
(3.2)

Where 𝐸𝑖 is the TDDFT excitation energy for excitation 𝑖, and 𝜔𝑖 is the oscillator

strength.

We also calculate the ground state band structure from the orbital energies (𝐸orb):

DOS =
∑︁
𝑖

1√
2𝜋𝜎2

exp

(︂
−(𝐸 − 𝐸orb)2

2𝜎2

)︂
(3.3)

With a broadening parameter of 𝜎 =150 meV.
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3.2.4 Inverse Participation Ratio and Excited State Analysis

To connect the excitations to particular atomic features, we conduct a Löwdin

charge analysis on the TDDFT excited states to obtain a set of charges on each atom

for the electron and hole. For TDDFT, it is not guaranteed that these charges add

to exactly 1, so we normalize them.

To measure the localization of the excitations, we calculate the inverse participa-

tion ratio (IPR) for each excitation:

IPRe =
1

𝑁
∑︀

𝐴(𝑞e𝐴)2
IPRh =

1

𝑁
∑︀

𝐴(𝑞h𝐴)2
(3.4)

Where 𝑁 is the number of atoms, 𝑞e𝐴 is the normalized excited state Löwdin charge

for the electron on atom 𝐴, and 𝑞h𝐴 is the normalized excited state Löwdin charge

for the hole on atom 𝐴. The IPR is defined such that, for a completely delocalized

excitation, 𝑞 = 1
𝑁

for all atoms, and the IPR = 1. However, for an excitation fully

localized on one atom, 𝑞 = 1 for that atom and 0 for all others, and the IPR will

be equal to 1
𝑁

. Thus, the IPR gives us one number for each excited electron and

hole that can be used to distinguish localized (surface) states from delocalized (bulk)

states. We define a localized (surface) state as any hole state with an IPR below 0.25,

or any electron state with an IPR below 0.5. We use a different metric for electrons

and holes because even for the delocalized hole states that we see, the density is

almost exclusively confined to the Se atoms, whereas for the electron the density is

delocalized onto both Cd and Se atoms. Therefore, this IPR cutoff identifies states

that are delocalized over 50% of available atoms.

We also use these charges to calculate the fraction of the total charge for each

excited hole and electron that is associated with undercoordinated Se (or Cd) atoms:

∑︁
𝑗

𝑞e𝑗
∑︁
𝑗

𝑞h𝑗 (3.5)

Where 𝑗 is the undercoordinated Se (or Cd) atoms. This allows us to examine the

connection between the excited states and these undercoordinated atoms.
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Figure 3.1: Cumulative distribution of bond lengths in Cd38Se38 for the unopti-
mized crystal (blue), the optimized QD with no ligands (orange), the optimized
QD with Me3PO ligands (green), and the optimized QD with MeNH2 ligands
(red).

3.3 Results and Discussion

3.3.1 Surface reorganization and self-healing

Over the course of the geometry optimization, the surface of the QD undergoes

significant reorganization, often termed “self-healing.” Fig. 3.1 shows the cumulative

distribution of bond lengths for each system, compared to the crystal structure. In the

optimized systems, there are significantly more bonds at each bond distance between

2.9 and 5 Å, which is evidence of this reorganization. One effect of this surface

reorganization is a reduction in the number of undercoordinated surface atoms, which

we see in every system, in agreement with previous reports on self healing.44 However,

in no system do we see a complete elimination of undercoordinated atoms. This is

consistent with previous reports on self-healing in CdSe using DFT within the local
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density approximation (LDA) or molecular dynamics.44,45,142

One interesting feature visible in Fig. 3.1 is the effect of different ligands on surface

reorganization. The QD with no ligands undergoes the most drastic reorganization,

followed by the MeNH2, and the Me3PO undergoes the least amount of reorganization.

The finding that reorganization depends on ligand presence is consistent with previous

reports using LDA on surface slabs.144 We also observe the same trend when looking

at the reduction in undercoordinated atoms; the QD with no ligands is reduced from

10 Cd and 10 Se in the crystal to 2 Cd and 3 Se in the optimized structure, the QD

with MeNH2 is reduced from 10 Se in the crystal to 4 in the optimized structure, and

the QD with Me3PO is only reduced from 10 Se in the crystal to 8 in the optimized

structure. This is likely due to the steric bulk of these ligands. In the absence

of ligands, the surface is able to relax completely unencumbered. A small ligand

like MeNH2 prevents reorganization to some degree, by placing constraints on the

Cd atoms as well as creating steric pressure, but still is able to undergo a drastic

reduction in the number of undercoordinated atoms. Meanwhile with the very bulky

Me3PO ligand, very little reorganization can take place.

While surface reorganization reduces the number of undercoordinated atoms in

all systems, it can also introduce new defects. We have shown that the quantum

dot with no ligands undergoes the most drastic surface reorganization, eliminating

the largest number of undercoordinated atoms and having the largest distribution

of bond lengths between 3 and 5 Å. However, in addition to reducing the number

of undercoordinated atoms, this reorganization actually caused new defects to form,

introducing a pair of Cd’s that are very close together (∼2.8 Å apart), and a pair of

Se’s that are very close together (∼ 2.5 Å apart). We will refer to these features as

clashing pairs. This suggests that having a large amount of surface reorganization

may not necessarily be beneficial. Instead, defect management may be a balancing

act—there must be some reorganization to remove undercoordinated atoms, but not

so much that new defects are introduced.
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Figure 3.2: Band structure of Cd38Se38 with MeNH2 ligands, at several points
during the optimization. The red line is the band structure of the crystal struc-
ture before optimization, the pink line is early in the optimization (31 meV per
atom from the optimized structure), the green line is mid-way through the op-
timization (5 meV per atom from the optimized structure), and the blue line is
the optimized structure. The stems indicate the HOMO energy level for each
structure.

3.3.2 Opening of the band gap

Fig. 3.2 shows the band structure of the Cd38Se38 dot with MeNH2 ligands at

several points in the optimization, including the crystal structure (375 meV per atom

away from the optimized structure), a point early in the optimization (31 meV per

atom from the optimized structure), a point midway through the optimization (5

meV per atom from the optimized structure), and the final optimized structure. We

observe the same trend as has been previously reported,44 that despite the contin-

ued presence of undercoordinated surface Se atoms, the band gap still opens due to

surface reorganization. Interestingly, despite these undercoordinated Se atoms, none
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of the structures show a true mid-gap state separated from either the conduction or

valence bands. However, they all have a tail on the valence band, made up of orbitals

localized on these atoms. The band structures for all other systems show the same

trend, and are reported in appendix B. The one exception to this is the Cd38Se38

dot with no ligands, whose HOMO and HOMO-1 create a mid-gap state above the

valence band, even in the optimized structure. The projected density of states for

this system (reported in appendix B) reveals that the HOMO is localized on underco-

ordinated Se atoms, and the HOMO-1 is localized on the clashing Cd-Cd pair. It also

reveals an unoccupied trap caused by the clashing Se-Se pair, although it is within

the conduction band, and not a mid-gap state.

3.3.3 Evolution of the absorption spectrum

We see similar effects of surface reorganization on the absorption spectrum, shown

in Fig. 3.3–3.5 for Cd38Se38 with MeNH2 ligands, as well as in appendix B for the

other systems. Fig. 3.3 shows the first structure that has an appreciable band gap,

which is about 31 meV per atom away from the optimized structure. The top panel of

Fig. 3.3 shows the TDDFT spectrum and density of transitions. The first excitations

in this spectrum are low in energy, around 1 eV, which is not surprising given the

small band gap. It is clear that all of the excitations are relatively dark (in com-

parison to the optimized structure in Fig. 3.5). While the three-peak shape of the

optimized structure’s spectrum can be seen in the high-energy part of this spectrum

around 2.4–2.8 eV, these peaks are much lower in energy, not very bright, and are

not distinguishable from the other, lower energy peaks. The middle panel of Fig.

3.3 shows the IPR for the excited electron and hole. For every excitation, both the

electron and hole have very low IPR, meaning that they are very localized. In fact,

only one excited hole state and two excited electron states qualify as “bulk” based

on the IPR (0.25 for the hole and 0.5 for the electron), which represents 0.5% and

1% of hole and electron states, respectively. The bottom panel of Fig. 3.3 shows

the fraction of the excited hole density on the undercoordinated Se atoms. Clearly,

for almost every excitation, there is a disproportionate amount of density on these
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atoms.

Fig. 3.4 shows the TDDFT results for a structure mid-way through the opti-

mization, about 5 meV per atom from the optimized structure. The top panel of

Fig. 3.4 shows the TDDFT absorption spectrum and density of transitions, and we

can see that the excitation energies and the shape of the spectrum have begun to

strongly resemble that of the optimized structure. The primary difference here is in

the low-energy part of the spectrum; the first excitation is around 1.8 eV, whereas

for the optimized structure, it is around 2.2 eV. This structure has a lower band gap

than the optimized structure, and there are a higher number of undercoordinated Se

atoms in this structure, explaining the large number of low energy excitations. The

high-energy part of the spectrum is quite similar to that of the optimized structure,

with 3 bright peaks between 3 and 3.6 eV. The middle panel of Fig. 3.4 shows the

IPR for the excited electrons and holes. Visually, both the electrons and holes have

much higher IPR’s than those of the less optimized structure, indicating that they

are far more delocalized. However, it is clear that there are still many localized hole

states. Indeed, for this structure, about 91% of the electron states are classified as

“bulk,” whereas only 13% of holes are. 13% is much higher than the 0.5% for the

less optimized structure, but the percentage of bulk holes is substantially lower than

the percentage of bulk electrons. The bottom panel of Fig. 3.4 shows the fraction

of hole density on the undercoordinated Se atoms. We can see that there are, in

general, fewer excitations with a disproportionate amount of charge on these atoms,

which corresponds with the increased delocalization of the hole densities. However,

for surface excitations with low hole IPR, there is still a disproportionate amount of

charge on the undercoordinated Se atoms, indicating that these atoms are responsible

for the trap states.

Fig. 3.5 shows the results for the optimized structure. At this point, the expected

spectrum has emerged—there are 3 bright peaks caused by bulk excitations, as would

be expected from experiment and effective mass theory,16 and they appear at an

energy that is in reasonable agreement with experiment.133 There are still a number

of low-energy trap states, likely due to the fact that there are still 4 undercoordinated
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Figure 3.3: TDDFT spectrum, IPR, and charge analysis for the Cd38Se38 dot
with MeNH2 ligands, at a point early in the optimization (31 meV per atom from
the optimized structure). The blue solid line in the TDDFT spectrum is the
excited state density of transitions (DOT), the red solid line is the simulated
spectrum, and the black stems are the individual TDDFT excitations (with
oscillator strengths amplified 15x for easier visualization). The green bars in the
IPR represent the electron, and the magenta bars represent the hole. The charge
analysis shows the fraction of the hole density on undercoordinated Se atoms.
The charge analysis shows the fraction of the hole density on undercoordinated
Se atoms. The black dotted line indicates the fraction that would be expected
on the 10 undercoordinated Se atoms if the excitation was fully delocalized over
all 76 Cd and Se atoms.
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Figure 3.4: TDDFT spectrum (top), IPR (middle), and charge analysis (bot-
tom) for the Cd38Se38 dot with MeNH2 ligands, at a point mid-way through
the optimization (5 meV per atom from the optimized structure). The blue
solid line in the TDDFT spectrum is the excited state density of transitions
(DOT), the red solid line is the simulated spectrum, and the black stems are
the individual TDDFT excitations (with oscillator strengths amplified 15x for
easier visualization). The green bars in the IPR represent the electron, and
the magenta bars represent the hole. The charge analysis shows the fraction of
the hole density on undercoordinated Se atoms. The charge analysis shows the
fraction of the hole density on undercoordinated Se atoms. The black dotted
line indicates the fraction that would be expected on the 5 undercoordinated Se
atoms if the excitation was fully delocalized over all 76 Cd and Se atoms.
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Se atoms on the surface, as discussed in chapter 2. However, from the IPR we can

see that there are significantly fewer surface states than in Figs. 3.3 and 3.4—about

36% of holes are on the bulk, and 98% of electrons are on the bulk. This corresponds

to both the higher degree of surface reorganization, as well as the smaller number

of undercoordinated Se atoms. In the bottom panel of Fig. 3.5 we can see that, as

was the case with the less optimized structures, there is a disproportionate amount

of hole density localized on the undercoordinated Se atoms in the surface excitations;

however, there are fewer excitations with density on these Se atoms, due to the smaller

number of surface states.

This effect holds for all systems: as the surface reorganizes and the band gap

increases, the excitation energies also increase, and the shape of the spectrum slowly

evolves toward that of the final, optimized structure. The effect of surface reorgani-

zation on the electron and hole bulk states is summarized in Table 3.1 for Cd38Se38

with MeNH2 ligands, Table 3.2 for Cd38Se38 with Me3PO ligands, and Table 3.3 for

Cd38Se38 with no ligands. For Cd38Se38 with both MeNH2 and Me3PO ligands, sur-

face reorganization leads to an increasingly high percentage of bulk electron states.

Since there are no undercoordinated Cd atoms in these systems, and the localized

electrons are not disproportionately localized on the undercoordinated Se atoms (see

appendix B), it seems likely that this is due to surface reorganization only. The

Me3PO surface reorganizes significantly less than the MeNH2 surface, which is the

likely explanation for the slightly lower percentage of bulk electrons in the optimized

structure (87% vs 98% in MeNH2). For Cd38Se38 with MeNH2 and Me3PO ligands,

the percentage of bulk holes also increases as the surface reorganizes and the number

of undercoordinated Se atoms decreases. It is difficult to disentangle the effect of sur-

face reorganization from the reduction in undercoordinated Se atoms—in some sense,

they are intimately connected, as the reduction in undercoordinated Se atoms is due

to surface reorganization. Therefore, it is difficult to say whether there are more sur-

face hole states in the Me3PO system due to the larger number of undercoordinated

Se atoms (8, vs 4 in the MeNH2 system), the greater decrease in energy in the MeNH2

system, or both. In any case, for both systems, there is significant surface reorganiza-
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Figure 3.5: TDDFT spectrum (top), IPR (middle), and charge analysis (bottom)
for the Cd38Se38 dot with MeNH2 ligands, at the final optimized structure. The
blue solid line in the TDDFT spectrum is the excited state density of transitions
(DOT), the red solid line is the simulated spectrum, and the black stems are
the individual TDDFT excitations (with oscillator strengths amplified 15x for
easier visualization). The green bars in the IPR represent the electron, and
the magenta bars represent the hole. The charge analysis shows the fraction of
the hole density on undercoordinated Se atoms. The black dotted line indicates
the fraction that would be expected on the 4 undercoordinated Se atoms if the
excitation was fully delocalized over all 76 Cd and Se atoms.
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Cycle UC Cd UC Se ∆E (eV) ∆E/atom (meV) Bulk holes Bulk electrons
0 0 10 91.40 374.6 N/A N/A
40 0 10 11.39 46.7 0.0% 0.0%
50 0 10 7.43 30.5 0.5% 1.0%
100 0 7 2.68 11.0 5.1% 78.6%
234 0 5 1.15 4.7 13.3% 91.3%
433 0 4 0.11 0.4 31.6% 96.9%
497 0 4 0.00 0.0 35.7% 98.5%

Table 3.1: Data for the Cd38Se38 dot with MeNH2. Cycle indicates the op-
timization cycle (with 0 being the crystal), UC Cd indicates the number of
undercoordinated Cd atoms, UC Se indicates the number of undercoordinated
Se atoms, ΔE indicates the total energy difference from the optimized structure,
ΔE/atom indicates the energy difference per atom from the optimized structure,
bulk holes indicates the percentage of hole states with IPR >0.25, bulk electrons
indicates the percentage of electron states with IPR >0.5.

tion accompanied by delocalization of the electron and hole densities, although both

systems contain undercoordinated Se atoms at the end of the optimization, which

localize hole charge and cause surface states. This is in qualitative agreement with a

previous tight-binding study,54 which observed that bright peaks emerged in the QD

spectrum after structural optimization.

The Cd38Se38 dot with no ligands tells a slightly more complicated story, with

the percentage of bulk electrons remaining low even after reorganization. Here, in

addition to undercoordinated Se atoms, we also observe the presence of undercoor-

dinated Cd atoms, due to the lack of ligands. These atoms have been previously

connected to electron traps in the ground state band structure.32,117 Usually these

undercoordinated Cd atoms would explain why the percentage of electron states on

the bulk is so low in this system, while it quickly reached near 100% in the systems

with ligands. However, the Löwdin charge breakdown in Fig. 3.6 for the optimized

structure indicates that only a few electron states have disproportionate charge on

undercoordinated Cd atoms, nowhere near the number necessary to explain the 63%

of localized electron states, suggesting another mechanism for electron trapping is

also at play.

As the surface reorganizes, not only do the number of undercoordinated Cd and Se

atoms decrease, but the reorganization introduces new trap states, namely a clashing
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Cycle UC Cd UC Se ∆E (eV) ∆E/atom (meV) Bulk holes Bulk electrons
0 0 10 43.35 105.2 N/A N/A
30 0 10 15.02 36.5 0.5% 0.0%
40 0 10 8.95 21.7 1.0% 1.0%
50 0 10 5.19 12.6 3.6% 12.2%
100 0 8 1.25 3.0 17.9% 26.0%
140 0 8 0.30 0.7 18.4% 65.8%
200 0 9 0.48 1.2 21.4% 85.2%
273 0 7 0.00 0.0 24.0% 87.2%

Table 3.2: Data for the Cd38Se38 dot with Me3PO. Cycle indicates the op-
timization cycle (with 0 being the crystal), UC Cd indicates the number of
undercoordinated Cd atoms, UC Se indicates the number of undercoordinated
Se atoms, ΔE indicates the total energy difference from the optimized structure,
ΔE/atom indicates the energy difference per atom from the optimized structure,
bulk holes indicates the percentage of hole states with IPR >0.25, bulk electrons
indicates the percentage of electron states with IPR >0.5.

Cycle UC Cd UC Se ∆E (eV) ∆E/atom (meV) Bulk holes Bulk electrons
0 10 10 23.22 305.5 N/A N/A
30 10 10 8.40 110.5 1.0% 0.0%
40 10 10 7.05 92.7 0.5% 3.1%
50 10 9 6.35 83.6 0.5% 18.4%
75 7 7 5.09 67.0 15.3% 21.4%
100 4 4 3.67 48.4 37.8% 25.5%
150 3 4 0.80 10.5 34.2% 39.8%
200 3 4 0.57 7.5 37.2% 37.8%
273 2 3 0.00 0.0 49.5% 36.7%

Table 3.3: Data for the Cd38Se38 dot with no ligands. Cycle indicates the
optimization cycle (with 0 being the crystal), UC Cd indicates the number of
undercoordinated Cd atoms, UC Se indicates the number of undercoordinated
Se atoms, ΔE indicates the total energy difference from the optimized structure,
ΔE/atom indicates the energy difference per atom from the optimized structure,
bulk holes indicates the percentage of hole states with IPR >0.25, bulk electrons
indicates the percentage of electron states with IPR >0.5.
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Cd-Cd pair and a clashing Se-Se pair. In chapter 2 we observed the counterintuitive

result that undercoordinated Se atoms can act as an electron trap, and we observe

this result again here, in addition to the result that Cd atoms can act as hole traps.

Careful analysis shows that this behavior is due to the clashing atoms—the Se-Se

clash acts as an electron trap, and the Cd-Cd clash acts as a hole trap—as shown in

Fig. 3.6. We have classified these clashing atoms as undercoordinated in Table 3.3,

as they are not coordinated to 3 or more opposite-type atoms. However, given their

effect, it makes sense to separate the two types of traps—in this system, we really

have 1 undercoordinated Se atom, 2 clashing Se atoms forming an electron trap, and

2 clashing Cd atoms forming a hole trap. It is not obvious why, given that there are

more hole traps in this system than electron traps, the percentage of holes on the bulk

would be greater than the percentage of electrons on the bulk. However, it appears

that the clashing Se-Se trap has a much stronger effect on electron localization than

the clashing Cd-Cd has on hole localization; there are nearly twice as many electron

states localized on the Se-Se pair as hole states localized on the Cd-Cd pair. It

would seem that the Se-Se trap is simply more effective than the Cd-Cd trap and

the undercoordinated Se atom, leading to less delocalization of the electron than the

hole.

These clashing features are quite remarkable, and have been largely underappre-

ciated in the literature. As far as we are aware, there have been no reports of clashing

Cd atoms causing a hole trap. In fact, previously the Cd-Cd bond motif was sug-

gested as a possible reason why electron traps on Cd atoms are rare, as this motif

introduces a way to reduce the number of undercoordinated Cd atoms on the sur-

face.113 In CdS quantum dots, the S-S disulfide bond has been suggested to act as a

surface trap, though it is assumed to be a hole trap.145 The only mention of Se-Se

clashing or bonded atoms forming an electron trap is in a recently published com-

putational work by Baturin et al.146 using structural enumeration to identify surface

defects that were present in very small CdSe clusters (≤ 30 atoms total) with no

ligands. They found one such trap in 225 clusters that they explored, and concluded

it was very rare. However, we see it in 2 of 4 of our optimized structures, suggesting
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Figure 3.6: Lowdin charge analysis for the Cd38Se38 dot with no ligands. Top
left: fraction of Lowdin charge for the electron state on the 2 undercoordinated
Cd atoms, which are clashing (purple). Bottom left: fraction of Lowdin charge
for the hole state on the 2 undercoordinated and clashing Cd atoms (purple).
Top right: fraction of Lowdin charge for the electron state on all 3 undercoor-
dinated Se atoms (blue) and on just the 2 clashing Se atoms (purple). Bottom
right: fraction of Lowdin charge for the hole state on all 3 undercoordinated Se
atoms (blue) and on just the 2 clashing Se atoms (purple). For all panels, the
dotted line indicates the fraction of Lowdin charge expected for an excitation
delocalized over all atoms (equal to 𝑁undercoordinated/𝑁atoms).
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that these clashing atom traps could be relatively common, underappreciated sources

of surface traps.

3.4 Conclusion

Here, we have explored the effects of surface reorganization on the presence of

surface defects in CdSe quantum dots, and the effect on the excited state spectrum.

We have found that surface reorganization, and the accompanying decrease in the

number of undercoordinated surface atoms, acts to delocalize the excited states of

CdSe, in a similar way that it opens the band gap for the ground state. We find that

this delocalization cannot be solely tied to the reduction in undercoordinated atoms,

as it occurs even for the excited electrons in systems with no undercoordinated Cd

atoms, or other electron traps. We have also found that, while surface reorganization

can reduce the number of defects on a quantum dot surface, it can also cause new

defects, such as clashing Cd-Cd or Se-Se pairs. This can introduce new trap states,

and limit the amount of delocalization that is possible for the excited states.

One interesting result we have found is that, for a given composition, many of the

structures reported above are thermally accessible to each other. This means that for a

QD at room temperature, it could easily sample configurations with different numbers

of traps and different spectral properties. Future work will explore thermal effects on

these systems, using molecular dynamics to efficiently generate thermally accessible

structures and investigating the ensemble behavior of the absorption spectrum. This

will have important implications for understanding how these trap states appear

in an experimental spectrum. It would also be instructive to study the structural

reorganization of core-shell quantum dots, where many trap states are attributed to

the interface, since the core atoms are fully passivated by the shell.
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Chapter 4

Electronic structure and surface

defects of CdSe/CdS core/shell

quantum dots

4.1 Introduction

Core/shell quantum dots (QDs) like CdSe/CdS have become a popular alternative

to core-only quantum dots, as they show significantly improved optical properties

compared to their core-only counterparts, such as high PLQY and reduced blinking.14

Core/shell QDs are comprised of a core of one type of material (such as CdSe), coated

with an inorganic shell of another material (such as CdS), typically with organic

ligands passivating the surface of the shell. The inorganic shell is able to passivate

both the anions (Se) and cations (Cd) in the core, leading to a reduced number of trap

states and enhanced performance. This has led to adoption of core/shell quantum

dots for many applications, such as displays and imaging.14

Depending on the alignment of the conduction band (CB) and valence band (VB)

of the core and the shell, the electron and hole could be confined to the core, confined

to the shell, or delocalized over both.15,21 In a type I core/shell QD, the VB of the

shell is lower energy than the VB of the core, so the hole is confined to the core, and
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the CB of the shell is higher energy than the CB of the core, so the electron is also

confined to the core. In a type II core/shell QD, the VB of the shell is lower energy

than the VB of the core, so the hole is located on the core, and the CB of the shell is

lower energy than the CB of the core, so the electron is located on the shell (or vice

versa, with the hole located on the shell and electron on the core). There is also an

intermediate case, termed quasi-type II, where the VB of the shell is lower than the

VB of the core, leading to a hole confined to the core, but the CB of the core and

shell are quasi-degenerate, leading to the electron delocalizing over the whole quantum

dot (or vice versa, with the hole delocalized and the electron confined). CdSe/CdS

typically behaves as a quasi-type II structure, although in some cases such as a large

core, it can be type I.64,65

The improvement in optical properties for core/shell quantum dots is believed to

originate from the presence of the inorganic shell.14 In core-only CdSe, we showed in

chapter 2 that surface traps are largely hole traps originating from undercoordinated

Se atoms that cannot be passivated by an organic ligand, as well as surface reorgani-

zation that leads to clashing Cd-Cd and Se-Se pairs as shown in chapter 3. In a type

I or quasi-type II core/shell QD, the hole is confined to the core of the quantum dot,

so the inorganic shell passivates all of the Se atoms on the surface of the core, and

the rigid structure of the shell prevents reorganization that could lead to geometric

defects in the core, such as clashing atom pairs. This leads to a reduction of sur-

face defect states on the core, and because Cd atoms on the surface of the shell are

typically passivated with an organic ligand, should result in nearly no surface states.

Despite their improved optical properties, core/shell quantum dots can still show

undesirable features such as blinking that could be caused by traps.20,66–68 In many

cases, these defects are attributed to the interface between the core and the shell,

where the core and shell materials can have large lattice mismatches, for example 13%

in CdSe/ZnS.21 However, in CdSe/CdS, the two materials have the same Wurtzite

crystal structure and the lattice mismatch is small (4%), and so defects have been

attributed to the surface of the shell.20

Previous theoretical work on core/shell quantum dots has been limited due to the
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large size of the systems. Most work has used tight binding methods18–20 to investigate

these systems for computational efficiency. Three studies investigated CdSe/CdS

passivated with pseudohydrogens with DFT using the local density approximation

(LDA), two reported that the structures are quasi-type II, with the LUMO delocalized

over the core and shell but the HOMO confined to the core,69,70 and another found

that zinc blende CdSe/CdS is type I, with the HOMO and LUMO confined to the

core.71 While some other work with a higher level of DFT has been conducted on

other types of core/shell quantum dots,147–149 we are not aware of any other DFT

studies on CdSe/CdS.

In this chapter, we investigate the electronic structure of CdSe/CdS quantum dots

with density functional theory, paying particular attention to the source of traps and

defects, as well as the band alignment and location of the conduction and valence

bands. We find that surface hole traps are prevalent on all of the structures studied,

indicating that simply passivating the core Se atoms is not sufficient to eliminate

hole traps in CdSe/CdS. In addition, we find that the QDs studied here are “double”

quasi-type II heterostructures, indicating that both the valence and conduction bands

are deloclized over the core and the shell. However, both the valence and conduction

bands are located on half of the QD, usually next to a S and Cd facet, respectively.

4.2 Methods

4.2.1 Initial structures

For all quantum dots, the initial structure was carved from the bulk wurtzite

CdSe crystal. Given a total radius for the core/shell QD, we carve a spherical CdSe

quantum dot with this radius out of the bulk CdSe, with the center of the dot at

the center of the Cd6Se6 hexagonal cage. We then trim any singly-coordinated atoms

from the surface, and replace any Se atoms in the area between the core radius and

the total radius with S, to create a CdSe/CdS core/shell structure.

Using this procedure, we obtain a series of CdSe/CdS QDs with varying core
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and shell sizes. We study one series of CdSe/CdS with increasing core size and the

minimum amount of shell to fully passivate the surface of the core: Cd33Se33/Cd57S57,

Cd48Se48/Cd90S90, and Cd63Se63/Cd101S101. In the unoptimized crystal structure, this

corresponds to approximately 1.3 nm diameter core with 1.5 Å thick shell, 1.5 nm

diameter core with 1.7 Å thick shell, and 1.7 nm diameter core with 1.2 Å thick shell.

We also study one series of CdSe/CdS with constant core size and increasing shell size:

Cd33Se33/Cd57S57, Cd33Se33/Cd87S87, and Cd33Se33/Cd105S105. In the unoptimized

crystal structure, this corresponds to 1.3 nm diameter core, with shell thickness of

1.5 Å, 2.3 Å, and 2.7 Å. For both of these series, we explore the role of surface ligands

by studying each QD with and without MeNH2 ligands. We also explore the effect

of passivating the surface Cd and S by studying HCl and HF ligands on the smallest

QD, Cd33Se33/Cd57S57. For the HF and HCl ligands, H is bound to S and F or Cl is

bound to Cd.

4.2.2 Geometry optimization

The geometries of all quantum dots were optimized in CP2K,150 using the PBE

functional137 with norm-conserving Goedecker–Teter–Hutter (GTH) pseudopoten-

tials.151 CP2K uses combined Gaussian and plane wave basis sets; Cd, Se, and S

atoms used the basis DZVP-MOLOPT-SR-GTH, while ligand atoms used DZVP-

MOLOPT-GTH.152 We used a plane wave cutoff of 400 Ry and a relative cutoff of 60

Ry. We used a cubic simulation box with length 30 Å in all directions for structures

with no ligands and length 50 Å in all directions for structures with ligands. We did

not use periodic boundary conditions.

4.2.3 Ground state DFT calculations

All ground state electronic structure calculations were performed with DFT us-

ing the PBE0 functional120 and LANL2DZ basis set138–141 in the QChem software

package.136

The band structure, or density of states (DOS), can be calculated from the orbital
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energies (𝐸orb):

DOS =
∑︁
𝑖

1√
2𝜋𝜎2

exp

(︂
−(𝐸 − 𝐸orb,𝑖)

2

2𝜎2

)︂
(4.1)

With a broadening parameter of 𝜎 =100 meV. The density of states can be broken

down to show the contribution of each atom to each orbital, which is called the

projected density of states (PDOS). First, the molecular orbitals are symmetrically

orthonormalized, using the expression:

𝐶norm = 𝑆− 1
2𝐶 (4.2)

Where 𝐶 is the unnormalized MO coefficient matrix, and 𝑆 is the overlap matrix.

Then, each molecular orbital 𝜓 can be expanded in the atomic orbital basis using the

following expression:

𝜓𝑘 =
∑︁
𝑖∈core

𝛼𝑖𝑘𝜒𝑖 +
∑︁

𝑗∈shell

𝛽𝑗𝑘𝜒𝑗 (4.3)

Where 𝜒𝑖 is an atomic orbital associated with the core, 𝜒𝑗 is an atomic orbital

associated with the shell, 𝛼𝑖𝑘 is the contribution of MO 𝑘 due to core atomic orbital

𝜒𝑖, and 𝛽𝑗𝑘 is the contribution of MO 𝑘 due to shell atomic orbital 𝜒𝑗.

The total fraction of MO 𝑘 on the core atoms is then given by

𝛼𝑘 =
∑︁
𝑖∈core

𝛼2
𝑖𝑘 (4.4)

and the fraction on the shell is given by

𝛽𝑘 =
∑︁

𝑗∈shell

𝛽2
𝑗𝑘 (4.5)

Then, the PDOS is calculated by weighing the DOS by 𝛼 or 𝛽:

PDOScore =
∑︁
𝑘

𝛼𝑘√
2𝜋𝜎2

exp

(︂
−(𝐸 − 𝐸orb,𝑘)2

2𝜎2

)︂
(4.6)
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PDOSshell =
∑︁
𝑘

𝛽𝑘√
2𝜋𝜎2

exp

(︂
−(𝐸 − 𝐸orb,𝑘)2

2𝜎2

)︂
(4.7)

While equations 4.3–4.7 are written in terms of core and shell atoms, they can be

generalized to a breakdown across any number of different ways of partitioning the

atoms.

4.2.4 Inverse Participation Ratio

We use the inverse participation ratio (IPR) to measure the delocalization of the

orbitals in the density of states. First, we conduct a Löwdin charge analysis for each

orbital to obtain a set of charges on each atom for that orbital. The Löwdin charge of

an orbital will add to 2, because each orbital contains (or, for virtual orbitals, could

contain) 2 electrons. We normalize the Löwdin charge so that it adds to 1 for each

orbital.

We then use these charges to calculate the IPR for each orbital:

IPR =
1

𝑁
∑︀

𝐴(𝑞𝐴)2
(4.8)

Where 𝑁 is the number of atoms and 𝑞𝐴 is the normalized Löwdin charge on atom 𝐴

for the orbital in question. The IPR is defined such that, for a completely delocalized

orbital, 𝑞 = 1
𝑁

for all atoms, and the IPR = 1. However, for an orbital fully localized

on one atom, 𝑞 = 1 for that atom and 0 for all others, and the IPR will be equal to 1
𝑁

.

Thus, the IPR gives us one number for each orbital that can be used to distinguish

localized (surface) states from delocalized (bulk) states. Because delocalization in

core/shell dots can be complicated—for example, you could have an orbital delocalized

over all of the core atoms, all of the shell atoms, or the whole QD, each of which would

give a different IPR—we do not choose a particular cutoff to define a surface vs. bulk

state. Instead, we use the IPR in conjunction with the PDOS and orbital visualization

to determine the character of the orbitals.
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4.3 Results and discussion

4.3.1 Surface structure

Tables 4.1–4.3 show the number of different types of defects for each structure

studied here. Cd defect refers to a Cd atom that is undercoordinated, clashing, or

both, and S defect refers to an S atom that is undercoordinated, clashing, or both.

To determine undercoordinated atoms we used a bond length cutoff of 3.1 Å and to

determine clashing atoms we used a bond length cutoff of 3.0 Å, both chosen based

on histograms of interatomic distances as described in appendix A. In general, we

see the same behavior as in chapter 2, that putting ligands on Cd and relaxing the

structure is not sufficient to eliminate undercoordinated S atoms. In addition, we see

a similar trend to that in chapter 3, where the presence of ligands in the optimization

leads to less reorganization, evidenced by the increased number of undercoordinated

S atoms for the structures with methylamine ligands. Notably, the structures with

HCl and HF ligands show none of the defects identified in chapters 2 and 3.

It is important to note that for the structures with methylamine, nearly every

structure had ligands detach from surface Cd atoms that are bound to 3 S atoms over

the course of the optimization, leaving behind a 3-coordinate Cd. We find that these

detached ligands do not contribute trap states and that their orbitals are buried deep

within the valence and conduction bands, and thus we simply ignore them in this

analysis. For the two methylamine structures where there is one undercoordinated

Cd atom, this is due to the atom detaching from an S rather than a ligand falling off.

4.3.2 Surface traps

Fig. 4.1 shows the projected density of states and orbital IPR for the QD series

with increasing shell size (Cd33Se33/Cd57S57, Cd33Se33/Cd87S87, and Cd33Se33/Cd105S105)

and Fig. 4.2 shows the same for the series with increasing core size (Cd48Se48/Cd90S90

and Cd63Se63/Cd101S101) with no ligands. The PDOS is broken down across several

different types of atoms—core atoms, shell atoms that aren’t associated with surface
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Structure Cd UC S UC Cd clash S clash Cd defect S defect
Cd33Se33/Cd57S57 18 18 12 12 18 18
Cd33Se33/Cd87S87 8 9 6 6 8 9
Cd33Se33/Cd105S105 3 3 0 0 3 3
Cd48Se48/Cd90S90 3 3 0 0 3 3
Cd63Se63/Cd101S101 8 5 0 0 8 5

Table 4.1: Number and type of defects in core/shell QDs with no ligands. Cd (S)
UC refers to the number of undercoordinated Cd (S) atoms, Cd (S) clash refers
to the number of clashing Cd (S) atoms, and Cd (S) defect refer to the total
number of Cd (S) atoms that are undercoordinated and/or clashing. For these
structures, all the clashing atoms are also undercoordinated, so the number of
defects is just equal to the number of undercoordinated atoms.

Structure Cd UC S UC Cd clash S clash Cd defect S defect
Cd33Se33/Cd57S57 1 17 12 12 12 17
Cd33Se33/Cd87S87 1 11 8 8 8 11
Cd33Se33/Cd105S105 0 5 0 0 0 5
Cd48Se48/Cd90S90 0 8 0 0 0 8
Cd63Se63/Cd101S101 0 11 0 0 0 11

Table 4.2: Number and type of defects in core/shell QDs with methylamine
ligands. Cd (S) UC refers to the number of undercoordinated Cd (S) atoms,
Cd (S) clash refers to the number of clashing Cd (S) atoms, and Cd (S) defect
refer to the total number of Cd (S) atoms that are undercoordinated and/or
clashing. For these structures, all of the undercoordinated Cd are also clashing,
so the number of Cd defects is equal to the number of clashing Cd atoms. In
addition, all of the clashing S atoms are also undercoordinated, so the number
of S defects is equal to the number of undercoordinated S atoms.

defects, Cd defects, and S defects. In general, we see that all of these structures’

density of states are dominated by traps at the valence band edge, but do not show

mid-gap traps separated from the valence band. We see that defects associated with

S atoms cause a number of peaks at the valence band edge, in addition to a few peaks

deep in the conduction band; further breakdown by type of trap indicates that, con-

sistent with our previous reports, undercoordinated S atoms cause the traps in the

valence band, while clashing S-S pairs cause the traps deep in the conduction band.

In addition, we see that defects associated with Cd atoms cause a number of peaks

in both the valence band and conduction band. Further breakdown based on type

of trap reveals that the peaks in the valence band are due to clashing Cd-Cd pairs,

while both undercoordinated and clashing Cd atoms contribute to the peaks in the
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Ligand Cd UC S UC Cd clash S clash Cd defect S defect
HCl 0 0 0 0 0 0
HF 0 0 0 0 0 0

Table 4.3: Number and type of defects in Cd33Se33/Cd57S57 with HF and HCl
ligands. Cd (S) UC refers to the number of undercoordinated Cd (S) atoms, Cd
(S) clash refers to the number of clashing Cd (S) atoms, and Cd (S) defect refer
to the total number of Cd (S) atoms that are undercoordinated and/or clashing.

conduction band. Inspection of the IPR reveals that none of the conduction band

edge orbitals are strongly localized, and visual inspection confirms that these orbitals

are quite delocalized, suggesting this contribution from Cd defects is not indicative

of the presence of trap orbitals at the conduction band edge. The nature of the con-

duction band orbitals will be discussed further in the next section, but the absence

of electron traps despite the presence of 2-coordinate Cd atoms has been reported

before.35

Figs. 4.3–4.4 show the PDOS for the same QDs but with methylamine ligands on

the surface Cd atoms. Ligands tend to increase the HOMO–LUMO gap, although not

always, notably for the smallest Cd33Se33/Cd57S57 dot the ligands slightly decrease

the value of the HOMO–LUMO gap. It would appear that the ligands lower the

energy of S-related hole traps, but raise the energy of Cd-related hole traps. The

Cd-related hole traps are all due to clashing Cd-Cd pairs, and it would make sense

that adding a ligand to these clashing Cd atoms would increase the energy of that

trap due to steric repulsion. The mechanism of lowering the S-related trap energy

is unclear, although it has been reported that ligands can shield the surface from

the vacuum and stabilize the energy of surface atoms.32 This could be at play here.

However, while ligands decrease the energy of most of the hole traps, they do not

eliminate them, likely because they are not bound to the S atoms that cause the

majority of hole traps.

Interestingly, while some of these traps are caused by previously-identified sur-

face features like undercoordinated and clashing atoms, the IPR reveals that there

are a number of localized trap states at the valence band edge whose source is not

accounted for. Visual inspection of the QD orbitals reveals the presence of highly
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a) b) c)

d) e) f)

LUMOLUMOLUMO

Figure 4.1: Projected density of states (PDOS) and orbital inverse participation
ratio (IPR) for the series with constant core and increasing shell size, with no
ligands. PDOS is broken down over core atoms (blue), shell atoms that are not
associated with defects (red), Cd defects (green), S defects (orange), and all
atoms (black). a) PDOS for Cd33Se33/Cd57S57 b) PDOS for Cd33Se33/Cd87S87
c) PDOS for Cd33Se33/Cd105S105 d) IPR for Cd33Se33/Cd57S57 e) IPR for
Cd33Se33/Cd87S87 f) IPR for Cd33Se33/Cd105S105.

78



a) b)

c) d)

LUMOLUMO

Figure 4.2: Projected density of states (PDOS) and orbital inverse participa-
tion ratio (IPR) for the series with increasing core size and approximately con-
stant shell thickness, with no ligands. PDOS is broken down over core atoms
(blue), shell atoms that are not associated with defects (red), Cd defects (green),
S defects (orange), and all atoms (black). a) PDOS for Cd48Se48/Cd90S90
b) PDOS for Cd63Se63/Cd101S101 c) IPR for Cd48Se48/Cd90S90 d) IPR for
Cd63Se63/Cd101S101. Compare to the smallest core size, Cd33Se33/Cd57S57, in
Fig. 4.1a and d.
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a) b) c)

d) e) f)

LUMOLUMOLUMO

Figure 4.3: Projected density of states (PDOS) and orbital inverse participa-
tion ratio (IPR) for the series with constant core and increasing shell size, with
MeNH2 ligands. PDOS is broken down over core atoms (blue), shell atoms
that are not associated with defects (red), Cd defects (green), S defects (or-
ange), ligands (purple), and all atoms (black). a) PDOS for Cd33Se33/Cd57S57
b) PDOS for Cd33Se33/Cd87S87 c) PDOS for Cd33Se33/Cd105S105 d) IPR for
Cd33Se33/Cd57S57 e) IPR for Cd33Se33/Cd87S87 f) IPR for Cd33Se33/Cd105S105.
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a) b)

c) d)

LUMOLUMO

Figure 4.4: Projected density of states (PDOS) and orbital inverse partici-
pation ratio (IPR) for the series with increasing core size and approximately
constant shell thickness, with MeNH2 ligands. PDOS is broken down over
core atoms (blue), shell atoms that are not associated with defects (red), Cd
defects (green), S defects (orange), ligands (purple), and all atoms (black).
a) PDOS for Cd48Se48/Cd90S90 b) PDOS for Cd63Se63/Cd101S101 c) IPR for
Cd48Se48/Cd90S90 d) IPR for Cd63Se63/Cd101S101. Compare to the smallest
core size, Cd33Se33/Cd57S57, in Fig. 4.3a and d.
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a) b)

c) d)

LUMOLUMO

Figure 4.5: Projected density of states (PDOS) and orbital inverse participation
ratio (IPR) for Cd33Se33/Cd57S57 with HX ligands. PDOS is broken down over
core atoms (blue), shell atoms (red), chalcogenide ligands (purple), H ligands
(magenta), and all atoms (black). There are no defect atoms in these structures.
a) PDOS for Cd33Se33/Cd57S57 with HF b) PDOS for Cd33Se33/Cd57S57 with
HCl c) IPR for Cd33Se33/Cd57S57 with HF d) IPR for Cd33Se33/Cd57S57 with
HCl. Compare to Cd33Se33/Cd57S57 with no ligands in Fig. 4.1a and d, and
Cd33Se33/Cd57S57 with MeNH2 ligands in Cd33Se33/Cd57S57 in Fig. 4.3a and
d.
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localized traps on some 3-coordinate surface S atoms in every structure except for

Cd33Se33/Cd57S57, which can be seen for Cd33Se33/Cd87S87 with methylamine ligands

in Fig. 4.7a. We also see relatively delocalized trap states located on the S-rich

facets of our QDs, which can be seen for Cd33Se33/Cd87S87 with methylamine ligands

in Fig. 4.7b. These traps are similar to those hypothesized by Lei et al. for their

S-rich CdSe/CdS dot-in-nanoplatlet heterostructures.145 Cui et al. reported for CdSe

core-only dots that while undercoordinated atoms were a good predictor of hole trap

location, the real mechanism behind formation of hole traps is high nucleophilicity of

surface atoms.60 They found that undercoordination is correlated with nucleophilic-

ity, but not equivalent. It could be that these S atoms, while not 2-coordinate, are

highly nucleophilic for some reason; this would be a fruitful line of inquiry for a future

work.

For CdSe core-only dots, it has been shown that using carboxylic acid ligands,

with the proton on Se and the carboxylate group on Cd, removed the presence of

surface hole traps from the TDDFT spectrum.57 We explored this route, but for

computational efficiency we used HCl and HF ligands, as Cl ions have also been

shown to be effective ligands for CdSe.35,37 These results are shown in Fig. 4.5.

However, here we see new traps introduced by the highly electronegative Cl and F

ions, suggesting that the organic nature of the carboxylate group was important to

those findings. The presence of hole traps on Cl and F in HCl and HF passivated

core-only CdSe has been reported before, and attributed to the fact that these atoms

are more nucleophilic than Se, causing the hole to localize on these atoms instead of

Se.60 This is consistent with our observations here, that the nucleophilic Cl and F ions

replace the S atoms as the primary source of hole traps, as we notice that the band

structure is generally much cleaner than the bare and MeNH2 passivated structures.

In the HCl and HF passivated structures we do not see the presence of any S defect

atoms, and the especially clean band structure for HF passivated CdSe/CdS suggests

the absence of the delocalized hole traps on 3-coordinate S atoms for this system.

The prevalence of these surface traps is somewhat surprising, as core/shell quan-

tum dots have been reported to have significantly improved optical properties com-
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pared to core-only quantum dots.36 However, despite this improvement, core/shell

CdSe/CdS still shows blinking and other behaviors that are often caused by trap

states, and surface states have been hypothesized to be the culprit, given the relatively

small lattice offset between CdSe and CdS.20 Sowers et al. found that CdSe/CdS

core/shell QDs with S-rich surfaces produced mid-gap and valence band edge hole

traps using density functional tight binding theory, in agreement with their experi-

ments on S-rich CdSe/CdS.20 Lei et al. suggested based on experimental evidence

that CdSe/CdS dot/platlet nanostructures also showed a continuum of delocalized

trap states on S-rich facets of the shell.145 Our findings here support these hypothe-

ses, and suggest that CdSe/CdS core/shell quantum dots are affected by the same

pervasive and difficult to remove surface states that plague CdSe core-only dots.

4.3.3 Bulk states

The blue and red lines in Figs. 4.1–4.5 represent the contribution to the DOS

from the core and non-defect shell atoms, respectively. CdSe/CdS is believed to be a

quasi-type II heterostructure, with the hole (valence band) located on the CdSe core

and the electron (conduction band) delocalized over the core and shell.15,65 We see

that the LUMO, as well as most of the conduction band, is delocalized over both the

core and shell, as would be expected. However, in every structure, we see that the

shell PDOS dominates the valence band (or, in the case of the HX ligands, contributes

equally), instead of the core dominating as would be predicted based on experiments

and effective mass theory.

In order to better determine the character of the bulk QD states, we visualized

the orbitals for each structure. From the PDOS, the character of the conduction band

was clear—delocalized over the core and the shell. Upon visualization we can confirm

that for every structure, the LUMO through LUMO+3 are delocalized over the core

and the shell, and the LUMO displays the classic S-like envelope function while the

LUMO+1 and LUMO+2 (and usually the LUMO+3, although not always) display

the classic P-like envelope function. We therefore conclude that for every system, the

LUMO is the conduction band minimum (CBM). However, surprisingly, we find that
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for almost every case these unoccupied orbitals are located on half of the QD, rather

than symmetrically delocalized over the whole structure. For every structure except

Cd33Se33/Cd57S57 with and without ligands and Cd63Se63/Cd101S101 with ligands, the

LUMO through LUMO+3 are located on the half of the QD closest to a large Cd-rich

facet.

In Cd63Se63/Cd101S101 with ligands, the LUMO through LUMO+3 are symmet-

rically delocalized over the whole QD. Cd63Se63/Cd101S101 has only very small Cd-

and S-rich facets consisting of a few atoms, whereas the other structures have large

Cd- and S-rich facets. This suggests that the near-absence of these facets in combi-

nation with ligand passivation facilitates delocalization of the conduction band over

the whole QD structure. For Cd33Se33/Cd57S57 with and without ligands, we do see

the half-dot nature of the conduction band orbitals, however they are located on a

formally S-rich facet. For these structures, the edge of the S-rich facet features nearly

all of the Cd defect atoms, suggesting that the unoccupied orbitals in this system

localized on the side of the dot with Cd defects, rather than the side with a clean Cd-

rich facet. We see a similar effect in Cd63Se63/Cd101S101 without ligands, where the

majority of the electron density in the LUMO through LUMO+4 is evenly delocalized

on a Cd-rich facet, but there is significant electron density on the Cd defect atoms

that distorts the shape of the envelope functions. These observations explain the

strong contribution of Cd defect atoms in the conduction band of Cd33Se33/Cd57S57

with and without ligands and Cd63Se63/Cd101S101 without ligands; the conduction

band is a delocalized bulk state, as evidenced both by the IPR and visualization,

however it is delocalized on the part of the QD where the Cd defects are, so they con-

tribute disproportionately to the CB despite not creating a trap state. For the other

structures, Cd defect contribution to the CB seems to arise from a similar situation,

that the CB is delocalized over Cd defects near to the Cd-facet, indicating simply

that these atoms are contributing to a delocalized bulk state rather than localizing a

trap.

Turning to the valence band, based on the PDOS we would conclude that the

VBM is located on the shell. As mentioned in the previous section on surface traps,
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a) b)

Figure 4.6: Selection of representative unoccupied orbitals for Cd33Se33/Cd87S87
with methylamine ligands. a) LUMO (S-like) b) LUMO+1 (P-like). The atom
colors are: Cd=cyan, Se=orange, S=yellow, C=black, N=blue, H=white.

there are a large number of surface trap states at the valence band edge in all systems.

Many of these localized surface traps are associated with 3-coordinate S atoms that

we have classified here as part of the shell, rather than as a defect. In addition, many

trap states associated with S defects are also delocalized onto nearby shell atoms.

Both of these effects would cause an apparent contribution of shell atoms to the

PDOS near the valence band edge, despite these orbitals actually being traps and

not indicative of the character of the bulk state. The IPR can tell us if a state is

localized or delocalized, but cannot reveal any information about where the orbital

is located, making it of limited use for distinguishing delocalized trap states from

a “bulk” orbital on the core or half of the QD. It is thus very difficult to identify

the valence band maximum (VBM) from the PDOS or IPR due to the continuum

of both localized and delocalized trap states at the valence band edge. It is also

difficult to visually identify the VBM, as it not clear what the nature of the valence

band maximum should be—traditionally it is believed to be delocalized over the core

atoms only, however from the PDOS it would appear that there is likely at least some

delocalization onto the shell, or that the valence band maximum could be in the shell
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only. Further, the half-dot nature of the conduction band would suggest that the

valence band maximum could also be half-dot, located perhaps near the S-rich facet.

Therefore, we rely on a combination of visual identification, IPR, and the band gap

to identify the valence band maximum.

In Fig. 4.7, we show a selection of representative occupied orbitals for Cd33Se33/Cd87S87

with MeNH2 ligands, and use these as a case study, because these types of orbitals are

common to all the structures studied here. We do not see any orbitals located solely

on the core, all of the occupied orbitals are either all in the shell or delocalized over

the core and the shell. Fig. 4.7a shows a clear localized trap orbital on 3-coordinate

S atoms, with a very low IPR of 0.02, nearly no electron density in the core, and

giving a band gap of 2.29 eV. Fig. 4.7b shows an orbital that is lower in energy,

which is located on the same area as the trap orbital and is nearly all in the shell but

is significantly more delocalized in nature, giving a band gap of 2.69 eV. Fig. 4.7c

shows the first “half-dot” orbital; it is located on the S-rich facet of the QD, but is

the first orbital with an IPR > 0.1 and has about 30% of electron density in the core

(for comparison, about 28% of QD atoms are in the core for this system), and gives

a band gap of 3.34 eV. Fig. 4.7d shows the first mostly delocalized orbital, which is

relatively symmetrically delocalized over the core and the shell (27% of density on

the core), although the majority of the density is located on the side with the S-rich

facet, giving a band gap of 3.59 eV. Fig. 4.7e shows the first fully delocalized orbital,

which is the first orbital with an IPR > 0.3, and is clearly symmetrically delocalized

over the entire QD, with 30% of electron density in the core and giving a band gap of

3.89 eV. This gradual transition from trap orbital to fully delocalized orbital makes

it difficult to assign the valence band maximum, as choosing any one of these would

reflect prior bias—if we believe the orbital should be delocalized over the core and

shell symmetrically, we would pick orbital 4.7e, if we think the orbital should be half-

dot like the LUMO, we would pick 4.7c, if we think it would be only in the shell, we

would pick 4.7b.

One more promising way to identify the VBM would be using the band gap.

Our previous calculations yield a band gap of 3.5 eV for Cd33Se33 with methylamine
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Figure 4.7: Selection of representative occupied orbitals for Cd33Se33/Cd87S87
with methylamine ligands. a) HOMO-3 b) HOMO-8 c) HOMO-22 d) HOMO-36
e) HOMO-67. The structures are in the same spatial orientation as Fig. 4.6.
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ligands. CdSe/CdS core/shell quantum dots have been shown to undergo redshift

of the band gap in the presence of a shell and with increasing shell size.15 However,

the magnitude of this redshift varies, with some reports of similarly sized CdSe/CdS

quantum dots undergoing a red shift of about 0.1 eV with 0.6 monolayers of CdS shell

(about 1.95 Å) and up to 0.3 eV with 2 monolayers (about 6.5 Å),153 while another

report showed a red shift of only 0.02 eV with a 4.1 Å shell, and a red shift of 0.17 eV

with a shell of 12.9 Å.154 Our Cd33Se33/Cd87S87 structure has a similarly sized core

to these structures and a shell thickness of about 2.3 Å. Given these experimental

reports, and our previous finding of a band gap of 3.5 eV for Cd33Se33, we can conclude

that we would expect the band gap of Cd33Se33/Cd87S87 to be around 3.5 eV–3.2 eV.

This means that our shell-only orbitals yield too small a band gap to be the VBM,

and would suggest that Fig. 4.7c represents the VBM in this system. When the

orbitals form a near-continuum, choosing one to be the VBM is fraught, but nearly

all of the orbitals close in energy to this one are very similar shape and character, so

it is reasonable to conclude that if this orbital is not the VBM, the VBM is similar

to this one. These results suggest that the valence band maximum is delocalized over

the core and the shell; overall, 28 % of atoms are in the core, and based on the PDOS

analysis, this orbital has 30% of electron density in the core. However, the VBM is

located only on half of the QD, and orbitals deeper in the VB are either half-dot or

delocalized over the whole dot. Notably, the VBM is on the side of the dot opposite

to the CBM; this is true for every dot studied here.

There are a few potential explanations for this finding that the valence band

maximum is delocalized over the core and shell. The first is that these QDs are smaller

than would typically be used in experiment, which can affect the band alignment.

For example, CdSe/CdS QDs with small cores have been found to be quasi-type II

heterostructures, but those with larger cores have been found to be type I.15,64,65

These findings are for dots larger than those studied here, and it is possible that for

these very small QDs, the valence band of the core and shell become close enough in

energy to support a delocalized hole state. Another potential explanation is that the

large number of trap states associated with the surface of the shell hybridize with the
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bulk orbitals, bringing the energy of shell orbitals closer to the valence band edge and

allowing them to contribute to the bulk state. Sowers et al.20 also make this argument

to support their finding that the HOMO in their CdSe/CdS system is located on a

S-rich facet instead of in the core. Given the transition from trap orbital in Fig. 4.7a

to potential valence band maximum in Fig. 4.7c, as well as the much lower valence

band onset in the HF passivated QD where the F atoms cause traps instead of S, it

seems that this could be a likely possibility.

The finding that the CBM and VBM are located on half the dot has been reported

before in the computational literature, with Sowers et al.20 finding the HOMO and

LUMO in their CdSe/CdS system to be located on opposite sides of the QD surface,

and Kilina et al.147 reporting that their LUMO was delocalized but only on one side of

a CdSe/ZnS dot. The finding that the CBM and VBM are always on opposite sides of

the QD is interesting. The VB orbitals typically arise due to anion (Se or S) orbitals

and the CB orbitals arise due to cation (Cd) orbitals,14 so it is not so surprising that

if they are localizing on half the dot, the CB would localize on the Cd-rich side and

the VB would localize on the S-rich side. However, the mechanism driving the CB

to localize on half the dot is not clear, except for in Cd33Se33/Cd57S57 where the CB

is located near Cd defects. In any case, the majority of the argument for the quasi-

type II band alignment in CdSe/CdS comes from two pieces of evidence: the band

gap red shifts upon shell growth, and the carrier overlap decreases with increasing

shell growth.15,64,65,155 Both of these properties would be retained in our scenario,

where the electron and hole are located on opposite halves of the dot; the band gap

should still red shift with increasing shell size since the carriers are delocalized into

the shell, and their overlap should decrease with increasing shell size because they

are located on opposite sides of the QD. That would make this model a compelling

alternative to the effective mass model of core/shell QDs. On the other hand, one

experimental study has shown directly that the hole is in fact confined to the core by

adding hole and electron quenching ligands to the surface, and finding no change in

the spectroscopic properties in the presence of hole quenching ligands, but significant

decrease in quantum yield and emission in the presence of electron quenching ligands;
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this indicates that the hole does not have access to the surface of the QD.156 However,

given the variability in band alignment between type I and quasi-type II, it is not

infeasible that in some cases the hole is in fact confined to the core, while in others

it is on half the dot.

4.4 Conclusion

In this chapter we have investigated the electronic structure of CdSe/CdS quantum

dots using DFT. We found that, for all QDs studied here, the valence band edge is

dominated by localized trap states, some of which are associated with previously

identified defects but some of which are localized on seemingly ordinary atoms. We

found that these trap states seem to hybridize with the bulk states, leading to the

valence band being delocalized over the core and the shell but located on half of

the dot, instead of a symmetric orbital located on the core as would be expected

for a quasi-type II structure. We also find that the conduction band minimum is

delocalized over the core and the shell on half of the dot, and that the CBM and VBM

are located on opposite sides of the QD. We studied the effects of increasing the core

keeping the shell thickness approximately constant, increasing the shell keeping the

core constant, and the effect of ligands. We found that for each of these scenarios,

the above conclusions hold, with the exception of Cd63Se63/Cd101S101 with MeNH2

ligands, where the CB is delocalized symmetrically over the whole QD.

These findings have a number of important implications. The prevalence of traps

in every structure suggests that understanding and controlling the surface chemistry

of CdSe/CdS is important for producing QDs with good optical properties; this is in

agreement with experimental work suggesting that often a very thick shell is required

to separate the hole from the surface.38 It also suggests that the presence or absence

of traps could change the location of the VBM, which is important to understand

when choosing CdSe/CdS for applications where it is important for the hole to be

confined within the core. The finding that the presence of surface traps can influence

the location of the VBM (and potentially CBM) also highlights the importance of
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atomistic simulations for these systems, as these properties could not arise out of a

simple effective mass model. Overall, this work advances our understanding of the

importance of surface chemistry to CdSe/CdS core/shell dots.

Future work will focus on studying a system that has no traps, such as CdSe/CdS

capped with CdX2 ligands, which has shown to produce trap-free structures for core-

only CdSe QDs,35 or a CdSe/CdS structure with a very thick shell.38 This will help us

elucidate the location of the valence band in these systems, without the added com-

plication of surface traps. We will also investigate other systems such as CdSe/ZnS,

which is a type I heterostructure, to see if the conclusions here transfer to other

systems.
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Chapter 5

Investigation of External Quantum

Efficiency Roll-Off in OLEDs Using

the Mean Field Steady State Kinetic

Model

The basis of this chapter is published as:

Alexandra R. McIsaac, Valerie Vaissier Welborn, Markus Einzinger, Nadav Geva,

Hayley Weir, Marc A. Baldo, and Troy Van Voorhis. Investigation of External Quan-

tum Efficiency Roll-Off in OLEDs Using the Mean-Field Steady-State Kinetic Model.

J. Phys. Chem. C, 124(27):14424–14431, July 2020.

5.1 Introduction

Organic light-emitting diodes (OLEDs) have been widely adopted for display pur-

poses, and are promising candidates for applications in organic lasing73–79 and solid-

state lighting.80–86 However, these applications require devices that operate at higher

brightness and current density than is needed for displays. This represents a tech-

nological challenge because this operating regime in OLEDs is limited by efficiency

“roll-off” or “droop,” a phenomenon where the external quantum efficiency decreases
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with increasing current density.72 Identifying a device’s roll-off mechanism would help

overcome this challenge and facilitate rational design for performance improvement.

Much work has been done in this context, both experimental and theoretical. Exper-

imental studies deduce the mechanism by fitting phenomenological kinetic models to

time-resolved photoluminescent data. Kinetic Monte Carlo is the typical theoretical

tool for modeling this type of problem, as it allows for molecular-scale simulations

of OLED devices.93–95 Of the many causes of efficiency roll-off that have been pro-

posed, the two most prominent mechanisms are exciton-exciton annihilation (EEA)

and exciton-charge annihilation (ECA), the relative importance of which is highly

debated.72 This debate stems from finding different dominant mechanisms, both the-

oretically96–99 and experimentally,87–92 for different types of OLEDs, suggesting that

it could be device-dependent.

Theoretical approaches have the undeniable advantage of allowing the decoupling

of the various mechanisms suspected to govern OLED performance. Although ki-

netic Monte Carlo models incorporate the microscopic details that are required to

understand the physics of efficiency roll-off,93,98,158 their applicability is limited by

their high computational cost. Therefore, a microscopic model that is fast enough to

study the large number of different OLEDs and ways they can be modified would be

a powerful tool.

In this chapter we investigate device roll-off using a simple, fast model of OLED

photophysics, which can simulate an experimental roll-off curve in a matter of sec-

onds. We show that, in a pair of carefully designed devices, the mechanism of roll-off

can be tuned by modifying only the host material. Our model includes the key micro-

scopic rates that govern OLED performance (charge injection, recombination, light

emission, quenching) and includes nanoscale heterogeneity by using the mean field

steady-state (MFSS) formalism, which has been shown to give results comparable to

kinetic Monte Carlo at a fraction of the computational cost.100 Applying this model

to simulate two devices based on thermally activated delayed fluorescence (TADF)

that differ only in their emitting layer, we find that a single set of model rate con-

stants is able to reproduce both the external quantum efficiency roll-off curve and
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the photoluminescence quantum yield roll-off curve for a given device. Because of the

external heavy-atom effect, one of the devices has enhanced TADF, and the model

shows that this change in rate is sufficient to change the dominant roll-off process from

exciton-exciton annihilation to exciton-charge annihilation. This approach has great

promise for the future, both in terms of extracting microscopic rates from mesoscopic

OLED measurements and in terms of speeding up the rational design of OLEDs with

reduced roll-off.

5.2 Methods

5.2.1 Mean Field Steady State Picture

We model the emitting layer of an OLED as a two-dimensional lattice, where each

site is chosen to be about the size of the host molecule (Figure 5.1). Because the

emitting layer is really three-dimensional, each site represents an average over the

depth of the layer. Due to disorder in the emitting layer (for example, due to being

on a host vs guest site or due to the orientation of molecules in the layer), a given

process will happen at a different rate at each molecular site, which we account for

by giving each site a different rate constant (indicated by the different colors in the

right panel of Figure 5.1). Each site is assigned a rate constant from a log-normal

distribution characterized by mean ln(𝑘) and width 𝜎:

𝑃 (ln(𝑘)) =
1√

2𝜋𝜎2
exp

(︃
−(ln(𝑘) − ln(𝑘))2

2𝜎2

)︃
(5.1)

The log-normal distribution of rate constants was chosen as it corresponds to a Gaus-

sian distribution of energies at each site.

5.2.2 Kinetic Scheme

Each lattice site has a certain population of excitons (𝜖), charges (𝑐), and vacancies

(𝜑). A vacancy means that the site is empty. Assuming perfect charge balance
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Figure 5.1: Translating an OLED into a lattice model. Left: Diagram of an
OLED, with a hole transport layer (HTL), emitting layer (EML), electron trans-
port layer (ETL), as well as a cathode and anode. Center: Cartoon depiction of
the emitting layer of the OLED, with purple ovals and yellow circles depicting
the host/guest system. Right: A lattice model of the emitting layer. The colors
on the lattice indicate the rate constant, 𝑘, at each site.

(concentration of electrons and holes are equal), we consider a generic “charge,” which

could be an electron or a hole. Finally, excitons can be singlets or triplets. However,

since singlets radiate on a much faster time scale than triplets, this assumption is

equivalent to assuming there are only triplet excitons in the simulation. While it

would be preferable to distinguish between singlet and triplet excitons, this would add

extra parameters to our model, and cause complications due to the different radiative

timescales. Singlets do not generally participate in the annihilation steps that cause

roll-off,72 so neglecting them should not significantly change our conclusions. Figure

5.2 shows the processes that we consider, occurring in the emitting layer during an

electroluminescence experiment. All bimolecular processes occur between species on

neighboring sites.

Here we present an overview of our model. For a full derivation, see appendix C.

The steady-state rate equations for the populations of excitons, charges, and vacancies

at a given lattice site, call it site 𝑖, are:
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c c 𝜀
krec

k-rec
𝜙

𝜀kEEA𝜀 𝜀 𝜙

c kECA𝜀 c𝜙

ku𝜀 𝜙

𝜙 ckci

k-ci
Charge injection

Charge recombination

Unimolecular decay

Exciton-charge annihilation 

Exciton-exciton annihilation 

Figure 5.2: Processes considered in the lattice model. 𝜑 indicates a vacancy
(empty site), 𝑐 indicates a charge (electron or hole), and 𝜖 indicates an exciton.
Note that the bimolecular processes can occur only when the two species are on
neighboring sites.

d𝜖𝑖
d𝑡

= − 𝑘u𝜖𝑖 +
∑︁
𝑛𝑛

(𝑘rec𝑐𝑖𝑐𝑛𝑛 − 𝑘−rec𝜖𝑖𝜑𝑛𝑛 − 𝑘EEA,𝑖𝜖𝑖𝜖𝑛𝑛 − 𝑘ECA,𝑖𝜖𝑖𝑐𝑛𝑛) (5.2)

d𝑐𝑖
d𝑡

= 𝑘ci𝜑𝑖 − 𝑘−ci𝑐𝑖 +
∑︁
𝑛𝑛

(−2𝑘rec𝑐𝑖𝑐𝑛𝑛 + 𝑘−rec𝜖𝑖𝜑𝑛𝑛 + 𝑘−rec𝜑𝑖𝜖𝑛𝑛) (5.3)

d𝜑𝑖

d𝑡
= − 𝑘ci𝜑𝑖 + 𝑘−ci𝑐𝑖 + 𝑘u𝜖𝑖 +

∑︁
𝑛𝑛

(𝑘rec𝑐𝑖𝑐𝑛𝑛 − 𝑘−rec𝜑𝑖𝜖𝑛𝑛

+ 𝑘EEA,𝑖𝜖𝑖𝜖𝑛𝑛 + 𝑘ECA,𝑖𝜖𝑖𝑐𝑛𝑛),

(5.4)

Where the rate constants are defined in Figure 5.2. 𝜖𝑖, 𝑐𝑖 and 𝜑𝑖 denote the fraction of

the site 𝑖 that is occupied by excitons, charges, and vacancies (e.g. 𝜖𝑖 = [𝜖]𝑖
[𝜖]𝑖+[𝑐]𝑖+[𝜑]𝑖

);

𝜖𝑛𝑛, 𝑐𝑛𝑛 and 𝜑𝑛𝑛 denote the fraction of a nearest neighbor site occupied by excitons,

charges, and vacancies, and
∑︀

𝑛𝑛 indicates a sum over the sites that neighbor site 𝑖.

While we do not place limits on these site fractions except requiring that they add to

1, in practice they are always above 0.

In principle, any or all of the rate constants could be drawn from a log-normal
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distribution. However, drawing every rate constant from a distribution would require

every rate constant to have a different disorder parameter, leading to a large number of

unconstrained parameters and risking overfitting the model. In kinetic Monte Carlo,

typically disorder is incorporated in one rate, specifically the transport or diffusion

rate.96 However, we found that diffusion did not play a significant role in this model,

and we ultimately left it out of the model presented here. We instead follow the

same approach of kinetic Monte Carlo, including disorder in one rate at a time, but

only in the rates that we find most strongly affect the roll-off portion of the curve:

𝑘EEA and 𝑘ECA. All other processes are characterized by a single rate constant for

all sites. We did also investigate disorder in 𝑘u, but found that it primarily affected

the turn-on regime and never led to the best fit. We did not look at disorder in the

charge injection or charge leakage rates, as this would complicate the calculation of

the charge density. We also did not consider disorder in the recombination rate, as

this was consistently the fastest process and thus should not be rate-determining.

We then make the mean field approximation, replacing the sum over nearest neigh-

bors with an ensemble average, and assume steady state:

d𝜖𝑖
d𝑡

= 0 = − 𝑘u𝜖𝑖 +𝑁(𝑘rec𝑐𝑖𝑐− 𝑘−rec𝜖𝑖𝜑− 𝑘EEA,𝑖𝜖𝑖𝜖− 𝑘ECA,𝑖𝜖𝑖𝑐) (5.5)

d𝑐𝑖
d𝑡

= 0 = 𝑘ci𝜑𝑖 − 𝑘−ci𝑐𝑖 +𝑁(−2𝑘rec𝑐𝑖𝑐+ 𝑘−rec𝜖𝑖𝜑+ 𝑘−rec𝜑𝑖𝜖) (5.6)

d𝜑𝑖

d𝑡
= 0 = − 𝑘ci𝜑𝑖 + 𝑘−ci𝑐𝑖 + 𝑘u𝜖𝑖 +𝑁(𝑘rec𝑐𝑖𝑐− 𝑘−rec𝜑𝑖𝜖

+ 𝑘EEA,𝑖𝜖𝑖𝜖+ 𝑘ECA,𝑖𝜖𝑖𝑐)

(5.7)

Where 𝑁 is the number of nearest neighbors (here, 𝑁 = 4). 𝜖, 𝑐, and 𝜑 indicate the

ensemble average population of excitons, charges, and vacancies over the lattice. We

can solve equations 5.5–5.7 to obtain 𝜖𝑖, 𝑐𝑖, and 𝜑𝑖.

Notice that 𝜖𝑖, 𝑐𝑖, and 𝜑𝑖 are functions of 𝜖, 𝑐, and 𝜑. These averages are defined

as:
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𝜖 =
1

𝑀

𝑀∑︁
𝑖=1

𝜖𝑖 (5.8)

𝑐 =
1

𝑀

𝑀∑︁
𝑖=1

𝑐𝑖 (5.9)

𝜑 =
1

𝑀

𝑀∑︁
𝑖=1

𝜑𝑖 (5.10)

Where 𝑀 is the total number of sites on the lattice. Because 𝜖𝑖, 𝑐𝑖, and 𝜑𝑖 and 𝜖,

𝑐, and 𝜑 are functions of each other, equations 5.5–5.7 and 5.8–5.10 must be solved

self-consistently. The process is as follows (illustrated in Figure 5.3):

1. Guess a value for the ensemble averages 𝜖, 𝑐, and 𝜑.

2. Using these averages, solve equations 5.5–5.7 for each site on the lattice.

3. Calculate 𝜖new, 𝑐new, and 𝜑new using equations 5.8–5.10 and the site populations

from step 2.

4. If 𝜖new = 𝜖 (and the same for 𝑐 and 𝜑), the process is complete. If not, return

to step 2, using 𝜖new, 𝑐new, and 𝜑new as the averages.

We have described the method using a lattice as this is the most intuitive way to

understand it, however, in our simulations we solve the averages in equations 5.8–5.10

in an equivalent manner by integrating over the probability distribution, e.g.:

𝜖 =

∫︁
𝜖(𝑘)𝑃 (𝑘)𝑑𝑘 (5.11)

And similarly for 𝑐 and 𝜑. Here, 𝜖(𝑘) is equivalent to 𝜖𝑖 with 𝑘 = 𝑘𝑖. Solving the

equations this way removes reference to the original lattice, and thus it could refer to

any lattice geometry that has 4 nearest neighbors.

We are ultimately interested in modeling the average behavior of the OLED, and

thus only need 𝜖, 𝑐, and 𝜑. We find that in our simulations, 𝜑 is typically between 0.98

and 1.0, 𝑐 is between 1×10−7 and 0.003, and 𝜖 is between 1×10−9 and 0.02. Once we
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Figure 5.3: Illustration of the self-consistent field procedure. We start with a
lattice (left), with an initial guess for the average population over the lattice,
�̄�. We then calculate the population of x at each site (𝑥𝑖), using the guess of �̄�
(center). Using the populations we calculate at each site, we compute the new
average, �̄� (right). This process is repeated until �̄� does not change.

have obtained these quantities, we can use them to calculate the external quantum

efficiency (EQE) and current density (𝑗) of a device using the following equations:

EQE =
# photons emitted
# charges injected

=
# photons emitted/s
# charges injected/s

=
𝜂𝑘u𝜖

𝑘ci𝜑
(5.12)

𝑗 =
# charges injected/s

𝐴
=
𝑘ci𝜑

𝐴
(5.13)

Where 𝐴 refers to the area of a single lattice site. We have introduced 𝜂, the uni-

molecular quantum yield, which describes the fraction of unimolecular decay that is

radiative, and also accounts for the outcoupling of the device. In order to simulate

the EQE roll-off curve, we calculate the EQE for a range of current densities. We

vary the current density by varying the charge injection rate constant, 𝑘ci, between

∼ 0.007 s−1 and 40,000 s−1.

By replacing the charge injection step in Figure 5.2 with exciton injection (and

𝑘ci/𝑘−ci with 𝑘ei/𝑘−ei), we can modify the above model to simulate photoluminsecence

experiments instead of electroluminescence experiments. In this situation, exciton in-
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jection arises from incident photon flux, and the rate of injection will be proportional

to the light intensity. If we follow the steps presented above, we can calculate 𝜖, 𝑐,

and 𝜑 for a photoluminescence experiment, and use them to calculate the photolumi-

nescence quantum yield (PLQY) and exciton density (𝜌):

PLQY =
# photons emitted
# photons absorbed

=
# photons emitted/s
# photons absorbed/s

=
𝜂𝑘u𝜖

𝑘ei𝜑
(5.14)

𝜌 =
# photons absorbed/s

𝑉
=
𝑘ei𝜑

𝑉
(5.15)

Where 𝑉 refers to the volume of a single lattice site.

The relative PLQY (rel. PLQY) is then calculated by normalizing the PLQY:

rel. PLQY(𝜌𝑖) =
PLQY(𝜌𝑖)

PLQY(𝜌0)
(5.16)

Where 𝜌0 indicates the reference exciton density (typically calculated at the lowest

value of 𝑘ei), and 𝜌𝑖 indicates the exciton density at the point under consideration.

The graphs of relative PLQY vs exciton density can then be generated by calculating

PLQY while varying the exciton injection rate constant, 𝑘ei, between ∼ 0.4 s−1 and

1,100 s−1.

We can also calculate the average EEA and ECA fluxes:

𝐹EEA = 𝑘EEA 𝜖 𝜖 (5.17)

𝐹ECA = 𝑘ECA 𝜖 𝑐 (5.18)

Note that when there is disorder in one of these rate constants, the 𝑘 value used

corresponds to exp(ln(𝑘)). These expressions will prove useful in making quantitative

arguments about the significance of these two processes in a given device.
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5.3 Experimental Details

As illustrative examples of OLED roll-off, we fabricated two types of luminescent

doped films. We choose the extensively studied thermally activated delayed fluores-

cence (TADF) emitter 2,4,5,6-tetra(9H-carbazol-9-yl)isophthalonitrile (4CzIPN).159–161

We employ 4,4’-di(9H-carbazol-9-yl)-1,1’-biphenyl (CBP) and its brominated version,

4,4’-bis(3-bromo-9H-carbazol-9-yl)-1,1’-biphenyl (Br2CBP) as host materials. The

emitter molecule is doped into the two different host materials at 20 wt%. As we

have previously shown, employing the brominated host Br2CBP facilitates a selective

enhancement of intersystem crossing (ISC) and reverse intersystem crossing (RISC)

via the external heavy-atom effect, leading to shorter exciton lifetimes without sig-

nificantly altering other properties of the films.162 Therefore, these systems form

an excellent single-variable control experiment: comparing the two devices involves

changing only a single characteristic that is likely to significantly impact the mecha-

nism of roll-off. Employing the model will help determine whether the change is large

enough to influence the overall mechanism. In a purely photoluminescent experiment

we measured the PLQY roll-off in response to increasing exciton density in the film.

Moreover, we fabricated OLEDs using these two doped films as emissive layers. We

measured the external quantum efficiency as function of current density.

5.4 Computational Details

In order to reproduce the experimental results, we need to determine the appro-

priate rate constants to use as parameters for our model. To do this, we employed

a Nelder-Mead optimization, minimizing the difference between our model and the

experimental EQE for all values of the current density (𝑗):

∫︁
|EQEMFSS(𝑗) − EQEexpt(𝑗)|𝑑𝑗 (5.19)

The parameters we optimized were 𝑘−ci, 𝑘rec, 𝑘u, 𝜂, 𝑘EEA, 𝑘ECA, and 𝜎2 (the disor-

der in the heterogeneous rate constant). We fixed the backward charge recombination
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rate constant, 𝑘−rec, to be 400 s−1 (several orders of magnitude lower than the other

rate constants), as we expect this reaction to be much slower than the others due

to the large binding energy of excitons in organic materials. We also fixed the box

length, 𝑙, to be 1.0 nm for the CBP device and 1.65 nm for the Br2CBP device, which

has larger molecules in its emitting layer than the CBP device.

We optimized each device three times, once with disorder in the EEA rate, once

with disorder in the ECA rate, and once with no disorder. The results of all of these

fits, as well as the fit with disorder in 𝑘u, are included in appendix C. We then chose

the set of rate constants that gave the best overall fit. Once we had obtained the

appropriate rate constants for the EQE curve, we validated our approach by using

these parameters to predict the relative PLQY curve. For the same device, the rate

constants for all processes except charge/exciton injection and leakage should remain

the same between the two models. After successfully predicting the PLQY curve, we

conducted an uncertainty analysis to estimate a margin of error for the parameters

(see appendix C for details).

5.5 Results and Discussion

5.5.1 CBP Device

In Figure 5.4, we show the results of our model using the parameters given in

Table 5.1, along with the experimental data for both EQE and PLQY roll-off of

the CBP device. We found the best fit was obtained when considering disorder in

the EEA rate. We emphasize that we were able to use the parameters obtained from

fitting the EQE curve to predict the PLQY curve, suggesting these parameters are

physically meaningful, given that the measurements are independent.

Overall, because our model is coarse-grained, it is difficult to compare the ob-

tained rate constants to experiment; we do not expect exact agreement with the

device parameters, but rather hope to be in the correct order of magnitude range of

measured rates. We can convert our normalized EEA and ECA rate constants to the
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NN

CBP host

Figure 5.4: Results for the CBP device. Gray dots indicate experimental data,
the red line is the MFSS model with disorder in the EEA rate constant, and the
blue dashed line is the MFSS model with no disorder. Left: External quantum
efficiency vs current density roll-off curve. Right: Relative photoluminescence
quantum yield vs exciton density roll-off curve. Inset: the CBP host molecule.

Parameter Disorder in EEA No disorder
𝑘−ci 8.5426(9) × 103 8.543(1) × 103

𝑘rec 6.543(2) × 108 6.733(2) × 108

𝑘u 3.9(1) × 105 3.89(9) × 105

𝑘EEA 7.3(4) × 107 1.05(5) × 108

𝑘ECA 8.5(3) × 107 8.0(2) × 107

𝜎2
EEA 846 0
𝜂 0.3714 0.3740

Table 5.1: Parameters used to model the CBP device. All rate constants are in
units of s−1, 𝜎2 is in units of meV2, and 𝜂 is unitless. Parentheses indicate the
uncertainty in the last digit.

experimental units of cm3/s by multiplying the values in Table 5.1 by the lattice site

volume; both rate constants are then on the order of 10−14 cm3/s, which is consistent

with previously reported values of 10−12 − 10−16 cm3/s for EEA87,88,90,94,163,164 and

10−11−10−13 cm3/s for ECA.88,91,92 The unimolecular rate constant has contributions

from radiative and non-radiative decay, as well as intersystem crossing and reverse

intersystem crossing. Because it is an amalgamation of different rates, it should not

be interpreted as a precise proxy for exciton lifetime. Typically the non-radiative

decay is the slowest unimolecular process, on the order of 105 s−1 90 (compared to

106 − 107 s−1 for the other processes90,162), which is the same order of magnitude
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that we find for our unimolecular decay. It is difficult to compare our unimolecular

quantum yield, 𝜂, to an experimental value, as experimental quantum yields measure

the fraction of all decay that is radiative, rather than the fraction of unimolecular

decay.

When considering the MFSS model without disorder, most of the parameters

change only slightly compared to the optimal fit. The largest change is in the EEA

rate constant, which can be explained by considering that the original parameter was

an average. Because of the disorder, many sites had a higher rate constant, and

the increase in 𝑘EEA could indicate that these high-rate constant sites play a more

important role. Figure 5.4 shows that, while including disorder slightly improves

the agreement with experiment, we are still able to get good agreement without

considering disorder. In appendix C we report the fit with disorder in the ECA

rate, which we again find to be not quite as good as the optimal fit, but still in

good agreement with experiment. This is perhaps to be expected, since our model

treats each lattice site as an average over the depth of the emitting layer, effectively

smoothing out much of the single-emitter heterogeneity. Since the model gives good

results when considering disorder in EEA, ECA, as well as when neglecting disorder,

this suggests that including disorder is not essential to reproducing the experimental

result in this case.

Using the optimal parameters (i.e., including the effect of disorder), we calculate

the ratio between the EEA and ECA fluxes (Figure 5.5). The exciton-exciton an-

nihilation flux is about 1.5-2 times as large as the exciton-charge annihilation flux at

the higher current densities relevant to roll-off (e.g. 10 mA/cm2), and thus appears

to be the dominant mechanism in this device.

5.5.2 Br2CBP Device

In Figure 5.6, we show the results of our model for the Br2CBP device using the

parameters given in Table 5.2, along with the experimental data for both EQE and

PLQY roll-off. Here, we find that the best fit is obtained when considering disorder

in the ECA rate. All parameters are on the same order of magnitude as those for
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Figure 5.5: Ratio of the exciton-exciton annihilation flux to exciton-charge an-
nihilation flux in the CBP device, with disorder in the EEA rate. The ratio
exceeds 1 in the high current-density regime where roll-off occurs, indicating
that the EEA flux is larger than the ECA flux in this regime. This suggests that
EEA is the dominant mechanism in this device.

the CBP device, as we would expect. Notably, the EEA rate constant has decreased.

It is not necessarily intuitive that this rate constant should change between the two

devices. However, the increased spin-orbit coupling in the Br2CBP device will affect

the spin of the excitons in our system. Because EEA is a spin-dependent process, we

expect that this will subsequently cause a change in the EEA rate constant.

Parameter Disorder in ECA No disorder
𝑘−ci 4.6752(1) × 103 4.00046(8) × 103

𝑘rec 4.6115(2) × 108 4.4413(2) × 108

𝑘u 3.64(1) × 105 4.01(1) × 105

𝑘EEA 1.136(8) × 107 1.187(8) × 107

𝑘ECA 6.72(2) × 107 7.62(2) × 107

𝜎2
ECA 641 0
𝜂 0.3860 0.3719

Table 5.2: Parameters used for the Br2CBP device. All rate constants are in
units of s−1, 𝜎2 is in units of meV2, and 𝜂 is unitless. Parentheses indicate the
uncertainty in the last digit.

We note that the model and experiment diverge for high current densities. There

are several reports in the literature of an apparent dependence of the exciton-exciton
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BrBr Br2CBP host

Figure 5.6: Results for the Br2CBP device. Gray dots indicate experimental
data, the red line is the MFSS model with disorder in the ECA rate constant,
and the blue dashed line is the MFSS model with no disorder. Left: External
quantum efficiency vs current density roll-off curve. Right: Relative photolu-
minescence quantum yield vs exciton density roll-off curve. Inset: the Br2CBP
host molecule.

annihilation and exciton-charge annihilation rate constants on exciton and charge

density, respectively, which is typically attributed to a more complicated mechanism

than the simple nearest-neighbor mechanism presented above.96,158,165 Our disagree-

ment at high current density may indicate that the nearest-neighbor mechanism is

insufficient to fully describe the roll-off in this regime, although it could also be due to

other causes, such as Joule heating or electric field effects.72 There is also disagreement

between the model and experiment at low current densities, which we attribute to

charge carrier imbalance. While we assume perfect charge balance, in reality, OLEDs

often suffer from charge imbalance at low current densities, which is believed to cause

the initial increase in EQE.72,164 In our model, we find that charge leakage (𝑘−ci) is

responsible for this initial increase, but this could be effectively accounting for some

of the effects of charge imbalance that we neglect. We expect that a more elaborate

kinetic model that treats electrons and holes as separate species would correct this

disagreement.

Looking at Figure 5.6, we again find that, while including disorder improves the

agreement between the simulated roll-off curve and the experimental curve (especially

for the PLQY curve), we are still able to get good agreement without including the
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effects of disorder. In addition, we are able to get good agreement when considering

disorder in the EEA rate constant (reported in the appendix C). This further suggests

that heterogeneity in the EEA and ECA rates is not essential to describing roll-off in

this case.

Using the optimal parameters with disorder, we calculate the ratio between the

EEA and ECA fluxes (Figure 5.7). In contrast to the CBP device, ECA appears to

be the dominant mechanism here, as its flux is about 1.5-2 times as large as the EEA

flux in the roll-off regime. This is perhaps not surprising, as the Br2CBP device has

been shown experimentally to have a shorter exciton lifetime than the CBP device,162

which would make exciton-exciton annihilation less likely. In addition, while the two

devices have similar EQE roll-off behavior, the Br2CBP device has a less pronounced

PLQY roll-off, which is consistent with ECA dominating over EEA, as excitons are

much more prevalent than charges in that measurement.
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Figure 5.7: Ratio of the exciton-exciton annihilation flux to exciton-charge an-
nihilation flux in the Br2CBP device, with disorder in the ECA rate. The ratio
remains below 1, indicating that the ECA flux is larger than the EEA flux even
at high current densities. This suggests that ECA is the dominant mechanism
in this device.
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5.6 Conclusions

We have built a simple, physically-motivated model of OLED roll-off, which is able

to directly translate macroscopic EL and PL measurements into microscopic rates and

mechanisms. The model is able to account for all the key molecular processes as well

as variation in the rates of these processes from one emitter to the next. By applying

this model to two similar devices, differing only in the host material for the emitting

layer, we find that in the first device, a 20% 4CzIPN:CBP OLED, exciton-exciton

annihilation is the dominant roll-off mechanism, while in the second device, a 20%

4CzIPN:Br2CBP OLED, exciton-charge annihilation is the dominant mechanism. We

are able to directly tie this difference to the external heavy-atom effect in the latter

device and its ability to accelerate emission. Our results suggest that OLED roll-off

mechanisms are device dependent, and that tuning the emitting layer of an OLED

can affect the roll-off mechanism.

A simple, fast model like ours has enormous potential to guide rational design of

OLED emitting layers and devices. It can make quantitative predictions about roll-off

mechanisms in a fraction of the time of kinetic Monte Carlo, using only the commonly

measured EQE and PLQY roll-off curves, and without requiring any further material-

specific parameters. This will allow the model to be applied broadly to many devices,

which is essential when considering the multitude of different types of OLEDs that

have been developed.

Future work will focus on modeling more devices, with the goal of identifying roll-

off mechanisms in order to guide rational design and improve device performance.

We are also interested in building degradation into our model, to investigate OLED

stability.
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Appendix A

Supplementary Information for

Chapter 2

A.1 Structural Analysis

To perform the structural analysis and identify undercoordinated atoms, we first

plotted a histogram of Cd-Se and Cd-ligand distances. We used this histogram to

identify a cutoff for which atoms should be considered “bonded," which varies slightly

based on the system in question (3.0 Å for the Cd33Se33 and Cd38Se38 systems, and 3.3

Å for the Cd91Se91 system). Once an appropriate cutoff has been selected, we count

the number of atoms that each Cd and Se atom is bonded to. For Se, we consider

only Cd’s to be “bonded," while Cd can be bonded to either an Se or the attaching

atom of the ligand (e.g. N for MeNH2). Any atom that is bonded to 2 or fewer other

atoms is considered “undercoordinated."

After identifying any undercoordinated atoms, we used the excited state Löwdin

charges to determine if these undercoordinated atoms played a role in creating sur-

face traps. We sum the fraction of charge on the undercoordinated atoms for each

excitation, and compare this charge to the amount of charge we would expect to be

on each atom if the electron and hole were uniformly distributed over all of the atoms.

We then plot the charge fraction of the electron and the hole on undercoordinated

atoms, for each excitation.
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In Supplementary Figure A.1, we show the histogram of Cd-Se and Cd-ligand

distances for the Cd91Se91 NC with methylamine ligands. For this system, we chose

a cutoff of 3.3 Å, and we find that there are 8 undercoordinated Se atoms and no

undercoordinated Cd atoms.
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Figure A.1: Histogram of Cd-Se distances in the Cd91Se91 NC with MeNH2

ligands.

We plot the charge analysis of the hole/electron on the undercoordinated Se atoms

in Fig. 4 of the main text and Supplementary Figure A.2, respectively. For the hole

charge analysis, we find that the low-energy excitations 𝐸ex < 2.95 eV have up to

86% of the charge from the excited hole on the undercoordinated Se atoms, with 45%

of these states having 60 − 86% of the hole charge located on the undercoordinated

Se atoms. Even for higher energy excitations 𝐸ex > 2.95 eV, these undercoordinated

atoms have a disproportionate amount of charge. 21% of these states have 60 − 86%

of the charge on the undercoordinated Se, and 15% of the states have 40−60% of the

charge on them. This is much higher charge than would be expected from a uniform

distribution of charge.

For the electron charge analysis, we find that the low-energy excitations 𝐸𝑒𝑥 < 2.95
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eV have up to 83% of the charge from the excited electron on the undercoordinated

Se atoms. Unlike the hole charge, the excited electron has only 13% of states with

60−83% of the electron charge located on the undercoordinated Se atoms. For higher

energy excitations 𝐸𝑒𝑥 > 2.95 eV, these undercoordinated Se atoms have 3% of states

with 60− 83% of charge on them. The percentage of states with high electron charge

on the undercoordinated Se is generally low, but we wouldn’t expect the electron to

localize on undercoordinated Se atoms at all.

1.5 1.7 1.9 2.1 2.3 2.5 2.7 2.9 3.1
Excitation energy (eV)

0

0.2

0.4

0.6

0.8

1

F
ra

ct
io

n
 o

f 
el

ec
tr

o
n

 d
en

si
ty

Figure A.2: Fraction of electron density on 2-coordinate Se atoms in Cd91Se91
with methylamine ligands. The magenta peak corresponds to excitation #16
(see main text Fig. 4). The red dashed line indicates the expected fraction on
the 2-coordinate Se atoms if the density were evenly distributed across all Cd
and Se atoms, and the black dashed line indicates the expected fraction on the
2-coordinate Se atoms if the density were evenly distributed across all Se atoms.

When decreasing the cutoff to 3.1 Å which roughly corresponds to the first peak

of Cd-Se distances, there is 1 undercoordinated Cd atoms, and the number of Se

atoms remains the same. There is no appreciable electron charge located on the

undercoordinated Cd atom. For the hole charge there is some charge localized on

this undercoordinated Cd atom but its magnitude is small and thus its effect is not

pronounced.
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Figure A.3: Orbital density of states for Cd33Se33 (top), Cd38Se38 (middle),
Cd91Se91 (bottom) with methylamine ligands, using the standard LANL2DZ
basis set

A.2 Band structure

We calculated the orbital density of states (DOS) for Cd33Se33, Cd38Se38, and

Cd91Se91 with methylamine ligands. The band structures were calculated from the

orbital energies, applying Gaussian broadening of 𝜎 = 0.12 eV. The plots are presented

in Supplementary Figure A.3. One can see that as the NC size increases the HOMO-

LUMO gap decreases, as expected from the particle in a sphere model. For the

smallest NC (Cd33Se33) the HOMO and LUMO orbitals are separated from the more

denser DOS of the occupied and virtual orbitals; as the size increases there are more

orbitals close to the HOMO and LUMO orbitals, and the separation of the HOMO

and LUMO from the denser part of the DOS is less clear.

We also calculated the DOS for the Cd38Se38 NC with Me3PO ligands and no lig-

ands, which are compared with Cd38Se38 with methylamine ligands in Supplementary

Figure A.4.
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Figure A.4: Orbital density of states for Cd38Se38 with methylamine ligands
(top), Me3PO ligands (middle), and no ligands (bottom).

A.3 Basis set comparison

In order to ensure that our results were not an artifact of the basis set used, we

also conducted TDDFT calculations on the Cd38Se38 NC using a larger basis set on

the ligands. In Supplementary Figure A.5, we show the orbital density of states with

the standard LANL2DZ basis set used in the main text, as well as with LANL2DZ

on the Cd and Se and 6-31G* on the ligands. The two are nearly indistinguishable,

with a slight shift down in energy upon enlarging the basis set, on average 0.068

eV for the occupied orbitals. The HOMO-LUMO gaps are also in good agreement,

with the larger basis set having a gap of just 0.054 eV smaller than the LANL2DZ

basis. In Supplementary Figure A.6, we show the absorption spectrum and density

of transitions with the two basis sets. Due to computational limitations, we were

only able to calculate 150 excitations using the larger basis set. The two spectra

and densities of transitions are nearly identical, with a small redshift in the 6-31G*

results, consistent with the smaller HOMO-LUMO gap.

115



-6 -5 -4 -3 -2 -1 0
0

20

40

60

D
O

S

LANL2DZ + 6-31G

-6 -5 -4 -3 -2 -1 0
Orbital energy (eV)

0

20

40

60

D
O

S

LANL2DZ + 6-31G*

Figure A.5: Orbital density of states for Cd38Se38 with methylamine ligands,
using the standard LANL2DZ (top), and LANL2DZ on the Cd and Se with
6-31G* on the ligands (bottom).

In Supplementary Figure A.7, we show the IPR for the LANL2DZ and 6-31G*

results. We find that they again are nearly identical, indicating that the character of

the excitations (surface vs bulk) is not changed by the basis set. In Supplementary

Figure A.8-A.9, we show the attach and detach densities for representative surface-

to-bulk and bulk-to-bulk excitations with the two basis sets. We find that not only is

the surface vs bulk character of the excitation unaffected, but visually the excitations

look identical across the two basis sets.

We therefore conclude that the results in the LANL2DZ basis are sufficient, and

since the 6-31G* basis is significantly more computationally expensive (and too ex-

pensive to use on the Cd91Se91 NC), we use the LANL2DZ basis for the analysis in

the main text.
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Figure A.6: (Top) Spectrum (red) and density of transitions (blue) for the first
75 singlet excitations and first 75 triplet excitations of Cd38Se38 with methy-
lamine ligands, using the standard LANL2DZ basis set. (Bottom) Spectrum
(red) and density of transitions (blue) for the first 75 singlet excitations and first
75 triplet excitations of Cd38Se38 with methylamine ligands, using the LANL2DZ
ECP for the Cd and Se atoms, but the 6-31G* basis set for the ligands.
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Figure A.7: (Top) IPR for the electron (green) and hole (magenta) for the first 75
singlet excitations and first 75 triplet excitations of Cd38Se38 with methylamine
ligands, using the standard LANL2DZ basis set. (Bottom) IPR for the electron
(green) and hole (magenta) for for the first 75 singlet excitations and first 75
triplet excitations of Cd38Se38 with methylamine ligands, using the LANL2DZ
ECP for the Cd and Se atoms, but the 6-31G* basis set for the ligands.
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Figure A.8: Attach (top) and detach (bottom) densities of the first singlet ex-
citation for Cd38Se38 with methylamine ligands with standard LANL2DZ (left)
and LANL2DZ ECP for the Cd and Se atoms, but the 6-31G* basis set for the
ligands (right).
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Figure A.9: Attach (top) and detach (bottom) densities of the brightest exci-
tation in the main peak for Cd38Se38 with methylamine ligands with standard
LANL2DZ (left) and LANL2DZ ECP for the Cd and Se atoms, but the 6-31G*
basis set for the ligands (right).
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Figure A.10: Orbital density of states for Cd38Se38 with methylamine ligands,
using the PBE0 functional (top), PBE functional (center), and 𝜔-PBE functional
(bottom).

A.4 Functional comparison

We selected the PBE0 functional as it is a hybrid functional which incorporates a

fraction of exact exchange, which has been shown to be important for correctly treat-

ing the electron-hole interaction in excitonic systems. In order to ensure that our

results are not an artifact of the functional chosen, we also conducted TDDFT calcu-

lations on the Cd38Se38 NC using PBE and 𝜔-PBE. Due to computational limitations,

we could only calculate 150 excitations.

In Supplementary Figure A.10 we compare the orbital density of states using PBE,

PBE0, and 𝜔-PBE. We find that, as expected, PBE has the smallest band gap, PBE0

has a larger band gap, and 𝜔-PBE has the largest band gap. Other than the size

of the band gap, qualitatively, all three functionals produce nearly identical orbital

density of states.

In Supplementary Figure A.11 we compare the density of transitions and absorp-
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Figure A.11: Spectrum (red) and density of transitions (blue) for the first 75
singlet excitations and first 75 triplet excitations of Cd38Se38 with methylamine
ligands, using the PBE0 functional (top), PBE functional (center), and 𝜔-PBE
functional (bottom).

tion spectrum using PBE, PBE0, and 𝜔-PBE. As we would expect from the shifted

band gaps, the excitation energies are quite different between the three functionals.

We find that all three functionals produce qualitatively similar absorption spectra,

with a long tail of dark states, followed by a small side peak, then 3 main bright

peaks. PBE and PBE0 show qualitatively similar densities of transitions, while 𝜔-

PBE’s density of transitions is different due to its asymmetric affect on singlets and

triplets.

In Supplementary Figure A.12 we show the charge analysis and IPR for all 3

functionals, and in Supplementary Figure A.13-A.14 we show the attach and detach

densities for representative surface-to-bulk and bulk-to-bulk excitations with the three

different functionals.

The PBE and PBE0 functionals show very similar results, with low-energy exci-

tations being surface to bulk transitions, and higher-energy excitations being a mix
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Figure A.12: IPR for the electron (green) and hole (magenta) for the first 75
singlet excitations and first 75 triplet excitations of Cd38Se38 with methylamine
ligands, using the PBE0 functional (top), PBE functional (center), and 𝜔-PBE
functional (bottom).

Figure A.13: Attach (top) and detach (bottom) densities of the first singlet
excitation for the Cd38Se38 NC with PBE0 (left), PBE (center), and 𝜔-PBE
(right)
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Figure A.14: Attach (top) and detach (bottom) densities of the brightest excita-
tion from the center peak for the Cd38Se38 NC with PBE0 (left), PBE (center),
and 𝜔-PBE (right)

of surface to bulk and bulk to bulk transitions. Comparing the attach and detach

densities between PBE and PBE0, we also see that the lower energy PBE excitations

are indeed surface to bulk transitions that appear visually identical to the PBE0 ex-

citations. However, in general, the higher energy “delocalized" or “bulk" holes in the

PBE calculation appear to be more localized than in the PBE0 calculation, which

can also be seen from their lower IPR values.

Comparing PBE0 and 𝜔-PBE, we see from both the IPR and the attach densi-

ties that the low-energy electrons are significantly more localized than in the PBE0

calculation, and we see the appearance of surface to surface transitions that were not

present in the PBE0 calculation. We also see that the higher energy holes are more

delocalized than in PBE0. Despite these differences, the qualitative result remains

that the low energy states are localized surface states and the higher energy states

are a mixture of surface and bulk excitations.

Because our results are not sensitive to the functional used, we will conduct our

simulations in the main text with PBE0, which is more computationally affordable
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than 𝜔-PBE.

A.5 Attach/detach densities with different ligands

Figure A.15: Attach (top) and detach (bottom) densities of the first singlet
excitation for the Cd38Se38 NC with methylamine ligands (left), Me3PO ligands
(center), and no ligands (right).

A.6 Reduced excitation space for Cd91Se91

For the TDDFT calculations on Cd91Se91, 500 core orbitals were frozen to allow

a larger number of excitations to be calculated.
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Figure A.16: Attach (top) and detach (bottom) densities of the brightest overall
excitation for Cd38Se38 with methylamine ligands (left), Me3PO ligands (center),
and no ligands (right)
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Appendix B

Supplementary Information for

Chapter 3

B.1 Cd-Se distance cumulative distribution functions

over the course of the optimization

The figures below show the cumulative distribution of bond distances for each

system over the course of the optimization.
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Figure B.1: Evolution of the cumulative distribution of bond lengths in Cd38Se38
with MeNH2 during geometry optimization. The blue line is the crystal struc-
ture before optimization, the orange line is early in the optimization (31 meV
per atom from the optimized structure), the green line is mid-way through the
optimization (5 meV per atom from the optimized structure), and the red line
is the optimized structure.
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Figure B.2: Evolution of the cumulative distribution of bond lengths in Cd38Se38
with Me3PO during geometry optimization. The blue line is the crystal struc-
ture before optimization, the orange line is early in the optimization (37 meV
per atom from the optimized structure), the green line is mid-way through the
optimization (3 meV per atom from the optimized structure), and the red line
is the optimized structure.
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Figure B.3: Evolution of the cumulative distribution of bond lengths in Cd38Se38
with no ligands during geometry optimization. The blue line is the crystal
structure before optimization, the orange line is early in the optimization (93
meV per atom from the optimized structure), the green line is mid-way through
the optimization (7.5 meV per atom from the optimized structure), and the red
line is the optimized structure.

B.2 Band structure

The following figures contain the band structure at several points over the course

of the optimization for all structures.
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Figure B.4: Band structure of Cd38Se38 with Me3PO ligands, at several points
during the optimization. The red line is the band structure of the crystal struc-
ture before optimization, the pink line is early in the optimization (31 meV per
atom from the optimized structure), the green line is mid-way through the op-
timization (5 meV per atom from the optimized structure), and the blue line is
the optimized structure. The stems indicate the HOMO energy level for each
structure.
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Figure B.5: Band structure of Cd38Se38 with no ligands, at several points during
the optimization. The red line is the band structure of the crystal structure
before optimization, the pink line is early in the optimization (93 meV per
atom from the optimized structure), the green line is mid-way through the
optimization (7.5 meV per atom from the optimized structure), and the blue
line is the optimized structure. The stems indicate the HOMO energy level for
each structure.
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Figure B.6: Projected density of states for the Cd38Se38 structure with no lig-
ands, showing the contribution of different types of atoms to the density of states.
The blue line represents the contribution of 2-coordinate Cd atoms (including
the clashing atoms), the red line represents 2-coordinate Se atoms (including
the clashing atoms), the cyan line represents fully coordinated Cd (bonded to
at least 3 Se atoms), and the orange line represents fully coordinated Se atoms
(bonded to at least 3 Cd atoms). The red peak in the conduction band from
2-coordinate Se is from the clashing Se atoms, and the blue peak in the occupied
orbitals from 2-coordinate Cd is from the clashing Cd atoms.
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B.3 TDDFT spectra over the course of the optimiza-

tion

B.3.1 Cd38Se38 with Me3PO
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Figure B.7: TDDFT spectrum, IPR, and charge analysis for the Cd38Se38 dot
with Me3PO ligands, at a point early in the optimization (37 meV per atom
from the optimized structure). The charge analysis shows the fraction of the
hole density on undercoordinated Se atoms. The black dotted line indicates the
fraction that would be expected on the 10 undercoordinated Se atoms if the
excitation was fully delocalized over all 76 Cd and Se atoms.
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Figure B.8: TDDFT spectrum, IPR, and charge analysis for the Cd38Se38 dot
with Me3PO ligands, at a point mid-way through the optimization (5 meV per
atom from the optimized structure). The charge analysis shows the fraction of
the hole density on undercoordinated Se atoms. The black dotted line indicates
the fraction that would be expected on the 8 undercoordinated Se atoms if the
excitation was fully delocalized over all 76 Cd and Se atoms.
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Figure B.9: TDDFT spectrum, IPR, and charge analysis for the Cd38Se38 dot
with Me3PO ligands, at the optimized structure. The charge analysis shows the
fraction of the hole density on undercoordinated Se atoms. The black dotted
line indicates the fraction that would be expected on the 7 undercoordinated Se
atoms if the excitation was fully delocalized over all 76 Cd and Se atoms.
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B.3.2 Cd38Se38 with no ligands
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Figure B.10: TDDFT spectrum, IPR, and charge analysis for the Cd38Se38 dot
with no ligands, at a point early in the optimization (93 meV per atom from the
optimized structure). The charge analysis shows the fraction of the hole density
on undercoordinated Se atoms. The black dotted line indicates the fraction that
would be expected on the 10 undercoordinated Se atoms if the excitation was
fully delocalized over all 76 Cd and Se atoms.
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Figure B.11: TDDFT spectrum, IPR, and charge analysis for the Cd38Se38 dot
with no ligands, at a point mid-way through the optimization (7.5 meV per
atom from the optimized structure). The charge analysis shows the fraction of
the hole density on undercoordinated Se atoms. The black dotted line indicates
the fraction that would be expected on the 4 undercoordinated Se atoms if the
excitation was fully delocalized over all 76 Cd and Se atoms.
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Figure B.12: TDDFT spectrum, IPR, and charge analysis for the Cd38Se38 dot
with no ligands, at the optimized structure. The charge analysis shows the
fraction of the hole density on undercoordinated Se atoms. The black dotted
line indicates the fraction that would be expected on the 3 undercoordinated Se
atoms if the excitation was fully delocalized over all 76 Cd and Se atoms.
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B.4 Full charge breakdown over the course of opti-

mization

B.4.1 Cd38Se38 with MeNH2
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Figure B.13: Fraction of the excited state electron (top) and hole (bottom)
Lowdin charge localized on the 10 undercoordinated Se atoms in Cd38Se38 with
MeNH2, at a point early in the optimization (31 meV per atom from the opti-
mized structure). The black dotted line indicates the fraction of Lowdin charge
that would be localized on these 10 atoms for an excitation delocalized over all
76 Cd and Se atoms.
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Figure B.14: Fraction of the excited state electron (top) and hole (bottom)
Lowdin charge localized on the 5 undercoordinated Se atoms in Cd38Se38 with
MeNH2, at a point mid-way through the optimization (5 meV per atom from
the optimized structure). The black dotted line indicates the fraction of Lowdin
charge that would be localized on these 5 atoms for an excitation delocalized
over all 76 Cd and Se atoms.
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Figure B.15: Fraction of the excited state electron (top) and hole (bottom)
Lowdin charge localized on the 4 undercoordinated Se atoms in Cd38Se38 with
MeNH2, for the optimized structure. The black dotted line indicates the fraction
of Lowdin charge that would be localized on these 4 atoms for an excitation
delocalized over all 76 Cd and Se atoms.
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B.4.2 Cd38Se38 with Me3PO
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Figure B.16: Fraction of the excited state electron (top) and hole (bottom)
Lowdin charge localized on the 10 undercoordinated Se atoms in Cd38Se38 with
Me3PO ligands, at a point early in the optimization (37 meV per atom from
the optimized structure). The black dotted line indicates the fraction of Lowdin
charge that would be localized on these 10 atoms for an excitation delocalized
over all 76 Cd and Se atoms.
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Figure B.17: Fraction of the excited state electron (top) and hole (bottom)
Lowdin charge localized on the 8 undercoordinated Se atoms in Cd38Se38 with
Me3PO ligands, at a point mid-way through the optimization (3 meV per atom
from the optimized structure). The black dotted line indicates the fraction
of Lowdin charge that would be localized on these 8 atoms for an excitation
delocalized over all 76 Cd and Se atoms.
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Figure B.18: Fraction of the excited state electron (top) and hole (bottom)
Lowdin charge localized on the 7 undercoordinated Se atoms in Cd38Se38 with
Me3PO, for the optimized structure. The black dotted line indicates the fraction
of Lowdin charge that would be localized on these 7 atoms for an excitation
delocalized over all 76 Cd and Se atoms.
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Appendix C

Supplementary Information for

Chapter 5

C.1 MFSS model derivation

C.1.1 EL model

We consider the following processes that govern the populations of excitons (𝜖),

charges (𝑐), and vacancies (𝜑) at a given lattice site (a) and its nearest neighbor (nn):

𝜑a 𝑘𝑐𝑖−−⇀↽−−
𝑘−𝑐𝑖

ca Charge injection/leakage

ca + cnn 𝑘𝑎rec−−−⇀↽−−−
𝑘𝑎−rec

𝜖a + 𝜑nn Charge recombination (on site a)

ca + cnn 𝑘𝑛𝑛
rec−−−⇀↽−−−

𝑘𝑛𝑛
−rec

𝜑a + 𝜖nn Charge recombination (on nearest neighbor)

𝜖𝑎
kr−−→ 𝜑a Exciton unimolecular decay

𝜖𝑎 + 𝜖𝑛𝑛
ka
EEA−−−→ 𝜑a + 𝜖nn Exciton-exciton annihilation (on site a)

𝜖𝑎 + 𝜖𝑛𝑛
knn
EEA−−−→ 𝜖a + 𝜑nn Exciton-exciton annihilation (on nearest neighbor)

𝜖𝑎 + 𝑐𝑛𝑛
ka
ECA−−−→ 𝜑a + cnn Exciton-charge annihilation (on site a)

𝑐𝑎 + 𝜖𝑛𝑛
knn
ECA−−−→ ca + 𝜑nn Exciton-charge annihilation (on nearest neighbor)

𝑐𝑎 + 𝜑𝑛𝑛
𝑘𝑎DC−−−⇀↽−−−
𝑘𝑎−DC

𝜑a + cnn Charge diffusion
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𝜖𝑎 + 𝜑𝑛𝑛
𝑘𝑎DE−−−⇀↽−−−
𝑘𝑎−DE

𝜑a + 𝜖nn Exciton diffusion

We can then write the rate equations for each species at site a:

d[𝜑𝑎]

d𝑡
= − 𝑘𝑎𝑐𝑖[𝜑

𝑎] + 𝑘−𝑐𝑖[𝑐
𝑎] + 𝑘𝑢[𝜖𝑎] +

∑︁
𝑛𝑛

(𝑘𝑎EEA[𝜖𝑎][𝜖𝑛𝑛] + 𝑘𝑎ECA[𝜖𝑎][𝑐𝑛𝑛]

+ 𝑘𝑛𝑛rec[𝑐
𝑎][𝑐𝑛𝑛] − 𝑘𝑛𝑛−rec[𝜑

𝑎][𝜖𝑛𝑛] + 𝑘𝑎DC[𝑐𝑎][𝜑𝑛𝑛] − 𝑘𝑎−DC[𝜑𝑎][𝑐𝑛𝑛]

+ 𝑘𝑎DE[𝜖𝑎][𝜑𝑛𝑛] + 𝑘𝑎−DE[𝜑𝑎][𝜖𝑛𝑛])

(C.1)

d[𝑐𝑎]

d𝑡
= 𝑘𝑎𝑐𝑖[𝜑

𝑎] − 𝑘−𝑐𝑖[𝑐
𝑎] +

∑︁
𝑛𝑛

(−𝑘𝑎rec[𝑐𝑎][𝑐𝑛𝑛] − 𝑘𝑛𝑛rec[𝑐
𝑎][𝑐𝑛𝑛] + 𝑘𝑎−rec[𝜖

𝑎][𝜑𝑛𝑛] + 𝑘𝑛𝑛−rec[𝜑
𝑎][𝜖𝑛𝑛]

− 𝑘𝑎DC[𝑐𝑎][𝜑𝑛𝑛] + 𝑘𝑎−DC[𝜑𝑎][𝑐𝑛𝑛])

(C.2)

d[𝜖𝑎]

d𝑡
= − 𝑘𝑢[𝜖𝑎] +

∑︁
𝑛𝑛

(𝑘𝑎rec[𝑐
𝑎][𝑐𝑛𝑛] − 𝑘𝑎−rec[𝜖

𝑎][𝜑𝑛𝑛] − 𝑘𝑎EEA[𝜖𝑎][𝜖𝑛𝑛]

− 𝑘𝑎ECA[𝜖𝑎][𝑐𝑛𝑛] − 𝑘𝑎DE[𝜖𝑎][𝜑𝑛𝑛] + 𝑘𝑎−DE[𝜑𝑎][𝜖𝑛𝑛])

(C.3)

Note that the exciton-exciton annihilation and exciton-charge annihilation taking

place on the nearest neighbor site does not actually affect the species at site a, and

thus does not appear in the rate equation.

We define T, the total concnetration:

𝑇 = [𝜖]𝑎 + [𝑐]𝑎 + [𝜑]𝑎 (C.4)

We divide the above equations by T, to convert the concentrations to fractions and
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normalize the units on the rates:

1

𝑇

d[𝜑𝑎]

d𝑡
= − 𝑘𝑎𝑐𝑖

[𝜑𝑎]

𝑇
+ 𝑘−𝑐𝑖

[𝑐𝑎]

𝑇
+ 𝑘𝑢

[𝜖𝑎]

𝑇
+
∑︁
𝑛𝑛

(𝑇𝑘𝑎EEA
[𝜖𝑎]

𝑇

[𝜖𝑛𝑛]

𝑇
+ 𝑇𝑘𝑎ECA

[𝜖𝑎]

𝑇

[𝑐𝑛𝑛]

𝑇

+ 𝑇𝑘𝑛𝑛rec
[𝑐𝑎]

𝑇

[𝑐𝑛𝑛]

𝑇
− 𝑇𝑘𝑛𝑛−rec

[𝜑𝑎]

𝑇

[𝜖𝑛𝑛]

𝑇
+ 𝑇𝑘𝑎DC

[𝑐𝑎]

𝑇

[𝜑𝑛𝑛]

𝑇
− 𝑇𝑘𝑎−DC

[𝜑𝑎]

𝑇

[𝑐𝑛𝑛]

𝑇

+ 𝑇𝑘𝑎DE
[𝜖𝑎]

𝑇

[𝜑𝑛𝑛]

𝑇
+ 𝑇𝑘𝑎−DE

[𝜑𝑎]

𝑇

[𝜖𝑛𝑛]

𝑇
)

(C.5)

1

𝑇

d[𝑐𝑎]

d𝑡
= 𝑘𝑎𝑐𝑖

[𝜑𝑎]

𝑇
− 𝑘−𝑐𝑖

[𝑐𝑎]

𝑇
+
∑︁
𝑛𝑛

(−𝑇𝑘𝑎rec
[𝑐𝑎]

𝑇

[𝑐𝑛𝑛]

𝑇
− 𝑇𝑘𝑛𝑛rec

[𝑐𝑎]

𝑇

[𝑐𝑛𝑛]

𝑇
+ 𝑇𝑘𝑎−rec

[𝜖𝑎]

𝑇

[𝜑𝑛𝑛]

𝑇

+ 𝑇𝑘𝑛𝑛−rec
[𝜑𝑎]

𝑇

[𝜖𝑛𝑛]

𝑇
− 𝑇𝑘𝑎DC

[𝑐𝑎]

𝑇

[𝜑𝑛𝑛]

𝑇
+ 𝑇𝑘𝑎−DC

[𝜑𝑎]

𝑇

[𝑐𝑛𝑛]

𝑇
)

(C.6)

1

𝑇

d[𝜖𝑎]

d𝑡
= − 𝑘𝑢

[𝜖𝑎]

𝑇
+
∑︁
𝑛𝑛

(𝑇𝑘𝑎rec
[𝑐𝑎]

𝑇

[𝑐𝑛𝑛]

𝑇
− 𝑇𝑘𝑎−rec

[𝜖𝑎]

𝑇

[𝜑𝑛𝑛]

𝑇
− 𝑇𝑘𝑎EEA

[𝜖𝑎]

𝑇

[𝜖𝑛𝑛]

𝑇

− 𝑇𝑘𝑎ECA
[𝜖𝑎]

𝑇

[𝑐𝑛𝑛]

𝑇
− 𝑇𝑘𝑎DE

[𝜖𝑎]

𝑇

[𝜑𝑛𝑛]

𝑇
+ 𝑇𝑘𝑎−DE

[𝜑𝑎]

𝑇

[𝜖𝑛𝑛]

𝑇
)

(C.7)

Defining 𝑥𝑋 = [𝑋]
𝑇

and absorbing the extra factor of T into the bimolecular rate

constants, we obtain:

d𝑥𝑎𝜑
d𝑡

= − 𝑘𝑎𝑐𝑖𝑥
𝑎
𝜑 + 𝑘−𝑐𝑖𝑥

𝑎
𝑐 + 𝑘𝑢𝑥

𝑎
𝜖 +

∑︁
𝑛𝑛

(𝑘𝑎EEA𝑥
𝑎
𝜖𝑥

𝑛𝑛
𝜖 + 𝑘𝑎ECA𝑥

𝑎
𝜖𝑥

𝑛𝑛
𝑐

+ 𝑘𝑛𝑛rec𝑥
𝑎
𝑐𝑥

𝑛𝑛
𝑐 − 𝑘𝑛𝑛−rec𝑥

𝑎
𝜑𝑥

𝑛𝑛
𝜖 + 𝑘𝑎DC𝑥

𝑎
𝑐𝑥

𝑛𝑛
𝜑 − 𝑘𝑎−DC𝑥

𝑎
𝜑𝑥

𝑛𝑛
𝑐

+ 𝑘𝑎DE𝑥
𝑎
𝜖𝑥

𝑛𝑛
𝜑 + 𝑘𝑎−DE𝑥

𝑎
𝜑𝑥

𝑛𝑛
𝜖 )

(C.8)

d𝑥𝑎𝑐
d𝑡

= 𝑘𝑎𝑐𝑖𝑥
𝑎
𝜑 − 𝑘−𝑐𝑖𝑥

𝑎
𝑐 +

∑︁
𝑛𝑛

(−𝑘𝑎rec𝑥𝑎𝑐𝑥𝑛𝑛𝑐 − 𝑘𝑛𝑛rec𝑥
𝑎
𝑐𝑥

𝑛𝑛
𝑐 + 𝑘𝑎−rec𝑥

𝑎
𝜖𝑥

𝑛𝑛
𝜑

+ 𝑘𝑛𝑛−rec𝑥
𝑎
𝜑𝑥

𝑛𝑛
𝜖 − 𝑘𝑎DC𝑥

𝑎
𝑐𝑥

𝑛𝑛
𝜑 + 𝑘𝑎−DC𝑥

𝑎
𝜑𝑥

𝑛𝑛
𝑐 )

(C.9)

d𝑥𝑎𝜖
d𝑡

= − 𝑘𝑢𝑥
𝑎
𝜖 +

∑︁
𝑛𝑛

(𝑘𝑎rec𝑥
𝑎
𝑐𝑥

𝑛𝑛
𝑐 − 𝑘𝑎−rec𝑥

𝑎
𝜖𝑥

𝑛𝑛
𝜑 − 𝑘𝑎EEA𝑥

𝑎
𝜖𝑥

𝑛𝑛
𝜖

− 𝑘𝑎ECA𝑥
𝑎
𝜖𝑥

𝑛𝑛
𝑐 − 𝑘𝑎DE𝑥

𝑎
𝜖𝑥

𝑛𝑛
𝜑 + 𝑘𝑎−DE𝑥

𝑎
𝜑𝑥

𝑛𝑛
𝜖 )

(C.10)

Where all the rate constants are in s−1.

We then make the mean field approximation, replacing the sum over nearest neigh-
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bors with an ensemble average:

d𝑥𝑎𝜑
d𝑡

= − 𝑘𝑎𝑐𝑖𝑥
𝑎
𝜑 + 𝑘−𝑐𝑖𝑥

𝑎
𝑐 + 𝑘𝑢𝑥

𝑎
𝜖 +𝑁(𝑘𝑎EEA𝑥

𝑎
𝜖𝑥𝜖 + 𝑘𝑎ECA𝑥

𝑎
𝜖𝑥𝑐

+ 𝑘rec𝑥𝑐𝑥
𝑎
𝑐 − 𝑘−rec𝑥𝜖𝑥

𝑎
𝜑 + 𝑘𝑎DC𝑥

𝑎
𝑐𝑥𝜑 − 𝑘𝑎−DC𝑥

𝑎
𝜑𝑥𝑐

+ 𝑘𝑎DE𝑥
𝑎
𝜖𝑥𝜑 + 𝑘𝑎−DE𝑥

𝑎
𝜑𝑥𝜖)

(C.11)

d𝑥𝑎𝑐
d𝑡

= 𝑘𝑎𝑐𝑖𝑥
𝑎
𝜑 − 𝑘−𝑐𝑖𝑥

𝑎
𝑐 +𝑁(−𝑘𝑎rec𝑥𝑎𝑐𝑥𝑐 − 𝑘rec𝑥𝑐𝑥

𝑎
𝑐 + 𝑘𝑎−rec𝑥

𝑎
𝜖𝑥𝜑

+ 𝑘−rec𝑥𝜖𝑥
𝑎
𝜑 − 𝑘𝑎DC𝑥

𝑎
𝑐𝑥𝜑 + 𝑘𝑎−DC𝑥

𝑎
𝜑𝑥𝑐)

(C.12)

d𝑥𝑎𝜖
d𝑡

= − 𝑘𝑢𝑥
𝑎
𝜖 +𝑁(𝑘𝑎rec𝑥

𝑎
𝑐𝑥𝑐 − 𝑘𝑎−rec𝑥

𝑎
𝜖𝑥𝜑 − 𝑘𝑎EEA𝑥

𝑎
𝜖𝑥𝜖

− 𝑘𝑎ECA𝑥
𝑎
𝜖𝑥𝑐 − 𝑘𝑎DE𝑥

𝑎
𝜖𝑥𝜑 + 𝑘𝑎−DE𝑥

𝑎
𝜑𝑥𝜖)

(C.13)

1 = 𝑥𝑎𝜖 + 𝑥𝑎𝑐 + 𝑥𝑎𝜑 (C.14)

Where N is the number of nearest neighbors, and 𝑌 indicates an ensemble average of

quantity Y over the lattice. Equations C.11-C.14 can be solved to yield expressions

for the the concentrations of excitons, charges, and vacancies at site a:
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𝐷𝑥𝜑 = (𝑘−𝑐𝑖 +𝑁𝑘rec𝑥𝑐 +𝑁𝑘DC𝑥𝜑)(𝑘𝑢 +𝑁𝑘𝑎−rec𝑥𝜑 +𝑁𝑘𝑎EEA𝑥𝜖 +𝑁𝑘𝑎ECA𝑥𝑐 +𝑁𝑘DE𝑥𝜑)

+𝑁𝑘𝑎rec𝑥𝑐(𝑘𝑢 +𝑁𝑘𝑎EEA𝑥𝜖 +𝑁𝑘𝑎ECA𝑥𝑐 +𝑁𝑘DE𝑥𝜑),

𝐷𝑥𝑐 = (𝑘𝑎𝑐𝑖 +𝑁𝑘−rec𝑥𝜖 +𝑁𝑘−DE𝑥𝑐)(𝑘𝑢 +𝑁𝑘𝑎−rec𝑥𝜑 +𝑁𝑘𝑎EEA𝑥𝜖 +𝑁𝑘𝑎ECA𝑥𝑐 +𝑁𝑘DE𝑥𝜑)

+(𝑁𝑘−DE𝑥𝜖)𝑁𝑘
𝑎
−rec𝑥𝜑,

𝐷𝑥𝜖 = 𝑁𝑘𝑎rec𝑥𝑐(𝑘
𝑎
𝑐𝑖 +𝑁𝑘−rec𝑥𝜖 +𝑁𝑘−DC𝑥𝑐) +𝑁𝑘−DE𝑥𝜖)

(𝑘−𝑐𝑖 +𝑁𝑘𝑎rec𝑥𝑐 +𝑁𝑘rec𝑥𝑐 +𝑁𝑘DC𝑥𝜑),

𝐷 = (𝑘𝑎𝑐𝑖 +𝑁𝑘−rec𝑥𝜖 +𝑁𝑘−DC𝑥𝑐)(𝑁𝑘
𝑎
rec𝑥𝑐 + 𝑘𝑢 +𝑁𝑘𝑎−rec𝑥𝜑 +𝑁𝑘𝑎EEA𝑥𝜖 +𝑁𝑘𝑎ECA𝑥𝑐 +𝑁𝑘DE𝑥𝜑)

+𝑁𝑘−DE𝑥𝜖)(𝑘−𝑐𝑖 +𝑁𝑘𝑎rec𝑥𝑐 +𝑁𝑘rec𝑥𝑐 +𝑁𝑘𝑎−rec𝑥𝜑 +𝑁𝑘DC𝑥𝜑)

+(𝑘−𝑐𝑖 +𝑁𝑘rec𝑥𝑐 +𝑁𝑘DC𝑥𝜑)(𝑘𝑢 +𝑁𝑘𝑎−rec𝑥𝜑 +𝑁𝑘𝑎EEA𝑥𝜖 +𝑁𝑘𝑎ECA𝑥𝑐 +𝑁𝑘DE𝑥𝜑)

+𝑁𝑘𝑎rec𝑥𝑐(𝑘𝑢 +𝑁𝑘𝑎EEA𝑥𝜖 +𝑁𝑘𝑎ECA𝑥𝑐 +𝑁𝑘DE𝑥𝜑).

(C.15)

Note that, because we do not consider disorder in the recombination rate here,

the joint averages 𝑘rec𝑥𝑐 and 𝑘−rec𝑥𝜖 reduce to 𝑘rec𝑥𝑐 and 𝑘−rec𝑥𝜖, respectively. We

only need to consider the averages:

𝑥𝜖 =
1

𝑀

𝑀∑︁
𝑎=1

𝑥𝑎𝜖 (C.16)

𝑥𝜑 =
1

𝑀

𝑀∑︁
𝑎=1

𝑥𝑎𝜑 (C.17)

𝑥𝑐 =
1

𝑀

𝑀∑︁
𝑎=1

𝑥𝑎𝑐 (C.18)

Equations C.16-C.18 must be solved self-consistently with C.15, as the ensemble

averages depend on the single-site populations.
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C.1.2 Photoluminescence model

To model photoluminescence experiments, such as the relative PLQY vs exciton

density curve, we built a model of photoluminescence in an OLED. The details of the

simulation are the same as above, but we consider the following processes that govern

the kinetics at site a:

𝜑a kei−−→ 𝜖a Exciton injection

ca + cnn 𝑘𝑎rec−−−⇀↽−−−
𝑘𝑎−rec

𝜖a + 𝜑nn Charge recombination (on site a)

ca + cnn 𝑘𝑛𝑛
rec−−−⇀↽−−−

𝑘𝑛𝑛
−rec

𝜑a + 𝜖nn Charge recombination (on nearest neighbor)

𝜖𝑎
ku−−→ 𝜑a Exciton unimolecular decay

𝜖𝑎 + 𝜖𝑛𝑛
knn
EEA−−−→ 𝜖a + 𝜑nn Exciton-exciton annihilation (on site a)

𝜖𝑎 + 𝜖𝑛𝑛
ka
EEA−−−→ 𝜑a + 𝜖nn Exciton-exciton annihilation (on nearest neighbor)

𝜖𝑎 + 𝑐𝑛𝑛
ka
ECA−−−→ 𝜑a + cnn Exciton-charge annihilation (on site a)

𝑐𝑎 + 𝜖𝑛𝑛
knn
ECA−−−→ ca + 𝜑nn Exciton-exciton annihilation (on nearest neighbor)

𝑐𝑎 + 𝜑𝑛𝑛
𝑘𝑎DC−−−⇀↽−−−
𝑘𝑎−DC

𝜑a + cnn Charge diffusion

𝜖𝑎 + 𝜑𝑛𝑛
𝑘𝑎DE−−−⇀↽−−−
𝑘𝑎−DE

𝜑a + 𝜖nn Exciton diffusion

After following the procedure outlined above, we find the solution:
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𝐷𝑥𝜑 = 𝑁𝑘𝑎𝑟𝑒𝑐𝑘
𝑎
𝐸𝐶𝐴𝑥𝑐

2 + (𝑘𝑟𝑒𝑐𝑥𝑐 + 𝑘𝐷𝐶𝑥𝜑)(𝑘−𝑒𝑖 + 𝑘𝑢 +𝑁𝑘𝑎𝐸𝐸𝐴𝑥𝜖 +𝑁(𝑘𝑎−𝑟𝑒𝑐 + 𝑘𝐷𝐸)𝑥𝜑)

+(𝑘−𝑒𝑖𝑘
𝑎
𝑟𝑒𝑐 + 𝑘𝑢𝑘

𝑎
𝑟𝑒𝑐 +𝑁(𝑘𝑎𝐸𝐸𝐴𝑘

𝑎
𝑟𝑒𝑐𝑥𝜖 + 𝑘𝑎𝐸𝐶𝐴𝑘𝑟𝑒𝑐𝑥𝑐 + 𝑘𝐷𝐶𝑘

𝑎
𝐸𝐶𝐴𝑥𝜑 + 𝑘𝐷𝐸𝑘

𝑎
𝑟𝑒𝑐𝑥𝜑))𝑥𝑐 ,

𝐷𝑥𝑐 = (𝑘−𝐷𝐶𝑥𝑐 + 𝑘−𝑟𝑒𝑐𝑥𝜖)(𝑘−𝑒𝑖 + 𝑘𝑢 +𝑁𝑘𝑎𝐸𝐶𝐴𝑥𝑐 +𝑁𝑘𝑎𝐸𝐸𝐴𝑥𝜖)

+((𝑘−𝐷𝐶𝑥𝑐 + 𝑘−𝑟𝑒𝑐𝑥𝜖)𝑘𝐷𝐸𝑁 + 𝑘𝑎−𝑟𝑒𝑐(𝑘𝑒𝑖 +𝑁((𝑘−𝐷𝐶 + (𝑘−𝐷𝐸 + 𝑘−𝑟𝑒𝑐𝑥𝜖)))𝑥𝜑 ,

𝐷𝑥𝜖 = 𝑁(𝑘−𝐷𝐶)𝑘𝑎𝑟𝑒𝑐𝑥𝑐
2 + (𝑘𝑒𝑖 +𝑁(𝑘−𝐷𝐸)(𝑘𝑟𝑒𝑐𝑥𝑐 + 𝑘𝐷𝐶𝑥𝜑)

+(𝑘𝑒𝑖𝑘
𝑎
𝑟𝑒𝑐 +𝑁(𝑘−𝐷𝐸 + 𝑘−𝑟𝑒𝑐𝑥𝜖)𝑘

𝑎
𝑟𝑒𝑐𝑥𝑐 ,

𝐷 = 𝑘−𝑟𝑒𝑐𝑥𝜖(𝑘−𝑒𝑖 + 𝑘𝑢 +𝑁𝑘𝑎𝐸𝐸𝐴𝑥𝜖 +𝑁𝑘𝑎𝐸𝐶𝐴𝑥𝑐 +𝑁𝑘𝑎𝑟𝑒𝑐𝑥𝑐)

+𝑘𝑟𝑒𝑐𝑥𝑐(𝑘−𝑒𝑖 + 𝑘𝑒𝑖 + 𝑘𝑢 +𝑁𝑘−𝐷𝐸𝑥𝜖 +𝑁𝑘𝑎𝐸𝐸𝐴𝑥𝜖 +𝑁𝑘𝑎𝐸𝐶𝐴𝑥𝑐)

+𝑁(𝑘−𝐷𝐶𝑘
𝑎
𝐸𝐶𝐴 + (𝑘−𝐷𝐶 + 𝑘𝑎𝐸𝐶𝐴)𝑘𝑎𝑟𝑒𝑐)𝑥𝑐

2 + (𝑘−𝑒𝑖𝑘𝐷𝐶 + 𝑘𝑎−𝑟𝑒𝑐𝑘
𝑎
𝑒𝑖 + 𝑘𝐷𝐶𝑘

𝑎
𝑒𝑖 + 𝑘𝐷𝐶𝑘𝑢)𝑥𝜑

+𝑁(𝑘−𝐷𝐸 + 𝑘𝐷𝐶)𝑥𝜖𝑥𝜑 +𝑁𝑘𝐷𝐶𝑘
𝑎
𝐸𝐸𝐴𝑥𝜖𝑥𝜑 +𝑁(𝑘𝑎−𝑟𝑒𝑐 + 𝑘𝐷𝐸)(𝑘−𝑟𝑒𝑐𝑥𝜖 + 𝑘𝑟𝑒𝑐𝑥𝑐)𝑥𝜑

+𝑁𝑘𝐷𝐶(𝑘𝑎−𝑟𝑒𝑐 + 𝑘𝐷𝐸)𝑥𝜑
2 + (𝑘−𝑒𝑖𝑘

𝑎
𝑟𝑒𝑐 + 𝑘𝑒𝑖𝑘

𝑎
𝑟𝑒𝑐 + 𝑘𝑢𝑘𝑟𝑒𝑐)𝑥𝑐 +𝑁𝑘𝑎𝑟𝑒𝑐(𝑘−𝐷𝐸 + 𝑘𝑎𝐸𝐸𝐴)𝑥𝜖𝑥𝑐

+𝑘𝐷𝐶) + 𝑘𝐷𝐶𝑘
𝑎
𝐸𝐶𝐴 + 𝑘𝐷𝐸𝑘

𝑎
𝑟𝑒𝑐)𝑥𝜑𝑥𝑐

+𝑘−𝐷𝐶(𝑘−𝑒𝑖 + 𝑘𝑢 +𝑁𝑘𝑎𝐸𝐸𝐴𝑥𝜖 +𝑁(𝑘𝑎−𝑟𝑒𝑐 + 𝑘𝐷𝐸)𝑥𝜑)𝑥𝑐

(C.19)

Which, again must be solved self-consistently.

C.2 Sensitivity analysis

Our sensitivity analysis procedure is as follows:

We define:

𝑇 =
𝑀𝐹𝑆𝑆 − 𝐸𝑥𝑝𝑡

𝐸𝑥𝑝𝑡
(C.20)

T is the pointwise differnce between the model and experiment.
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We then build the Hessian matrix, using the second derivatives of T:

𝜒(𝑘𝑖, 𝑘𝑗) =
𝜕2𝑇

𝜕𝑘𝑖𝜕𝑘𝑗

1

1 −𝑅2
(C.21)

𝑅2 refers to the r-squared value obtained when fitting a fifth-degree polynomial to

the experimental data, such that 1 −𝑅2 is an estimate of the experimental error.

We then use the relation:

𝜒−1
𝑖𝑖 = 𝜎2

𝑖 (C.22)

To estimate the uncertainty in each parameter.

C.3 Model fits with disorder in different parameters

To obtain the fits presented in the paper, we optimized the fit to each device three

times, once with disorder in the EEA rate, once with disorder in the ECA rate, and

once with no disorder. We then chose the set of rate constants that gave the best

overall fit. Here, we report the best fit parameters for each of these three scenarios

for each device.

C.3.1 CBP

Parameter Disorder in EEA No disorder Disorder in ECA Disorder in 𝑘u
𝑘−ci 8.5426(9) × 103 8.543(1) × 103 8.578(1) × 103 6.391(1) × 103

𝑘rec 6.543(2) × 108 6.733(2) × 108 6.732(2) × 108 2.977(1) × 108

𝑘u 3.9(1) × 105 3.89(9) × 105 3.5(1) × 105 2.7(4) × 105

𝑘EEA 7.3(4) × 107 1.05(5) × 108 8.9(5) × 107 3.9(1) × 107

𝑘ECA 8.5(3) × 107 8.0(2) × 107 4.0(1) × 107 4.19(6) × 107

𝜎2 846 0 756 66.8
𝜂 0.3714 0.3740 0.3711 0.3600

Table C.1: Parameters used to model the CBP device. All rate constants are in
units of s−1, 𝜎2 is in units of meV2, and 𝜂 is unitless. Parentheses indicate the
uncertainty in the last digit.

C.3.2 Br2CBP
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Figure C.1: Results for the CBP device, with disorder in the EEA rate constant.

NN

CBP host

Figure C.2: Results for the CBP device, with disorder in the ECA rate constant.
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Figure C.3: Results for the CBP device, with no disorder.
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Figure C.4: Results for the CBP device, with disorder in 𝑘𝑢.

Parameter Disorder in ECA No disorder Disorder in EEA Disorder in 𝑘u
𝑘−ci 4.6752(1) × 103 4.00046(8) × 103 4.28025(8) × 103 3.077(3) × 103

𝑘rec 4.6115(2) × 108 4.4413(2) × 108 4.4849(2) × 108 8.805(1) × 107

𝑘u 3.64(1) × 105 4.01(1) × 105 4.02(1) × 105 6.63(2) × 105

𝑘EEA 1.136(8) × 107 1.187(8) × 107 8.00(5) × 106 1.45(1) × 107

𝑘ECA 6.72(2) × 107 7.62(2) × 107 7.52(3) × 107 4.79(2) × 107

𝜎2
ECA 641 0 1.11 × 103 227
𝜂 0.3860 0.3719 0.3748 0.3272

Table C.2: Parameters used for the Br2CBP device. All rate constants are in
units of s−1, 𝜎2 is in units of meV2, and 𝜂 is unitless. Parentheses indicate the
uncertainty in the last digit.

NN

BrBr Br2CBP host

Figure C.5: Results for the Br2CBP device, with disorder in the EEA rate
constant.
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Figure C.6: Results for the Br2CBP device, with disorder in the ECA rate
constant.
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Figure C.7: Results for the Br2CBP device, with no disorder.
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Figure C.8: Results for the Br2CBP device, with disorder in 𝑘𝑢.
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