Operator Adjustable Impedance in

Bilateral Remote Manipulation

by
G. Jagannath Raju

Bachelor of Technology in Mechanical Engineering
Indian Institute of Technology at Madras
(1977)

Master of Science in Mechanical Engineering
University of California at Berkeley
(1979)

Mechanical Engineer
Massachusetts Institute of Technology
(1985)

SUBMITTED TO THE DEPARTMENT OF
MECHANICAL ENGINEERING
IN PARTIAL FULFILLMENT OF THE REQUIREMENTS
FOR THE DEGREE OF

DOCTOR OF SCIENCE in MECHANICAL ENGINEERING

at the
Massachusetts Institute of Technology
September 1988

© Massachusetts Institute of Technology 1988

Signature of Author. . .
q)epartment of Meqﬂanical Engineering
September 1988

Certiﬁed by. “ s s 8 0 0 s Pvvirege v o oft KA E TR Dg s s s e s e e
Thomas B. Sheridan

Thesis Supervisor

Accepted by. . ...... I A S s
Ain A. Sonin
Chairman, Department Committee
o UETTE pyew
OF TECHNOLOGY =
WA 16 1989

Archlves v



Operator Adjustable Impedance in

Bilateral Remote Manipulation

by

G. Jagannath Raju

Submitted to the Department of Mechanical Engineering
on September 23, 1988 in partial fulfillment of the
requirements for the Degree of Doctor of Science in

Mechanical Engineering

Abstract

A 2-port impedance network model of a single degree of freedom remote
manipulation system in which a human operator at the master port interacts with
a task object at the slave port in a remote location is presented. The design of
the network involves the selection of feedback gains for the servomechanisms that
transmit motion and force information from one port of the 2-port to the other in
both directions. The methodology proposed here allows for this selection to be
based on both stability requirements and specifications of desired port impedances
given models of the task and the human operator. The resulting design guidelines
guarantee stability for any passive task object at the slave port and any passive
human impedance at the master port. Experimental results with an example task

are presented.
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1. Introduction

The field of telemanipulation has grown by leaps and bounds in the past
four decades and promises to continue on this path, as humans pursue the
exploration of the vast environs of space, and the depths of the oceans. What
began more than forty years ago in a nuclear research lab as a safe means of han-
dling radioactive fuel has now developed into a field that can be concisely
described by one word - "tele-presence”. I would like to feel that I am "there"
without "being” there. The motivations are primarily safety and cost. We can
mine coal without descending through unsafe shafts. Sunken treasures can be
recovered with lower risks of suffering a similar fate. A malfunctioning satellite
can be fixed by a ground-based team of troubleshooters. The common thread
that links all these scenarios is the desire to project our functionality as humans
to hazardous and/or remote locations while minimizing any associated risks. It is

to a small part of this field of research that this thesis hopes to make a contribu-

tion.
1.1 Background

The concept of using a manipulator to handle tasks in hazardous environ-
ments goes back to the 1940s when master-slave manipulators (MSMs) were

designed at the Argonne National Laboratory[” to handle radioactive nuclear



fuel in hot-cells. A m~z.cr-slave-manipulator consists of a master arm mounted
in a safe location and connected to a slave arm in the remote area. Early designs
used mechanical linkages to transmit rotations of the master arm joints to the
corresponding joints on the slave arm. Metallic tapes or cables wound around the
master arm joints were fed through a tube to the slave arm in the hot ceil. Since
such a linkage required that the through-tube not be completely sealed, the hot
cell had to be maintained at a lower pressure than the surroundings. Another con-
straint imposed by mechanical linkages was that the distance between the master

and slave arms had to be short and fixed.

As handling requirements became more complex, the mechanical arms
gave way to servo-driven electro-mechanical arms that had the added capability
of providing the human operator with an improved sense of the forces of
interaction with the object being handled, and also removed the restriction of the
distance between the master and slave arms imposed by the mechanical link-
ages. Electrical motors were used as actuators to drive the slave arm joints, with
the actuator signal based on measurements of the slave and master arm joint
angles and velocities. In addition, electrical motors were mounted on the master
arm joints and driven by the same joint angle and velocity error measurements to
synthesize a force-feedback to the human operator handling the master arm. Per-
formance levels(®! using these force-feedback MSMs improved significantly

and attracted attention from other people engaged in remote manipulation tasks.



Two natural areas for applying this teleoperator! technology were in
the two directions that explorers headed, down into the oceans and up into
space. One interesting application of remote manipulators was in 1966 when a
nuclear bomb that had accidentally(!!) fallen into the Mediterranean Sea was
located by ALVIN (a manned underwater submersible operated by the Woods
Hole Oceanographic Institute in Woods Hole, Massachusetts, U.S.A.) and
recovered using the CURV (Cable-controlled Underwater Research Vehicle) Teleo-
perator developed by the Naval Ocean Systems Center (NOSC) in San Diegol3l.
At present the Deep Submergence Lab at Woods Hole is engaged in a pro-
ject for underwater exploration called the Argo-Jason project [4 that will use

teleoperator arms mounted on submersibles.

In space applications the Canaa..n-built arm mounted on the NASA space
shuttles has been used to pluck malfunctioning satellites from space for repa,ir[sl
in the shuttle cargo bay. To reduce the level of EVA (Extra-Vehicular Activity)
for astronauts aboard the space shuttle, NASA plans to deploy free-flying, auto-
nomous, telerobctic vehicles for construction, maintenance, inspection and repair
of the Space Station and satellitesl® (7] (8], Most of the proposed designslgl [10] op
such a telerobotic servicer envisage a twin-arm, one-legged teleoperator garaged in

the shuttle that will fly out to the worksite, attach itself to the worksite by its

1. I will use the term ‘teleoperator’ to represent a manipulator in a remote location, and the
term ‘master-slave manipulator’ to represent a pair of manipulator arms, the slave at the
remote end, and the master at the operator end.



single stabilizer leg and carry out the task autonomously, under supervisory con-
trol from an astrenaut aboard the shuttle, or possibly from personnel at the flight

control center on earth.

There are now a few commercial firms marketing manipulator arms con-
structed of high-strength light-weight materials, and using advanced micro-
circuit technology for computer control, aimed primarily at the undersea vehicle
market. There exists a vast field of possible applications for this technology. As
the search for mineral wealth and food resources expands to the ocean floor and
the danger to divers increases witk depth (in addition to decreasing productivity
owing to greater times needed for depressurization), manipulators mounted on
submersibles seem to offer an attractive alternative, though economic feasibility

is yet unproven.

Whether it be in space, underwater or underground, the future appli-

cations of teleoperators for remote manipulation seem numerous and promising.

1.2 Issues in remote manipulation

When humans manipulate objects in their environment, two senses that are
extensively used are vision and the "muscle senses” that mediate kinesthesis and
proprioception. Sometimes skin senses that mediate pressure and temperature are
useful. The assumption made here is that the objective of the manipulation

task is to identify and/or alter the location of an object in the environment. The



ultimate goal in remote manipulation would be the complete transparency of the
interface, i.e., the actuators that transmit the command and the sensors that
return the required information. The term “telepresence" reflects this concept of
transporting the human operator not in body but in sensation to the remote
location. Though the "“skin senses" may be blocked by a telemanipulator mechan-
ism and/or the telecommunication channel, the "muscle senses" and vision may be
replaced with high fidelity transmission channels of vision and
force/displacement. In reality, owing to limitations imposed by the environment
(distances, transmission medium) and technology (sensor resolution, transmission
bandwidth, time delays) the transmission signals are degraded and have to be

enhanced or compensated for in some way to be of real value.

Many researchers® have attempted to enhance the visual images obtained
from video feedhack using some novel techniques. Research into similarly enhanc-
ing the fidelity of force transmission channels has picked up over the past few
years. A force feedback chznnel can provide the operator with values of the
force levels in the interaction with the object, displayed on a screen, or better
still convert these measurements back to a force level through a servo-actuator to
redirect a sense of "feel" to the operator. The force transmission channel in the

forward direction transmits the forces that the human operator would have

2, See the section on Sensing and Perception of Volume 2 of the Proceedings of the Workshop on
Space Telerobotics edited by G. Rodriguez, JPL Publication 87-13, July 1987.



imposed on the task had she been able to manipulate the object directly. The
primary objective of this dissertation is to study the effect of allowing
the human operator the option to select the dynamics of the force
transmission channel to suit personal muscular characteristics and the
task being performed in the remote location. The approach adopted here is
to model the MSM as a 2-port network with the operator-master arm interface
designated as the master port and tie task-slave arm as the slave port. The
dynamics of the force transmission channels ard the responses of the MSM at the

master and slave ports can then be characterized by a set of "network functions".

1.3 Network functions

In electrical network theory the response of a circuit to an excitation signal
is characterized by the parameters of the elements that comprise the circuit.
These elements may be passive (capacitors, resistors, inductors, transformers, etc.)
or active (current or voltage sources). When the excitation signal is a complex
sinusoid, the response is also a complex sinusoid of the same frequency for LTI
(Linear Time Invariant) systems and the relationship between the excitation sig-
nal and the response is represented by a ratio of polynomials that are functions
of the complex frequency s( = o + jw), where o is the real part of the complex
frequency (also referred to as the neper frequency), and the imaginary part w is
the radian frequency (or sometimes referred to as the real frequency, not to be

confused with the real part of the complex frequency) of the excitation signal.



This rational function that relates the excitation signal with the measured

response is called the network function N(s).

m+1 . m

20 a;s’ Hn(s—zj)
O

by bksk H(s_pi)

k=0 f=0

where z; and p; are the zeros (N(s)=0 for s=z;) and poles (N(s)=oco for s=p;) of
the transfer function. Since the response to an excitation signal applied at one
node of the network can be measured at the same node or at other nodes, the net-
work function can take on different forms. When the excitation signal is a vol-
tage and the measured response is a current the network function is called an
admittance, when the reverse is true, it is called an impedance. The term immi-
tance is used to refer to a network function that is either an impedance or aa

admittance.

If the immitance relates the response to the excitation at the same node
where the excitation (or driving) signal is applied, it is called a driving point
immitance, else it is called »n immitance transfer function. For the case when the
excitation signal at one node and the response at another node are both voltages
or both currents, the network function is called a voltage transfer function or a
current transfer function respectively. It should be noted that for LTI systems,
the driving point admittance is the inverse of the driving point impedance, but

the same is not generally true for immitance transfer functions.



Force (F) and velucity (V) variables in mechanical systems are analogous to
voltage and current signals in electrical networks, so mechanical network func-
tions can be defined similarly. As an example, for a lumped parameter model of a

simple mass (M), dashpot (B), spring (K) system, the driving point impedance is:

2(s) = %% = MotB+5

and hence the driving point admittance is:

§

1
Y = =
)= Z@ = MtrBrK

1.4 Manipulation by humans

Since the objective of the remote manipulation system is to enable the slave
end-effector to manipulate a task object as "skillfully" as a human would,? it is
enlightening to study the techniques that humans apply in various manipulation
tasks, with emphasis on the way a human adjusts the impedance of limbs
involved with the task. A few examples are offered below, with an implicit
assumption that the ideas presented are for the most part hypothetical in nature

and the conclusions drawn are open to debate.

In many sports (racquet sports such as tennis, squash, badminton, table

tennis, and other sports such as golf, baseball) the objective is to manipulate the

3. It is relevant to note that there are many tasks that a human cannot execute as easily as a
machine can, e.g., tasks that require continuous rotation of more than 360 about an axis.



rajectory of a projectile, usually a spherical bail, using 2 tool with a passive
impedance (a bat, racquet, golf club). The player has two impedances in series
that act as a force transmission channel, the active impedance of the human body
with emphasis on the limb holding the tool, and the passive impedance of the tool
being employed. Players tend to choose tools with impedance characteristics that
suit their styles of play, physical attributes, and some other unquantifiable fac-

tors.

In tennis, in addition to selecting a racquet by size, weight, inertia and
stiffness, players select the tension of the strings to provide control or speed.
When the string tension is high (80 Ibs) the deformation of the strings on impact
with the ball is less than the deformation of the ball and consequently the ball
remains in contact with the strings for a longer period of time, providing the
player with greater control whilst sacrificing power. On the other hand with lower
string tensions (40 lbs) the deformation of the strings is higher, more of the ball’s
kinetic energy gets stored as potential energy in the strings and the ball rebounds
with greater speed. Thus the exchange of power between the racquet and the ball
is governed by the two impedances. In addition to selecting the impedance of the
racquet the player adjusts the impedance of the arm to suit the stroke being
attempted, e.g. for a drop shot at the net the player will lower the arm
impedance, effectively absorbing most of the kinetic energy of the ball on impact

and thus reducing the rebound speed of the ball.



In baseball, batters have been known to doctor a bat with cork (the tip of
the bat is hollowed out and stuffed with cork) to alter its impedance for greater
power. In addition, the batter adjusts his arm impedance depending on whether

the objective is to swing for a home run or bunt into the infield to get on base.

Golf presents yet another example of a passive tcol impedance and an active
human impedance in series. In driving off the tee or the fairway, the emphasis is
more on transmitting power to the ball on the swing, than on the final position of
the ball. In putting, where all the emphasis is on position trajectory control, the

arms are held stiffer than while driving.

Since presen: plans do not envision using remote manipulators to play the
World Series underwater or in outer space, a few examples outside the realm of
sports and in an industrial assembly context are offered. The peg-in-hole task is
the classic example of an assembly task in which it is desirable to have the
impedance of the arm inserting the peg (assumed infinitely stiff) low in directions
of motion orthogonal to the axis of the hole during insertion of the peg, but have
the impedance high along the axis so that enough force can be transmitted to the
peg to push it into the hole. A human is able to execute the task by exerting
forces in directions in which motion is desired, but allowing the task constraints
to determine the motion in the orthogonal directions by offering a low impedance
of the arm in those directions. This principle of orthogonality is emphasized by

Masonl!!!] amongst cthers.

-10-



A second task illustrating an instance of humans adjusting arm dynamics is
one in which springs of different stiffnesses have to be compressed. When the
weaker spring has to be compressed, since the forces required are not high, the
arm stiffness need not be high to transmit the force. However when working with
the stronger spring, the arm stiffness has to be high enough to transmit the higher

force levels.

In all the cases cited, there are two impedances acting in series, one of which
is an effective impedance of a human arm with/without a tool, the second being
the impedance of the environment being manipulated. The only active impedance
is that of the human arm, which is controlled by the nervous system. When the
task has to be executed by a manipulator arm, it is logical to attempt to control
the impedance at the end-effector to simulate the adaptive arm of a human. Two
terms that are extensively used in manipulation research are "force control” and
"position control”, and the two control objectives may be thought of as
specification of a desired impedance of the end-effector to environmental forces.
This concept, advanced by Hogan[m] and subsequently adopted by others is a
natural way of specifying interaction between coupled dynamic systems.
Specification of a maximum position error, a minimum required bandwidth for
response, and a maximum or zero overshoot, determines the impedance of the
end-effector for position control. For force control, the maximum position error
specification is replaced by a maximum force error criterion and a desired end-

effector impedance can be computed. Thus force and position control are but two

-11-



special cases of a more generalized impedance control.

Some of the early research in compliance control (which can be thought of
as a form of admittance control) suggested the use of passive compliance devices
at the end-effector to suit particular tasks. Remote-Centered-Compliance (RCC)
devices were one example of such tools that were helpful in peg-in-hole insertion
tasks. Salisbury[13l suggested the concept of active stiffness control of the end-
effector by adapting the feedback control loop of the manipulator joint actuators
to provide the desired stiffness of the end-effector to external forces imposed by
the task/environment. In such methods the kinematic and dynamic transforma-
tions from the joint actuators to the end-effector play a vital role in determining
if any desired impedance matrix at the end-effector can actually be achieved by
modulating the actuator impedances. Kazerooni (14 18] 3qdressed some of these
issues and developed methods for achieving desired impedances at the robot end-
effector. Anderson and Spong{161 propose a combination of hybrid position/force
control and impedance control as a strategy to control both the trajectory and

the contact forces at a robot’s end-efector.

The MSMs built at Argonne National Labs and subsequent models had
identical master and slave arms. The primary reason for this configuration was
the use of analog servo controllers for the control of the actuators. The necessity
of handling heavy loads required that the slave arm had to be strong and stiff.
The identical master arm was heavy and difficult for the operator to manuevere.

With the advances of computer technology, computer controlled systems were



built which allowed for the master and slave arms to have dillering
configurations. All the kinematic transformations from master coordinate space
to slave coordinate space could now be handled in software. This led researchers
to design the master arms to be smaller, lighter and more ergonomic. Such gen-
eralized hand controllers!!”l (18 (19 ajlowed development of modular force-
feedback systems to which different types of slave arms could be later adapted.
Other researchers(20! (21l (22| focused on developing estimation and contrpl metho-
dolgies which could be used to enhance the "feel" that the operator had of the
task object primarily by force-feedback. The French Nuclear Industry has

invested extensively in computer-aided teleoperation systems[23I [24] [25],
1.5 A remote manipulation system

The sub-systems that comprise a model of a remote manipulation system

are depicted in Fig. 1.1.

HUMAN MASTER REMOTE

o SLAVE
OPERATOR MANIPULATOR TASK

Figure 1.1. Remote manipulation.

The three sub-systems are :

-13-



i. the human operator, who manipulates the master device of the MSM in a
manner that results in the slave device of the MSM acting on the task to

achieve the desired goal;

ii. a MSM which transmits forces and motion between the human operator and

the remote task;

iii. the task object in the remote environment that is being manipulated by the

slave device of the MSM.

In subsequent chapters modeis will be presented for the role of each of the sub-

systems that comprise a remote manipulation system.

1.6 An ideal telemanipulator

It is relevant to ask at this stage: What constitutes an "ideal" telemanipula-
tor? Intuitively a reasonable response would be: An ideal telemanipulator is one
that provides complete transparency of the interface. In other words the operator
feels as if the task object were being handled directly. For force-feedback systems
Handlykkenlls] suggests that this can be represented by an infinitely stiff and
weightless mechanical connection between the end-effector of the master arm and
the slave arm. Yokokhkoji and Yoshikawal20! argue that the ideal response of a
remote manipulator system is one in which the position and force responses of the
master arm are systematically equal to the responses of position and force when

the operator manipulates the object directly. But from a human factors point of

-14-



view, Vertut!??! suggests that the operator may sometimes get tired of holding a
constant weight, and reports implementing a system with continuous variation of
the force feedback ratio to reduce fatigue and improve precision. Indeed it is not
all that clear that the highest level of force-feedback is universzally beneficial in
executing all tasks. Hilll?"l reports that in the classic peg-in-hole insertion task,
the insertion phase shows little difference with or without force feedback. Bejczy
and Handlykken[%] report from experimental studies that there seems to be an
optimal combination of the force-feedback gain (from slave to master) and the
feedforward gain (from master to slave) and that this combination may be task

dependent.

It appears that as yet there is no consensus regarding an universal idealiza-
tion of a remote manipulator system. Indeed to some extent the hypothesis in
this dissertation is partly motivated by the non-existence of such an universal
standard, since this brings out the necessity of designing an adjustable system.
An additional implication of this statement may be that the "ideal” telemanipula-

tor is an "adjustable" one.
1.7 Outline of this thesis

Chapter 2 presents the models of the operator and the task, and a 2-port
network model of the MSM. In Chapter 3 the hardware that is the realization of

the MSM is discussed. Chapter 4 completes the modelling process by presenting a

-15-



sampled-data model of the MSM. The stability of the MSM when coupled to the
operator at one port and the task at the other is discussed in Chapter 5 along
with a design procedure for the selection of the feedback gains. Chapter 6
describes an experiment, and discusses the resulting data. Chapter 7 offers some

conclusions and suggestions for further research.

-16-



2. Analytical model of the remote
manipulation system

In the preceding chapter the human operator’s role in manipulation tasks
was hypothesized in very qualitative terms. This role manifests itself in two dis-
tinct forms, the first in a decision making process, and the second in the applica-
tion of the decision by motion imposed on the task object. As the objective in the
context of this thesis is to determine the power flow between the operator and the
master port of the MSM, and its dependence on the physical parameters of the
operator’s arm, no attempt is made to model the decision making process that the
operator uses to alter her arm characteristics. Rather than trying to model any
specific limb of the human operator, the approach here will be to attempt to jus-
tify the c'hoice of using a linear second-order model to represent the dynamies of

the operator’s end-effector as seen by the master port of the MSM.

A similar model is also assumed for the task at the slave port. The model
for the remaining sub-system, namely the MSM, is developed and combined with
the operator and task models to form a model of the overall remote manipulation

system.

It will be shown at a later stage that these assumptions about the operator
and the task are not as critical as they may seem to be here. If one can realisiti-
cally model both the operator and task as passive immitances at the ports, the

overall design is simplified. For tasks, most of which are passive in nature, this

-17-



approach is reasonable. In the case of models of the human, it appears that
active modulation of muscle parameters does occur, a passive model may not be

realisitic but may be sufficient in this context.

2.1 Model of human operator

When the operator imposes motion or effort using primarily the upper body,
agonist-antagonist pairs of muscles acting primarily aboat the shoulder, elbow,
wrist and ficger joints are used. The coupling of many of these pairs of muscles is
complex and not of interest here. What is of interest is: what immitance does the

operator present to the master port of the MSM?

The first gross assumption will be that the aggregate function of all the
muscle pairs that come into play in interacting with the MSM can be lumped into
a single muscle pair that exhibits the dynamic behaviour of each pair within the
aggregate, but possesses characteristic parameters which account for the sum
total effect of all the pairs. This enables us to exploit simple models that describe
the dynamics of muscular motion derived from experiments done on isolated mus-

cle.

Reported results(29 (301 Bl from experiments done with isolated muscle

fibres (typically from cats and frogs) are shown in Figs. 2.1 and 2.2.* In one

4. It should be emphasized that the graphs shown are representative of muscle dynamics only for
the purpose of providing a baseline from which a linear model can be approximated. In
reality the curves for muscle specimens (from cats, frogs etc.) differ from the graphs shown
but can be linearized similarly.
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experiment the muscle specimen is held at a constany length and excited, and the

tension that develons in the muscle due to the resultant contraction is measured.

Isometric
Tension

(F1)

Rest.:Length
Muscle Length (L)

Figure 2.1. Isometric muscle characteristics.

In Fig. 2.1 this isometric tension is plotted against the muscle length for
varying frequencies (¢l to c4) of excitation (neural activity level). Each plot has
two components, e.g., (c1) comprises a component due to active contraction (b1)
and a passive component (al1) due to stretching of the muscle (muscles can only
contract actively) beyond its rest length. Muscles seem to develop the maximum

tension at about their rest lengths. On approximating (closely following McRuer's
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model[32l) the curves with staight lines, the relationship can be modelled as a

linear spring with the spring stiffness a function of the excitation frequency :

Fi=—=K(f)L (2.1)
where
f = excitation frequency
L = muscle length
F; = tension generated in the muscle at length L and firing rate s

K(f) = spring stiffness at excitation frequency f
In another set of experiments the isolated muscle spindie is loaded by a constant
weight, and the velocity at which the muscle contracts on excitation is measured.

Typical results are shown in Fig. 2.2.

When these curves are approximated by straight lines, the relationship may be

represented as

F, v _
-I;ZI—)-'-—VT,: =1 (2.2)
or
P, = P()1=7) = P()=EL v = p(1)-B()V (23)
where
F, =load at which muscle is held

P(f) = isometric tension (V=0) at excitation frequency f



Vi

Velocity of
shortening

(V)

P(f)
Load (Fy)

Figure 2.2. Isotonic muscle characteristics.

Vn = maximum shortening velocity
B(f) =P(f)/Vm , equivalent damping coefficient
Combining (2.1) and (2.3) to determine the dynamics of muscular motion, the

resulting model is
F =P(f)-K(f)L—B(f)V (2.4)

If the stiffness and damping parameters K (/) and B(/f) are selected to represent
an aggregate for all the muscle pairs that are used, the dynamics of motion at the

human end-effector may be modelled as :



o

Ji —d(-izﬂ,, == Torque exerted by arm - External load (2.5)
= P(/)=K(/)®Os—B(/)Uh—Teat

where

O, = operator end-ellector position
Q, = end-effector velocity

J, = end-effector inertia

This yields a mass-dashpot-spring model with an effort source P(f) and variable

mechanical element parameters.

BB U+ ()8 = P())~Texs = T, (26)

Assuming a constant nominal firing rate f, the corresponding admittance is

_ 1 _ Q,,(s) - s
Zy(s) Tafds)  Jus?4+B(f)s+K(f)

(2.7)

The operator’s arm when viewed from the master end of the MSM appears as an

impedance Z;(s) and an effort source, (equivalent to a voltage source in electrical

circuits) P(f).

2.2 Model of remote task

A generalized mass-dashpot-spring model will be used to represent the
object being manipulated by the slave arm. Its admittance can thus be

represented as



1 s
Zt(s) B Jt82+BtS+Kt

Yi(s) = (2.8)

When viewed from the slave end of the MSM, the task looks like a passive
impedance Z; characterized by its parameters J;, B, K; ( inertia, damping and

stiffness ).

2.3 Model of master-slave manipulator

The MSM may be modelled as a two-port mechanical system, analogous to
two-port electrical networks. At the input or master port, the MSM interacts
with the operator; at the output or slave port it interacts with the task object in

the remote environment, as illustrated in Fig. 2.3.

| plheiaiiaibeidiash e i | | s A
: 7 : : :
1 h {2 & —0 ; O————— \
! + ! + Master + ! !
Ty (n,,, ' Tp Slave T, 1 Q)[z]
! - ' Manipulator ! !
] | O —0 | ]
] ] ] ]
. Human Operator_| L__Task |

Figure 2.3. Electrical network model of master-slave manipulator

At each port (master and slave) the co-energy variables of interest are the
effort variables (torques T,, and T,) and the flow variables (velocities Qp, and Q).
Either of the co-energy variables at each port may be chosen to be the indepen-
dent variable, and the value of the dependent variable is then determined by the

parameters that characterize the MSM. If the flow variables are considered to be



Figure 2.4. Bond graph model of MSM (without causality reference)
the inputs, the MSM can be represented by an impedance matrix [Z(s)] such that

Tm(s) Qm("")
T(s) = [2(6)] 2s) ) ={t A =]a @ @9
Tp(s) Z11(s) Z12(s)] (Qm(s)
Ty(s) [~ |Za1(s) Zas(s)| | 2s) (2.10)

If, on the other hand, one chooses to specify the inputs to the MSM to be the

effort variables, the MSM is represented by an admittance matrix [Y(s)] such that

0(s) = [Y(s)) T(s) (2.11)

Qm(s) Y1i(s) Yia(s)] (Tw(s) o
Qu(s) [T | Yar(s) Yoo(s)| | Tuls) (2.12)

Two other representations of the MSM are obtained if one of the inputs at one

or

port is an effort variable and the input at the other port is a flow variable, or
vice-versa. These are commonly referred to as hybrid models of the 2-port. For

example, if the flow is specified at the master port and the effort at the slave port



we get

Ti(s) Hy(s) Hio(s)
Qy(s) [~ |Hai(s) Hoa(s)

() i
T(s) (2.13)

}g—"" MSM +4 2-port Impedance model
m . 3
2]

+{ MSM |‘-—QT8— 2-port Admittance model
m . 8
[Y]

|g;—"‘- MSM IQ%-‘E——— 2-port Hybrid model
m . 8
4]

Figure 2.5. Alternative causal models of MSM.

Since each of the preceding representations governs the same physical system, the
elements of each matrix can be calculated in terms of the elements of one of the
other representations. These relationships can be found in any introductory text

on linear circuit theory.[33] (34] 35]

Two special cases of the 2-por: that are relevant to our context are the bila-
teral 2-port and the reciprocal 2-port. When both the off-diagonal elements of
the 2-port matrix are non-zero, signal flow takes place in both directions (state
changes at one port cause changes at the other) and the network is called a bila-

teral 2-port. If these two off-diagonal elements are equal the 2-port is termed



rectprocal.

The first step in modelling the MSM is to decide which of the preceding
representations is best suited to describing the hardware that comprises the physi-
cal MSM. At each port of the physical MSM a servo-actuator is used to generate
a control torque based on flow measurements (feedback signals of position and
velocity) at both ports. Hence the master and slave servo-actuator control actions
can be modelled as dependent torque (effort) sources U,{Q,(s),Q(s)} and
Us{Qn(5),Q4(s)}. The control laws for these servo-actuators will be picked so as
to obtain an impedance characterization of the MSM, as shown next. A represen-
tation of the MSM before imposition of feedback control on the actuators is
shown in Fig. 2.6. The dynamics of the master actuator and arm is represented
by an impedance Z,,(s), and similarly Z,,(s) represents the dynamics of the slave

actuator and arm.

One possible form for the control law is

Un(s) = fu(s)  [i2(s) | (Qm(s) .
U(s) [ | far(s)  — faa(s)] | Us(s) (2.14)
The sign convention for the diagonal components f,; and foe has been chosen to

suggest that the response (control) torque at each port should oppose the imposed

flow at that port. The torque at the master port is then

Tin(s) = Zima(s) Qm(s) — Un(s)



= [ Zma(s)+fll(s) ] Qm(s) - fl2(3) Qs(s) (2'15)

Using an identical approach at the slave port yields an impedance matrix that

deseribes the MSM

To(s) Zma(s)+/11(5) - fl‘.!(s)
Ta(s) - - f2l (S) Zsa(s)+f22(s)

() i
Qy(s) (2.16)

it b Tl a
: N
+ E E +
' Zma Zsa '
' i
Ty, : O ) + + < Q, : T,
i '
l Un Uy :
' 1
o ! ! o
' i
b e e e e e —————— J

Figure 2.6. MSM port impedances.

The elements of the impedance matrix, i.e. the Z;;(s) are referred to as the open-
circuit tmpedance parameters of the two-port network, since they define the
effective impedances at the two ports in the absence of loads (the ports are open-

circuited). For the MSM these parameters are

_ Tw(s) s s o
le(s) - Qm(S) Q.(s):() - ma( ) + fll( ) ("‘ 17)
20 =g | o= e 218)




7 = 50 | = (2.19)
Zale) = 5 EEACEVAE (2.20)

Therefore by proper choice of the elements of the feedback matrix, i.e. the f;;(s),
the elements of [Z(s)] can be independently modulated. However, it is not obvi-
ous that one can specify these elements intutively; the desired characteristic of the
MSM can be expressed more naturally in terms of a master port impedance Z,,(s)
presented to the operator, and a slave port impedance Z,(s) presented to the task.
Note that Z,(s) depends not only on the Z;;(s) but also on the task impedance
Zy(s). Similarly, Z,(s) depends on the human impedance Z,(s). Therefore, to
find the port impedances Z,(s) and Z,(s), the governing equations for the loads
at the two ports have to be included. The procedure to determine Zy(s) is out-
lined here (and can be found in any linear circuit theory text); Z,(s) can be

derived similarly.

At the master port

Th(s) = Za(s) Qm(s) = Tm(s)

= Z11(5) Qm(s) + Z12(s) Q4(s) (2.21)
Th(s) = Z19(s) Qu(s) 9 90
W) = =720 + Zi(s) (222)
Then



Ts(s) = Z2l(s) Qm(s) + Z22(3) 03(8)

Th(s) — Z1a(s) Q4(s) ‘
= Z9)(s) { Z1,05) + Z4(o) }+ Zao(5) Qy(s)

_ Z21(s) s o _ Z12(s) Z91(s) .
- {zu(s)  205) }T"‘ )+ {Z”‘ )" 7o) + 24(5) }““’( )

_ Z3(s) ) (s .
B {Z”(s) + Zh(S)}Th( )+ Z(s) (s) (2.23)

where

Z19(s) Z21(s)

Zy(s) = Zyo(s) — 2.24
s( ) 22( ) Zu(s) +Zh(3) ( )
The relation (2.23) is depicted in Fig. 2.7.
% Mast | il
aster
Q Zo Q
Ty, Slave . T 3
( Manipulator T, Zu+ 4 Ts

Figure 2.7. Slave port impedance with operator at master port.

Similarly the impedance that the human operator feels at the master port in the

presence of a task at the slave port is

Z19(8) Zo1(s)
Z99(8) + Zu(s)

Z,,,(S) = le(s) -

~~
I
o
(%]

N

If the control signals that form the dependent sources are chosen to be non-
dynamic linear combinations of the master and slave port positions and velocities,

then



Q Master
T’" Slave Z =
m Manipulator

Qp
T, [%m

— |

Figure 2.8. Master port impedance with task at slave port.

Unit) —ky —kio ki3 k14
U(¢) ]

where k;; are the elements of the feedback gain matrix [K].

In the frequency domain this leads to

S
Un(s) = ki) Tk
U(s)| | ka 23

Then, from (2.14)

ki

fuls) = — + k12
ki3

f12(s) = S + k14
k

fa1(s) = "2‘1— + koo

k
foa(s) = % + kaq

koy kog  —kog — koa| |©s(0) [

(0,,(t)
Qm(t)

0,(¢)

\

—~

2.27)

Thus by modulating the elements of the gain matrix k;;, the elements of the
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impedance matrix [Z(s)] can be adjusted to meet desired specifications. Elabora-
tion of this idea is deferred to Chapter 5, with the next two chapters concentrat-

ing on further implementation and modeling issues.

The preceding frequency domain analysis of the continuous time signals
that describe the dynamics of the MSM provides a structure for the development
of a sampled data model of the MSM that more accurately reflects the hardware
used to implement the MSM. It is therefore appropriate to introduce the com-
puter controlled actuator system that comprises the MSM in the next chapter

before proceeding to a discrete time analysis in the z-domain in Chapter 4.
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3. Design of the Master-Slave Experi-
mental System

A single degree-of-freedom Master-Slave Manipulator (MSM) was built to
serve as the experimental system for this research work. This section describes the
hardware that includes the servo-units and the computer interface that controls

the system.

The MSM uses conventional D.C. motors as joint actuators, powered by
pulse-width-modulated (PWM) amplifiers. Position and velocity signals are
obtained from incremental optical encoders and generator-tachometers that are
integrated into the motor units. Fourteen-inch levers that act as the arm links
are mounted on collars on the motor shafts, and no gear reduction units are used.
The master link arm is equipped with a joystick handle that incorporates three
momentary push-button switches and one two-posifion toggle switch that are
intended to be used to adjust the 2-port impedance matrix of the MSM. The
PWM amplifiers operate as voltage-to-current amplifiers, thus enabling torque

control of the motors that they drive.

An Intel 8 MHz 8086 CPU-based microcomputer with a 8087 Numeric Data
Processor is used for computer control of the motors. An [BM-PC Bus based
interface card was built to ducode the optical encoder signals into signed 16-bit
words representing the motor shaft angular positions. This card also provides a

programmable Real Time Clock that is used to implement the 60 Hz sampling
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frequency. The circuit diagrams for the card are shown in Appendix C.

A Data Acquisition card with 16 Single Ended Analog-to-Digital (A/D)
channels, 2 Digital-to-Analog (D/A) channels, and 16 programmable Digital /O
lines is used. Two of the A/D channels are used to sense the angular velocities of
the two motors and the two D/A channels to drive the PWM amplifiers with the
control signals. The states of the joy-stick switches are monitored by the com-
puter through the Digital I/O lines on the Data Acquisition card. The schematic
of the experimental set-up is illustrated in Fig. 3.1. The connections for the vari-

ous sub-systems are detailed in Appendix B.
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Figure 3.1. Schematic of experimental set-up.
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3.1 Servo-actuator system dynamics

3.1.1 Block diagram

PWM amplifier

LSV SN k T(t)
! r--——-—==-=--4--—-—-~-— 5]
i | 1 —
E E ! Ky | E(¢) é N(?) JB E Vel Q(t) _
] ] 8+ — ]
' ' J I
] ] ]
! 1 - e _:
: " D.C. Motor
b T H
I Tach

| iy |

d Kq

L S

Figure 3.2. Block diagram of servo-actuator system

3.1.2 Parameters

K, = signal gain (rot adjustable) amps/volt
K= tach feedback gain (pot adjustable) amps/volt

Twvolts  _ 0.067 volts
1000 rpm rad/sec

Kq = tach constant =

K= torque constant = $8.5 oz-in/amp
J = motor-tach inertia ( 0z-in-sec ?)

B = motor-tach viscous damping ( oz-in-sec )
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3.1.3 Model

In the continuous time domain the actuator (master and slave actuators are

structurally identical) dynamics can be represented by

J -f—t-n(t) + B Q(t) = T(¢) + E(t) (3.1)
where T(t) is the external torque imposed on the motor shaft, and E(t) is the

electro-magnetic torque imposed by the motor armature on the motor rotor.

A tachometer feedback loop in the PWM servo-amplifer is used to adjust
the bandwidth of the servo-actuator to a desired value. This feedback loop is dis-
tinct from the velocity feedback used to determine the structure of the impedance

matrix in the preceding chapter, and is analog in nature.

From the block diagram

E(t) = Ky 1(t) = Kp(K, V(t) — KyKqQ(t))

— U(t) — KrKyKaO(2) (3.2)
where
U(t) = control torque = KK, V(¢t) (3.3)
Therefore
J %n(t) + (B + KpKyK.,) 0(t) = T(t) + U(t) (3.4)
or
B + KrKyK,,
“a() = - === a() + = (T(0) + U()
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= —a Q(t) + b (T(t) + U(1)) (3.5)

B + KrKyKq 1
= r; and b= r;

a

Therefore the transfer function to output velocity () from input torque (net

torque N(t)=T(t)+U(t)) is

Q(s) b b a

N(s) s4+a a s+a

(3.6)

Using the subscripts m and s for master and slave actuator parameters and vari-

ables, the master and slave servo-actuator impedances (see Fig. 2.6) are

Zals) = == + - (3.7)
b bm
1 a
Zyo(s) =75 + b—s (3.8)
8 8

3.2 Servo-actuator bandwidth adjustment

As mentioned previously, an internal velocity feedback loop is used to set
the bandwidth of the servo-actuator. The tach feedback gain Kj; will be selected

to set the time constant for the actuator to be 0.1 secs.

The transfer function from the control signal (V in volts) to the angular velocity

(Q in rad/sec) is given by
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Us) _ g, / (3.9)

The open loop time constant and steady-state gain are

J
Tol = ‘E (3.10)
st KvKT
= (3.11)

The measured} open loop steady-state gain is = 1007.—‘1:0;&. Hence the damping

B=.885 oz-in-sec (I, = 1 amp/volt). The measured open loop time constant is

0.7 secs, hence J = 0.27 o0z-in-sec”.

The time constant with the velocity feedback is

J
T= 3.12
B+K7pKq Ky (312)
J 1
hence Ky = -;_-—B Kol = 0.9 amps/volt  for T = 0.1 sec

With K, = 1 amp/volt (this maps the £ 10 V range of the D/A outputs to a + 10

+ The viscous d~.mping is a non-linear function of the magnitude and sense of angular velocity,
so the steady-state gain reported is an average value over a range of angular velocities.
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amps command to the PWM amplifier) and Ky = 0.9 amps/volt, at steady state

conditions

Qs — KTKu — 142 radgsec
Vs B+KrKqK;f ' volt

The transfer function is then

Qs) 142
V(s) 01s+1 (8.13)

3.2.1 Calibration procedure

1. Set input control signal V = 0.0 volts and adjust balance pot till amme-

ter in series with motor reads 0 amps.

2. Clamp motor shaft, set input control signal V = 5 volts and adjust sig-
nal gain potentiometer (K,) till ammeter reads 5 amps. Check that
ammeter reads -5 amps for a -5 volt input and adjust balance if neces-

sary. Thissets K, =1 .

3. Unclamp motor shaft, set V = 5 volts and adjust the tach pot (th) till
the tach output voltage = 5 x 14.2 x 0.067 = 4.76 volts. This sets Kj =

0.9 and consequently 7 = 0.1 .
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4. Sampled Data Model of Master-
Slave Manipulator

There are two approaches to developing a sampled data model for the
MSM. One method is to start with the continuous time differential equations that
describe the dynamics of the system, and solve for the state of the system at the
sampling instants. This solution takes the form of a difference equation that
describes the evolution of the system state at discrete time intervals. A #
transform applied to the difference equations yields the network function for the

system in the »domain.

An alternative method is to map the system network function in the the s-

domain to the >domain by one of many approximations that are commonly used.

It is convenient to keep the design process in the continuous time domain so
that many useful theorems and design tools from a vast body of litcrature can be
applied. One of the goals in developing the sampled-data model of the MSM is to
relate the results from the design process in the s-domain to design parameters in
the 2-domain. More specifically, the relationship between the feedback gain
matrix [K] in the s-domain and the corresponding gain matrix [H] in the 2z

domain is of interest.

To keep notation simple, we shall generally use the same symbols for s
domain and z»domain variables, indicating which one we mean by the argument s

or z. The »domain open-circuit impedances, for example, will thus be denoted by
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Z;i(z). This is common but convenient “abuse of notation™.

The procedure adopted here to find this relationship is as follows:

1. Find the open-circuit impedance parameters Z;;(z) in the domain, by tak-
ing the ztransform of the difference equations that result from the first
approach outlined previously. These parameters are functions of a gain

matrix [H].

2. Map the open-circuit impedance parameters in the s-domain, i.e. Z;(s),
into the zdomain by applying a Zero-Order-Hold (ZOH) equivalent
transformation. These resulting parameters in the #domain are functions

of the gain matrix [K].

3. Equate Z;;(z) obtained from the two routes outlined above to solve for the

elements of [H] in terms of the elements of [K].

This chapter demonstrates these steps.
4.1 Sampled data model of the servo-actuator

In the continuous time domain, the master actuator dynamics (3.5) is

represented by

L00(t) = — anfn(t) + bn(T(t) + Un(®) (41)
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B, + K7 K;Kq
ay, = r; and b, =
m

The solution for this first order differential equation is

L
I

t
() = Am(to)e "7 4 fone =TTy (1) + Un(r))dr  (1.2)

to
Suppose the system is sampled at discrete time intervals of T, i.e., the sampling
frequency is f, (= lfl: ). Then the evolution of the state of the sampled system

from one sampling instant to the next (i.e. from ¢ = to+4+¢7T, the ¢th sampling
instant, to ¢;4; = t;+7, the next sampling instant) can be written as

ti+T
(tiv1) = n(t)e =™ 4 [ bpe = =TT (T (1) 4 Up())dr  (4.3)
t

The control torque Up,(t) is a piecewise constant function, since the control signal
(Vm) is the output from a Digital to Analog converter, i.e.,

Un(t) = Up,(iT) for ;<t<tiyy (4.4)
and hence can be taken out of the integral in (4.3). However the external torque
T,.(t) is a continuous time function which is not sampled. A simplifying assump-
tion that is made here is that T,,(t) is also piecewise constant. Such an assump-
tion can be justified if the bandwidth of the external torque signal is much lower
than the sampling frequency. Since this torque is applied by the human operator
at the master port of the MSM, its bandwidth is normally of the order of 1 Hz,
which is much lower than the sampling frequency of 60 Hz. If the torque from the
environment at the slave port is also limited to a bandwidth of 10 Hz or less, both

external torques can be considered to be constant within the sampling interval.
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Hence the torque applied by the human operator at the master port may be
represented as
Tu(t) = Tu(tT) for t<t<tiy (4.5)
Gml(s) Gm2(s)

Tm(iT)i% Nm(iT)> 7ZOH —» _b'.'_'_ m 1 X GM(iTL

G 8+ ap 8

Up(iT) X _nliT)

Figure 4.1. Block diagram of sampled data model of servo-actuator.

Then the dynamics of the sampled data system can be sinplified to be

iT+T
Qi T+T) = ¢ TQ(T) + by(T(iT) + Un(6T)) [ &~ *(T* T gr
iT
On substituting p=tT+T—,
=T

Qu(iT+T) = e " (i) + bu(Tu(iT) + Un(iT)) [ e*""dny
7N=0

- : b - . :
= 7" T,(iT) + —=(1=e ") (Tn(iT) + Un(iT))  (4.6)
m
Assuming zero initial conditions and applying the ztransform to (4.6) the 2

domain transfer function is

£n(a) = ¢ T 1= T T (2) + Un(2)
or

Ay (z—e " T)
bm (1—e ™% T)

This yields the following servo-actuator impedance in the »domain

Up(2) = T(2) + Un(2) (4.7)
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—am T

am (z—e ""%)
Zma(2) = (4.8)

ma( bm (l_e—amT)

Since the slave servo-actuator is structurally similar, we get
Zuls) = 22 le= (49)
z)=— .
* b, (1_e—a,T)

Once again, the control signals that form the dependent sources are chosen to be

linear nondynamic functions of the master and slave actuator state variables:

0,(:7))
Un(:T) —hn —hie hiz by Qn(:T)
{Ua("T)}a [ hoy hoy  —hog —hag| |0,(T) (4.10)
2,(:7)
\

where h;; are elements of the 2 x 4 feedback gain matrix [H].

The subsequent ztransform yields

(0(2)

Un(z) —hy —hyp hiz by Qm(2)

{Us(z)}= [ hoy  hay  —hoa —hog| 10,(2)| (1.11)
0,(z)
y

In order to obtain a »domain transfer function between the sampled velocity vec-
tor and the sampled torque vector, the sampled position vector has to be elim-
inated from (4.11). In the s-domain case the relationship Q,,(s) = s0,,(s) allowed

this. To find an analogous relationship between ©,(z) and Q,,(2), the transfer
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functions between the net torque Np,(z) (=Tj(2)+Un(2)) and the position and
velocity, represented by Gp(z) and Gy,;(2) respectively in Fig. 4.2, are first deter-

mined.

NuliT) | ¢ (o) |_8nliT)
NaliT) o ()| 2nlT)

NaliT) o )[200T ¢ | _©n(T)

Figure 4.2. Transfer function from sampled velocity to sampled position.

The ZOH equivalent of Gp,(s)(=Gp1(5)Gm2(s)) can be shown to be

O, (2) _ by (amT-‘1+e—a"'T)z+(1—-c—a"'T—amTe_a"'T)

Gp(z) = 4.12
n(?) Np(2) m am(z-l)(z—-e-a"‘T) ( )
and the ZOH equivalent of G,,;(s) from (3.7) is
Qn(2) by 1—e nT
G - - 4.13
m1(2) Np(2) m z__e—-a,,,T ( )
Hence
e Gu(2)  Om(2)  (amT—l+e ™ T)zt{1—e " T, Te™T)
z _ = 3
e Gmi(z)  Qm(2) am(z—1)(1—e~"" T)
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z—1
where
l—e—a"'T——amTe_“"‘T
e = — (4.15)
ap T—14e ™
—anT
@ T—14e" "
dy = —7 (4.16)
ap(l—e ")
Note that

dp(em +1)=T (4.17)

The transfer function between the sampled position and the sampled velocity is

therefore given by

On(2) = dn 0,2 (1.18)

Substituting for ©,,(z) and 6,(z) in (4.11) yields

[ 2+ey, 2tc,
{Um(z} —(bndn——thi2)  hizds~ +h14 {Qm(z)} )
U, = z+ + Qy(2 '
(2) hordp o +h22 - (h23d & +h24) =)
Thus

z+c

Mm(z) = hydy——
+

fra(z )—hlsd AL +h14
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2+c
= + hog
z—1

z4c
foa(z) = hozd, 18 + ho4

f21(2) = hoydp,

Since

Tn(2) = Zpma(2) Qpu(z) — Un(2)

and

Ts(2) = Zsa(2) Qu(2) — Uy(2)
substituting for the dependent sources Up,(z) and Uy(z) yields the zdomain

representation of the impedance matrix for the MSM :

Tm(z) Zma(z) + fll(z) - f12(z) Qm(z')
T[T | = fale)  Zule) + fa2()] | 2ul2) (4.20)

The components of the impedance matrix are

gy T 24Cm

G 7—
Zy(z2) = bm 2 e_a 7 +hi1dm +h12 (4.21)
m 1—e
z+
Z]_Q(Z) = —( hl3d 8 h14 ) (4.22)
+
Zn(z) = —(hardn - o The) (4.23)
a —e, T 24
Zy(2) =T i_c:a—?f"*'hzad = +hoy (4.24)
bs 1—e —1

This completes the first siep in the process. The next step is to find the ZOH

equivalents of the Z;i(s). As an exampie, consider Zo(s) :
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k
— Zya(s) = kl4+%3

The ZOH equivalent of Zy5(s) is

z2—1 2 T 2
K {'““z—l +’”‘3(z-—1>2}

_ 2 (k) + (k13T — k14) (4.25)
z~1 -

where Z represents the ztransform.

The final step is to equate the above with the form obtained in the first step.

From (4.22)

z (higds + h1g) + (h13dsc, — hyy)

~ Zule) = z—1

(4.26)

On equating coefficients with (4.26) :

hizds + hiy = k4
and

higdscs —hig = k13T — k4

These two simultaneous equations yield the sampled data system feedback gains

in terms of the continuous time system feedback gains
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kT
” S ee——— e 4.27
hlo d3(08+1) 'lc13 ( )

hig = k1a—h13ds = kg4 — k13 ds (4.28)
In applying this process to the diagonal elements of [Z(s)], namely Z;,(s) and
Z99(s), one additional approximation has to be introduced.
1 Qm

ki
Zu(s)=-—=s+ = + b +—
m m

Since the first term in the impedance function is a differentiator, it is not possible
to find a ZOH equivalent for it, and some other form of approximation has to be
used. ZOH equivalents for the remaining terms can be evaluated as in the previ-

ous case. Using a forward rectangular rule to approximate the differentiator

yields
- k
2082, (s)}= =221 + ZOH{=™ 4 kyp + —L (4.29)

by T b, s

1 z2—1 Gm T

=TTt ke kg

1 a,T —2 —a, T _
me zZ [ me +k12 z+ me +k’11T k12
- z—1

From (4.21) and approximating e~ T by (1—a,T)

1—ga,T
T

T—-2
1 z2+[am__
b

b T + hyydm + hiojz +

Zy(2) = 2 —1 B

+ hidpen — th]
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Equating coefficients of z
hyydm + hio = ky2
and
hiidmen —hig =k T — ko
Solving for h,; and A9, we get
knT

" dp(em + 1)
hiog =kig —kyy dpy

k11 =k

(4.30)

(4.31)

The equations (4.27), (4.28), (4.30) and (4.31) establish the relationship between

the position and velocity gains in the continuous and sampled data systems.

Hence by analogy the remaining gains for the discrete case are

hoy = ko,
hoo = kog — ko dpy
hos = ko3

hoy = koy — ko3 ds

(4.32)
(4.33)
(4.34)
(4.35)

This completes the process for relating the continious time feedback gain matrix

[K] to its counterpart in the discrete time case [H].



5. Design Goals: Stability and Desired
Port Impedances

The model for the MSM that has been developed to this point includes two
dependent sources, Up,(s) at the master port and U,(s) at the slave port, that are
functions of the flow and effort variables at the two ports. The gain matrix [K]
that relates the dependent sources to the port variables will be selected to meet

two goals:

1. The 2-port MSM has to be stable for any passive termination Z;(s) at the

master port, and any passive termination Z;(s) at the slave port.

2. The port impedances, Z,,(s) at the master port and Z,(s) at the slave port,

have to match desired values specified by the designer.

By stability we mean that the reponse at either port to a bounded excitation
(at either port) or to non-zero initial conditions is bounded. This requirement is
realized in the frequency domain by the location of all poles of the appropriate
network functions in the open left half plane of the s-domain (LHS) for "strict
stability” and the closed LHS for "simple stability”. The approach to realizing

this stability goal is presented in this chapter.

Though we chose to model both the human and task impedances, Z(s) and
Zy(s) as second order network functions in Chapter 2, in condition (1) we are far

more conservative by designing for stability for any passive Zy(s) and Z;(s). We
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are therefore covered for more complicated models of the human and task
impedances. If more information on these impedances were available, e.g. bounds

on parameter variations, then the design can afford to be less conservative.

As will be shown at a later point in this chapter, the port impedances Z,,(s)
and Z,(s) are rational functions with 4th order numerator polynomials and 3rd
order denominator polynomials. Since the response is dominated by the
“stiffness” component of the impedances at low frequencies, the desired stiffnesses
at the ports K,, and K, will be the specified as the design parameters, rather than

attempting to specify desired rationals in s for the impedances.

By combining the conditions for stability and the conditions to realize
desired port stiffnesses, the constraints on selection of [ are derived and used in

the design process.

5.1 Stability analysis

5.1.1 An initial approach

We start the stability analysis by recognizing that the WMSM is potentially
unstable due to the presence of the feedback to the dependent torque sources. A
reasonable initial approach to stabilizing the active 2-port MSM network is to
look at the master port impedance Z,(s) when the slave port is terminated by a

passive task impedance Z;(s). The response at the master port is determined by
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Zm(s) in series with Z,(s).

Zp | ; ————————————— -E
9
T i E
! '
o J

Figure 5.1. Master port termination.

Since (2.25) shows that

RRATIQNG)
ZQ’.’(S) + Z»(s)

Substituting the rational functions that represent the open-circuit impedance

Zw(8) = Z1(s)

parameters Z;;(s) (see (2.17), (2.18), (2.19), (2.19) and (2.28), (2.29), (2.30), (2.31)),

yields
T (s—2m)
S§=2pm;
Tm(s) 1 tE[l ™
Zn(s) = R
Qm(s) 5
H(S—ij)
jml
L @4m8* +03m5° +aams° +a1m5+eom (5.1)
§ me32+blm3+b0m .
where
1 1
Gym = (’,;:+Jt)‘,;;
1 a a 1
agm = (3= H)( ) + (5 Heo+Be)
8 m 8 m
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1 a

a 1

om = k11 (Z=40) (= thoa+By)(—+k12) + (kos+Ke)~— — kyskon

b3 b8 bm b"l
a a
Ay = /fu("b'q“*"czrl'Bc) + (j"ﬂ"*‘km)(kzs‘l'fft) — kyakoy — ky3kao
38 m
aom = ky1(kes+K;) — k13key

1

bom = (5 -+J)
3

Qg

8

bom = (k23+K)

t+kos+By)

Since Z,,(s) is a driving point impedance, the system in Fig. 5.1 will be stable
only if Z,(s) has no poles or zeros in the RHS. This necessary condition follows
from the requirement for stability in two special cases, Z;(s) = co (open circuit)
and Z;(s) = O (short circuit) respectively. By applying the Routh-Hurwitz stabil-
ity criterion to both numerator and denominator polynomials in (5.1),
corresponding constraints on the gains k;; to obtain such a stable, minimum phase

Z(s) can be derived.

For the denominator polynomial, all the coefficients must have the same sign:

boyy >0 since Jy >0 and b, >0

a
bim >0 implies kogy > — '58—
8

bom > 0 implies kozg > — K;

For the numerator polynomial the Routh-Hurwitz array is
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Cam Qopm Qom

a3m Cim
A3mbom — C1mlam
by = by =aom
a3m
c bim@im — azmaom
l —
blm
aom

All the members of the first column must have the same sign. Since ay, is
known to be positive, all the other members of the first column must also be posi-

tive.

(7

a
azm >0 implies koy > —b—a and kyp > ——

s b
Com >0 implics kgglcu > IC132
by >0 implies (agpmaom — C1pam) >0

¢y >0 implies (byayy, — esmaom) >0
There are three problems with this approach:
1. The stability constraints are dependent on the values of the task impedance
parameter K;. This can be overcome by modifying the constraint that
koz > — K; to be the more conservative constraint ko3 > O since K; is

always > 0. If more refined bounds on K; are available, these could be

used instead.

2. Two of the constraints, b; > 0 and ¢; > 0 yield complicated equations to

be solved for values of the gains k;;.

3. The most serious problem with this approach is that making Z,(s) stable

and minimum phase does not ensure that the 2-port will be stable for
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passive terminations Z,(s) other than O or co at the master port. To
achieve this, the numerator of the network function Z(s) + Z,(s) for all
passive Z;(s) has to have roots in the LHS, since this numerator (before any
order reduction due to cancellations) is the characteristic polynomial of the

system in Fig. 5.1.
5.1.2 Using positive real functions

A second approach to stabilizing the active 2-port MSM uses the concept of
positive real (PR) functions from electrical network theory. A passive multiport
network (which is inherently stable) has the characterizing property that its
impedance and admittance matrices are PR3, We begin with the definition of

PR for the case of scalar functions.

A function F(s) of a complex variable s (=o+jw) is said to be positive-real

if it satisfies three conditions!3?l (38l [39].

1. F(s)is analytic in the open RHS,

o

F(o) is real,
3. Re[F(s)] 20 for Re[s] >0

It can be shown that!®”) the first condition is redundant for rational func-
tions (which are what we are interested in), since the other two conditions will

require that F(s) be devoid of poles in the open RHS. The second condition is
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always satisfied for a real rational function since all the coefficients of the
numerator and denominator polynomials of such a function are real. Therefore a

real rational function is PR if and only if:

1. Re[F(s)] >0 for Re[s] >0
A set of equivalent conditions!®®! (for positive realness of a real rational function)
that is usually much simpler to apply is the following:

1. F(s) has no poles in the open RHS,

2. Poles on the jw-axis, if they exist, are simple, and residues evaluated at

these poles are real and postive.

3. Re[F(jw)] 20 for all w, except at any poles on the jw axis.
Note that the second condition requires that the degree of the denominator differ

from that of the numerator by no more than 1.
Properties of PR functions!3® thai are relevant in this context are:

1. If Fy(s)is PR and Fy(s) is PR, F,(s) + Fq(s) is also F'it.

2. If F(s)is PR, so are and F(-i—)

1
F(s)
3. As a consequence of the above, a PR function has no poles or zeros in the

open RHS.

Using the above facts, it becomes evident that one way to make the MSM stable

is to ensure that Z,,(s) is PR; since the passive Zj(s) is PR, the network function
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Zm(s) + Z(s) is PR and hence the system is stable.

The problem, however is to ensure that Z,(s) is PR for all passive task
impedances Zy(s). We shall see how far reasoning based on scalar PR functions
leads us, before turning to PR matrices for a satisfactory resolution of the stabii-

ity problem.

It can be shown®®*% that one of the three conditions above for Zm(s) to be
PR, namely the condition Re[Z,(jw)]>0 for all w evcept at the poles, is

equivalent to the condition

Re[Z11(jw)] - Re[Za2(5w)] Z% | Z12(5w) Z1(j) | (1+cost) (5.2)

at all such w, provided

Re[Z11(Jw)] >0 (5.3)

where

L Im[Z19(jw) Zo1(Jw)]
Re[Z1,(jw) Zgy (Fw)]

0 = tan~

The condition above is part of what is referred to as Llewellyn’s stability criterion
for 2-port networks. Note that (5.2) does not involve Zi(s), and also that it
implies

Re[Zaa(ju)] >0 (5.5)
A special case is the reciprocal 2-port network, Z12(s) = Za;(s), which yields the

simpler condition
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Re[Z,,(jw)] Re[Zao(5w)] > (Re[Z2(5w))) (5.6)

The special reciprocal case condition is part of what is referred to as the Gewertz

stability condition.

At frequencies where Re[Z,(jw)] =0, the development in ®8l% can be used to

show that the condition

is equivalent to Re[Z,,(jw)] 2 0 in the reciprocal case. This condition depends on

the task impedance Z;(s), however.

Substituting for Z;;(jw) yields

Re[Z2(jw)] = k14
Re[Z9, (jw)] = koy

If the MSM is constrained to be reciprocal, so k4 = koy, then the above condi-

tions become

brp > = (5.8)
by
bag > —> (5.9)
b
Am Qs %
kg S |7 ki) (57 + ko) (5.10)
m 3
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These conditions provide constraints on four of the eight elements of the feedback

gain matrix.

On recalling the conditions for Z,,(s) to be PR, however it is apparent that
Llewellyn’s (and Gewertz's) conditions are necessary but not sufficient. Since
Z,(s) has a simple pole on the jw-axis, its residue at that pole has to be real and
positive, and, Z,(s) has to be shown to be analytic in the RHS. Neither of these

two conditions is guaranteed by Llewellyn’s conditions alone.

Thne conditions for analyticity in the RHS have already been discussed in
section 5.1.1, but are unfortunately dependent on the task impedance. The resi-
due of Z,(s) a the pole §=0 is seen from (5.1) to be agm,/bopm- Since analyticity
re‘juires by, >0, we see that the condition on the residue requires

aom = ky1(kosz + Ki) — ki3 koy >0 (5.11)

This condition again depends on knowledge of Z;(s), unfortunately.

5.1.3 Using positive real matrices

A third and more general approach for a n-port network is to require that
the immitance matrix for the n-port network be positive real. This is equivalent
to constraining the n-port described by the matrix [Z(s)] or [Y(s)] to be passive,

and hence inherently stable.

The criteria that have to be satisfied by the impedance matrix are



1. Z;(0)is real.

o

Z;i(s) is analytic in the RHS.

3. Poles of Z;j(jw) are simple, and the hermitian residue matrix at each of

these poles is positive-semidefinite.

4. The determinant of the hermitian matrix of the impedance function is non-

negative for all w.

Conditions (1) and (2) are satisfied by Z;;(s).

The hermitian residue matrix for the simple pole on the jw axis, namely the one

kn  — ki3
~ ki3 kos

at s=0, is

Applying (3) yields:

by >0 (5.12)
kg >0 (5.13)
kyykog > ki3® (5.14)

The hermitian matrix of [Z(s)] on the jw axis, for the reciprocal case, is given by:

e[Z11(Jw)] Re[Z12(sw)]
Re[Z12(jw)] Re[Zog(jw)]

Applying (4) yields:
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Re(Z),(jw)] >0 ie kg > — Z—"‘ (5.15)
m
Re[Zoo(Gw)] >0 ice. kog > — % (5.16)
8
Re[Z);(jw)]Re[Zaa(jw)] > (Re[Z12(sw)))?
a a %
e kg < ('g& + le)(_bs— + koq) (5.17)

By selecting the gains k;; subject to the constraints above, the 2-port MSM will be
passive and therefore stable for all passive terminations Z,(s) and Z(s). This

fulfills the stability goal that was sought.

The PR condition is a sufficient condition for stability for all passive termi-
nations. But is it a necessary condition? Colgatel®!] shows that for a 1-port
interacting with an arbitrary passive environment, passivity (i.e. the PR test) is
also a necessary condition. We know of no proof that covers the situation where

the environment is restricted to diagonal 2-port terminations.

5.2 Desired port impedances

The second goal was to select the gains k;; such that the stiffnesses at the
master amd slave ports take specified values K, and K, respectively. The

stiffness at the master port K,, is

Tmss __ ! m(s)

O mss B Qm(s)

=5 Zp(s)
8=0

Hence



K, = =k —
" bom U kg + K
For the slave port,
ags ki3
K,=—=k
ke O kn + Ky
Rearranging,
k13?
= K .18
and
k3
kog = K, —~ — ——— 5.19

The suggested steps in the process for selecting &;; are:

Let

k1a® = kogkny

Then

kig®

kos + K;
2

'1‘711 = I{m +

k13

kos = K, + m

Solving for k;; and ko3 yields:

K,

K,(1+—
m( Kt )

Km K,

KK,

ky =
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K
K,(1+—)

. K,
8= . KK,
KK,

These relationships exhibit two important constraints in our specification of
desired port stiffnesses. For K; = K, and I, = K;, i.e., when the operator feels
the task stiffness and the task feels the operator stiffness, the computed gains k;

and ko3 will be infinite.

From the stability constraints we recall that:
,Cu _>_0 and /C23 _>_0
The specification of the desired port stiffnesses K,, and K, must thus be con-
strained by:
K.K, < K;K; (5.20)
Therefore, though stability will be guaranteed for any passive termination for
non-negative k;; and ko3, the performance will depend on our estimates of task

and operator’s stiffnesses during the design stage. If we relate K,, to K; we get

koz ki kaog
Kpomky — 20 g 28
moe M s + K, kos + K,

For K; > 0, K,, will be positive if and only if k;; and ko3 have the same sign.

Also K, =0 for K; =0.

This establishes the selection of k;; and k3. Consequently

ki = (k11 kos)”

-64-



The remaining gains to be computed are ko and ko4 (k4 is constrained by ko
and ko4). One way of doing this is to look at the effect that they have on the
poles and zeros of the port impedances Z,(s) and Zs(s). The following root-locus
plots show the effects of each of the gains k;; on the poles and zeros of Z,(s)
(from (5.1)). The values of all but one of the gains are held constant, and trajec-
tories of the poles and zeros are plotted as the one gain is varied. Though the
values of ko and ky4 are selected by inspection, they can be tuned with the help

of these plots.

Values of £;; for poles and zeros in the RHS do violate the passivity con-
straints. For Z,,(s), the poles are functions only of kg3 and ko4. In practice when
ko3 > 25 the system became unstable even though the root locus plot for ko3
indicates stability for values of the gain above 25. It should be emphasized here
that the passivity (and consequently the stability) constraints were derived in the
s-domain and any translation into the zdomain must be approached with cau-

tion.
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5.3 Human and task impedance parameters

Estimates of the impedance parameters for the models of the human and
the task are needed to compute the poles and zeros of the port impedance Z,,(s)
for the root locus plots and to find a nominal set of gains based on desired port

impedances.

The impedance parameters for the human arm Z ([J},B4,K}]) from meas-

urements by Abul-Hajml show that for an average adult male the inertia of the

2 2

forearm about the elbow = 0.06 N—m —sec* = 8.4 oz—in—sec”. The damping
ratio ¢; falls in the range 0.15 < ¢4 < 1.5. The stiffness K} falls in the range
1.0 < K;, <200 N—m [rad or 140 < K}, < 28000 oz—in [rad
By = Jp(264V K/ y)
The parameters for the experimental task Z; ([J;, By, K;]) can be estimated

from the metal dise and spring that comprise the task. J; = inertia of the metal

disc is = 0.070z—in—sec®. K, = stiffness of task is = 1000 oz—in [rad.

By = J(2¢/V K./ J;)
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6. Experimentation

One of the challenges in conducting an experiment using the apparatus out-
lined in Chapter 3 is to conceive a single-degree of freedom task that may demon-
strate the advantages of an adjustable MSM. If the task execution were repeated
for differing combinations of master and slave port impedances (primarily
stiffnesses), the effect of these variations could be studied. If the task could be
performed equally well over a reasonable range of master and slave port
impedances, then one could surmise that for the chosen task, an adjustable MSM
does not offer significant advantages. A similar conclusion could be reached if the
best combination of impedances comprised the limits of each of the master and
slave range of impedances. In other words, if the best performance was always
achieved for the combination of highest master and highest slave impedances, or
the lowest, then one could argue that providing for other values of the port
impedances does not help. If on the other hand, the performance was better at
some intermediate combination, a defensible conclusion could be that the particu-
lar task is best performed at this combination of master and siave port

impedances.

This chapter introduces the task that was selected to be the experimental

task, describes the conduct of the experiment, and discusses the resulting data.



6.1 Experimental task

The action of switching a 2-way toggle switch between its two equilibrium
positions is a task that humans perform repeatedly with ease. Many such
switches are spring-loaded to aid the motion of the contact terminals to their tar-
get position and in some cases to provide the operator with tactile feedback dur-
ing the switch's trajectory. When this mechanism is extended to a multi-position
toggle switch the operator has to track the trajectory either visually or by sensing
the variations in the spring force between equilibrium positions. The task of
switching between adjacent positions of a multi-position spring-loaded switch was

chosen as the experiment.

To realize the experimental task in hardware (see Figure 6.2) a half inch
thick steel disc was mounted on the slave motor shaft. On the cylindrical face of
the disc a hole was drilled to accommodate a spring. A ring was mounted on the
motor face chassis concentric to the disc, with 3 sets of 10 set-screws placed radi-
ally along the circumference of the ring (see Figure 6.1). The angular separation
of the set-screws for the 3 sets were 5, 6, and 7 degrees respectively. A steel ball
placed at the tip of the spring in the disc confacted the tips of the set-screws as
the disc was rotated inside the ring. In moving from one "valley" (equilibrium
position) between a pair of set-screws to an adjacent valley, the spring is
compressed as the ball rides over the set-screw tip and released as the it settles

into the adajcent valley. By adjusting the depth of the set-screw in the ring, the
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extent to which the spring has to be compressed to move the disc through an
angular step can be controlled. This manifests itself in the execution of the task
as the torque required to step the switch. For the set of 10 screws that were 7
degrees apart, the screw depth was adjusted such that the torque required to
switch the disc by one step was much higher (100 oz-ins vs 50 oz-ins) than for the
set of 10 screws that were 5 degrees apart. The coarse (7 degree) step, high

torque switch is designated as Task #1, the fine step (5 degree), low torque switch

is designated as Task #2. Experiments were conducted for both tasks.

Four subjects were recruited for the experiments. Each s_ubject was
instructed (see Appendix A) to execute the task with eyes ciosed to block visual
feedback of the switch position. In addition the subject was provided with a pair
of headphones emanating white noise (inter-station noise in the FM band) to
block out the audible click that accompanies the switching action. The task to be
executed comprised the action of moving the switch mounted on the slave motor
by a single step by manipulating a link (master arm) mounted on the master
motor shaft. After an appropriate learning phase the subject was instructed to
advance and reverse the switch by a single step 20 times. The 20 cycle process
was repeated for 9 combinations of master and slave port stiffnesses (3 levels of
master stiffnesses x 3 levels of slave stiffnesses). The entire sequence was repeated
for Task #2. The angular position of the slave motor shaft was recorded at every

sampling time interval by the computer.



Figure 6.1. Multiposition switch task (detail on right)

Figure 8.2. Master-Slave system
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6.2 Data analysis

The recorded data was then filtered to detect the number of steps that the
switch moved and the time taken for each step. Each successful advance by one
step and subsequent reversal by one step was counted as one "success" and the
time for one step was computed as the average between the advance and reversal.
This was necessitated by a lack of symmetry in clockwise and counter-clockwise
motions of the switch. The three stifness levels at the master and slave ports are
designated as high, medium and low (H,M,L). The maste - stiffness always pre-
cedes the slave stiffness when a combination is specified, e.g., HM refers to the
combination of high master stiffness and medium slave stiffness. The execution
time at each combination is designated by t,,, where subscript m specifies the

master stiffness level (H,M,L) and subscript s specifies the slave stiffness level

(H;ML)'

8.2.1 Success rate

The first index computed and analyzed is the number of successful comple-
tions of the task goal regardless of the time taken to do so. From the listings in
Tables 1 and 2, it is evident (with one aberration for subject #2) that the three
levels of master stiffness did not significantly affect the success rate. However it is
very clear that at a low slave stiffness the task could rarely if ever be completed

successfully. It was observed during the experiment that when the slave stiffness
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was low, torque generated by motion of the master arm would build till the slave
switched, but with overshoot of an additional step or two. With medium slave
stiffness, the success rate drops with decreasing master stiffness for Task #1 and

does not change significantly for Task #2.

6.2.2 Task execution time: Sample statistics

The sample mean and standard deviation of the task execution time were
computed for each set of successful completions of the task. The sample size for
each combination is therefore different. Looking again (Tables 3 and 4) at the
effect of master stiffness, tgy and {p are statistically equal for almost all subjects
for both tasks. The same is true for ¢y and s for Task #2. This appears to
indicate that there is a threshold master stiffness level above which no significant
improvement in speed is obtained. If we now look at the effect of varying the
slave stiffness, for Task #1, fyxy is almost always significantly lower than tyys
(where X stands for either H, M or L). However for Task #2 this effect is much
less pronounced and in some cases the two times are statistically equal. This is
not suprising if we recall that for Task #2 the switching torque (the torque
required to advance by one step) is lower and can be therefore generated with

lower slave port stiffnesses.

Can valid conclusions be drawn from statistics computed from small and

unequal sample sets as in this case? To address this concern an alternative
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method to compute the sample statistics is used in the next section.

6.2.3 Task execution time: Hypotheses testing

In this method proposed by Mendell*3 the tools of Bayesian statistics are
used to compute a posterior distribution of a future measurement of task execu-
tion time based on a set of past measurements. If we start with one measure-
ment, an assumed prior distribution can be updated by the measurement to yield
the posterior distribution. With everv additional measurement this process can
be repeated tc yield a posterior for the set of measurements of size n. Mendel
shows that the parameters of the posterior distribution (mean and variance for a
Gaussian model) converge rapidly to the true parameters of the event. This is
useful when dealing with small sample sets and when comparing data from sam-
ple sets of different sizes. Of particular interest to us is the comparision of data
from the task under different combinations of master and slave port stiffnesses.
The hypothesis test suggested by Mendel determines with what probability a
future measurement from one sequence of data will be greater than another. This
measuret is tabulated (Tables 5 and 6) for the six different combinations of mas-
ter and slave impedances. The elements of the matrix show the probability that

the task execution time for the row combination will be lower than the task

t It was computed using an in-house software package developed by Jim Roseborough in the
Man-Machine Systems Lab using Mendel’s approach.
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execution time for the column combination. A probability of 0.5 would suggest
that the the next sample of task execution time from each of the two combina-

tions would be equal.

First, let us look at the effect of varying the master stiffness level from H to
M to L for Task #1 (Table 5). P(tgy<tumm is close to 0.5 for all four subjects.
But P(tyy<trm and P(tgg<tpg) are higher than 0.5 indicating that there is a
threshold master stiffness level (probably between M and L) below which the
speed of task execution suffers. A similar effect can be seen for Task #2 (Table

6).

If we now study the effect of varying the slave stiffness level for Task 1,
P(tgg<tpu is consistently much higher than 0.5. However for Task #2 this
effect is much less pronounced, and for two subjects P(tgy <tgp is equal to 0.5,
suggesting that the force levels required to execute the task (which are higher for

Task #1) determine the suitable level of slave stiffness.
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Subject #1 Slave
| Successes H|M]L
H 120119 [0
Master | M | 16 | 13 | O
L 12011 |O

Subject #2 Slave
Successes H|IMIL
H 19 11 0
Master | M | 19 |1 16 | O
L 8 5 0

Subject #3 Slave
Successes H | MIL
H | 20|19 | 2
Master | M | 20 | 13 | O
L 18 [ 19 | O

Subject #4 Slave
Successes HIMIL
H |20 |19 | 2
Master | M | 20 | 14 | O
L 20 8 0

TABLE 1. Task #1 successes
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Subject #1 Slave
Successes HIM L
H |19 | 20 ! 10
Master | M | 19 | 17 6
L 120 ] 20 1
Subject #2 Slave
Successes H[M]|L
H |19 | 3 5
Master | M | 19 8 1
L 19 18 | 3
Subject #3 Slave
Successes H|MI|L
H |20 |19 | 2
Master | M | 20 | 20 | O
L 20 1 19 | O
Subject #4 Slave
Successes HIM]L
H |20 ] 17 | O
Master | M | 20 | 20 | 3
L 120119 | 4

TABLE 2. Task #2 successes
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Subject #1 H M
u o 7 g
H | 1.49 | 0.48 | 2.10 | 0.52
Master | M | 1.57 | 0.33 | 1.71 | 0.45
L | 1.74 | 043 | 2.78 | 0.67
Slave
Subject #2 H M
u g I g
H | 1.17 | 0.27 | 1.67 | 0.18
Master { M | 1.25 | 0.52 | 1.87 | 0.30
L 2.54 | 0.66 | 3.22 | 0.74
Slave
Subject #3 H M
I Jou 7 o

H | 066 | 0.25 | 1.52 | 0.19
Master | M | 0.78 | 0.27 | 1.20 | 0.15
L 1100 ]| 050 | 1.44 | 0.22

Subject #4 H M

u g I o
H 1.10 | 0.12 | 1.26 { 0.13
Master | M | 1.12 | 0.22 | 1.41 | 0.31
L | 1.18 { 0.46 | 1.82 | 0.28

TABLE 3. Task #1 sample mean () and standard deviation (o)



Subject #1 H M

H | 0.47 | 0.04 | 0.73 | 0.18
Master | M | 0.56 | 0.13 | 0.75 | 0.26
L 1086 ] 036 | 1.14 | 0.49

Subject #2 H M

H | 1.06 | 0.29 | 1.22 | 0.12
Master | M | 1.08 ] 0.25 | 1.16 | 0.43
L 1.46 | 0.23 | 1.83 | 1.14

Subject #3 H M

H 0.98 | 0.19 § 0.98 | 0.10
Master | M | 1.09 | 0.14 | 1.02 | 0.21
L 1187 ]| 037 | 1.28 | 0.17

Subject #4 H M

N o I o
H | 094 | 0.31 1.13 | 0.36
Master | M | 1.06 | 0.29 | 1.22 [ 0.50
L | 1.31 | 043 | 1.52 | 0.80

TABLE 4. Task #2 sample mean (1) and standard deviation (o)
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Subject #1
P(t:<t)) HH | oM [ MH | MM | LH | iM
HH - 0.68 | 0.53 | 0.53 | 0.59 | 0.76
HM 0.32 - 0.35 | 0.36 | 0.40 | 0.63
MH 0.47 | 0.65 - 0.51 | 0.56 | 0.75
MM 0.47 | 0.64 | 0.49 - 0.55 | 0.74
LH 0.41 | 0.60 | 0.44 | 0.45 - 0.71
LM _[021]037 [025 | 026|020 [ -
Subject #2
P(t; <t;) HH | HM | MH | MM | LH LM
HH - 0.65 | 0.63 | 0.73 | 0.77 | 0.77
HM 0.35 - 0.40 | 0.58 | 0.67 .70
MH 0.47 | 0.61 - 0.69 | 0.75 { 0.75
MM 0.27 | 0.42 | 0.31 - 0.62 | 0.66
LH 0.23 | 0.33 | 0.25 | 0.38 - 0.56
LM 0.22 | 0.30 | 0.24 | 0.34 | 0.44 -
Subject #3
P(t; <t;) HH [ HM | MH | MM | LH LM
HH - 0.81 | 0.556 | 0.69 | 0.62 | 0.79
HM 0.19 - 0.22 | 0.37 | 0.31 | 0.47
MH 0.45 | 0.78 - 0.65 | 0.58 | 0.76
MM _ | 031 | 063035 | - |44 |0.60
LH 0.38 | 0.69 ! 0.42 | 0.56 - 0.66
LM 0.21 | 0.53 | 0.24 | 0.40 | 0.34 -
Subject #+4
P(t; <t;) HH | oM [ MH [MM | LH | LM
HH - 0.57 | 0.51 | 0.60 [ 0.53 | 0.67
HM 0.43 - 0.44 | 0.54 | 0.47 | 0.63
MH 0.49 | 0.56 - 0.59 | 0.52 | 0.66
MM 0.40 | 0.46 | 0.41 - 0.44 | 0.59
LH 0.47 | 0.53 | 0.48 | 0.56 - 0.64
LM 0.33 | 0.37 | 0.33 | 0.41 | 0.36 -

TABLE 5. Task #1 Hypothesis test




Subject #1

P(t;<t;) HH | HM | MH | MM | LH LM
HH - 0.61 | 0.53 | 0.61 | 0.66 | 0.74
HM 0.39 - 0.42 | 0.51 | 0.56 | 0.65
MH 0.47 | 0.58 - 0.59 | 0.63 | 0.71
MM 0.39 | 0.49 | 0.42 - 0.54 | 0.64
LH 0.34 | 0.44 | 0.37 | 0.46 - 0.60
LM 0.26 | 0.35 | 0.29 | 0.36 | 0.40 -
Subject #2
P(t;<t;) HH | HM | MH | MM | tH | LM
HH - 0.50 | 0.51 | 0.53 | 0.66 | 0.69
HM 0.50 - C.50 | 0.52 | 0.58 | 0.64
MH 0.49 | 0.50 - 0.52 | 0.65 | 0.68
MM 0.47 | 0.48 | 0.48 - 0.59 | 0.65
LH 0.34 | 040 | 0.35 | 0.41 - 0.60
LM 031 | 0.36 | 0.32 | 0.35 | 0.40 -
Subject #3
P(t; <t;) HH | HM | MH (MM | LH | LM
HH - 0.50 | 0.55 | 0.52 | 0.81 | 0.63
HM 0.50 - 0.55 | 0.52 | 0.82 | 0.63
MH 0.45 | 0.45 - 0.46 | 0.79 | 0.59
MM 0.48 | 0.48 | 0.53 - 0.80 | 0.61
LH 0.19 | 0.18 | 0.21 | 0.20 - 0.30
xLM 0.37 ] 0.37 | 0.41 | 0.39 | 0.72 -
Subject #4
P(t; <t;) HH { HM { MH | MM | IH | LM
HH - 0.57 | 0.556 | 0.60 | 0.64 | 0.68
HM 0.43 - 0.47 | 0.53 | 0.57 | 0.62
MH 0.45 | 0.53 - 0.56 | 0.60 | 0.64
MM 0.40 | 0.47 | 0.44 - 0.53 | 0.59
LH 0.36 | 043 | 0.40 | 0.47 - 0.57
LM 0.32 | 0.38 | 0.36 | 0.41 | 0.43 -

TABLE 6. Task #2 Hypothesis test
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6.3 Discussion of experimental results

What reasonable conclusions can one draw from the experimental data for
this task? From the viewpoint of success and speed, the combination of high mas-
ter stiffness and high slave stifiness satisfies both goals. However, the success rate,
the sample statistics, and the hypothesis test indicate that equally good results
can be obtained at a lower level of master stiffness. If the performance measure
was based only on success in execuving the task, all three levels of master stiffness
are adequte. At the lowest level the speed of execution appears to suffer a little.
The effect of master stiffness on task performance is very similar for both tasks,
indicating perbaps that selection of the master port stiffness is independent of the

task stiffness.

A different picture emerges for the slave port stiffness selection. It is
apparent (and not unexpected) that the stiffness level selected at the port where
the interaction with the task occurs is related to the task characteristics. As a
consequence, the effect of varying the slave stiffness is different for the two tasks,
and is indicated both by the sample statistics and the hypothesis test. The task
(#2) which required a lower torque to complete the switching action did not suffer
much in execution speed when the slave stiffness level was decreased. Since the
stitfness level at the slave port determines the force level that can be generated at
the port, it is not suprising that at a very low level neither task could be executed

successfully.
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7. Summary and conclusions

We started with a hypothesis that humans tend to adjust their own
impedance when interacting with their enviornment. As a consequence we sug-
gested that it would be natural to extend this capability to a tool used to interact
with a remote enviornment. A model and a framework for a design procedure to
achieve this goal were presented. The design was realized in hardware by a one
degree of freedom Master-Slave Manipulator. Using this apparatus, an experi-
ment was conducted to check if the capability to adjust the impedance parame-

ters of the MSM was gainful.

It would be both foolish and pretentious to reach definitive conclusions
based on a single task. However, there are some interesting observations that can
be made in a qualitative sense. The level of force-feedback that the operator feels
is determined by the specification of the master port impedance. Force-feedback
is useful in interacting with remote tasks upto a certain level, beyond which a
performance index based on speed and success of task execution will not improve
significantly. If other criteria such as operator fatigue, comfort and arm strength
(a low force-feedback level would allow a weak operator to compress a stiff spring)
are factored into the performance index, there is no apparent reason to believe

that the highest level of force-feedback would be the best.

The experiment clearly established that the selection of the slave port

impedance is dependent on the task characteristics. Hence a reasonable
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conclusion that can be reached is that the capability to adjust the impedances of
the MSM is advantageous in executing tasks with widely differing characteristics
or tasks that are made up of sub-tasks that have differing characteristics. Before
contact with the task object the slave port impedance should be low, and the
master port impedance high, so that contact can be sensed but not result in the
imposition of excessive force or the task object. Upon contact, the slave port
impedance should be increased so that the task can be executed, and the master
port impedance reduced to provide a comfortable but adequate level of force-
feedback to the operator. The functional dependence of the impedances selected
on the characteristics of the operator and the task is an area that can be explored

further with the aid of design tools that have been developed in this dissertation.

7.1 Suggestions for further research

The first extension to this thesis that I would suggest is to expand the
parameters that are varied in the experiment. What would the effect be of using
a stiffer spring in the switch? Would visual feedback of the task affect the selec-
tion of port impedances? Next, other single degree of freedom tasks with differing

characteristics in terms of task impedances should be designed.

The 2-port network can be made more general by removing the reciprocity
condition that I chose to impose for the sake of simplicity. What additional flexi-

bility would be gained by this is an open question. The other constraint that
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could be loosened is the specification of only the stiffness component of the port
impedances. The desired port impedances can be specified as second-order net-
work functions with desired inertia, damping and stiffness components. Deriving
design rules for the selection of gains to meet the desired impedances rather than

simply desired stiffnesses may be more complex.

If one were to discover an "optimal” slave port impedance for a particular
task, it would be interesting to study the relationship between the "optimal" port
impedance and the impedance of the task. It is known that power is most
efficiently transmitted across the port when the port impedance and the termina-
tion impedance are equal. Whether the selection of the slave port impedance to
match the task impedance also results in the best performance needs to be inves-

tigated.

One of the problems when the operator and the task are separated by a
large distance is the delay in the transmission of signals back and forth. This
delay time, also called transportation lag, is a non-minimum phase element which
renders the system transfer functions non-minimum phase and invalidates many
of the concepts that have been adopted in the development of the stability and

gain selection procedures.

Another substantial extension to this work would involve developing a
design methodology for a general six degree of freedom MSM. If it is possible to

decouple the 6-DOF MSM into single DOF linear sub-systems, the procedure
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shown in this thesis can be applied to each linear subsystem to design a 6-DOF
adjustable MSM. A framework within which a specification of desired port
impedances in all six degrees of freedom could be made (consider that ones would
have to specify three terms, inertia, damping, and stiffness, for each of the six
degrees of freedom, at each of the two ports, for a total of 36 terms) would by

itself be an important ccntribution.
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Appendix A

Instructions to subject for experiments

The task that you are asked to perform is the action involved in moving a
multi-position rotary switch between adjacent detente points. You will attempt
this task not by handling the switch directly but through an interface that pro-
vides you with some feedback of the forces that are encountered in moving the
switch between adjacent detente points. You will see one lever witn a black han-
dle grip mounted on one motor shaft. This is the lever that you will move to
attempt the task. The second motor that you see with a lever mounted on its
shaft is direcily connected to the rotary switch. Please follow the steps outlined
below to guide you before and during the experiment.

o By moving the lever connected directly to the rotary switch, get a feel of the
task when you perform the action of switching between adjacent points.
You will hear an audible click and feel a relaxation of the switch spring
force when the switch rotor advances to the next point.

o Place the beadphones provided over your ears and adjust the volume of the
white noise you hear till you can no longer hear the clicking action of the
switch.

e When prompted to do so grip the black handle and attempt to move the
lever to switch back and forth between adjacent positions. If you cannot
feel any forces from the switching action please let me know.

¢ You can take a few minutes to play around to get a feel of what the task is
and ask for any clarifications.

o When you are ready, MAKE SURE THE HEADPHONES ARE ON, and
await a visual "thumbs up" prompt from me.

e Upon the prompt, close your eyes and attempt to advance the switch
counter-clockwise by ONE STEP ONLY, and then reverse it clockwise by
ONE STEP ONLY, and repeat the process 20 times, counting loudly so that
I can hear you. Each advance and reversal counts as ONE action. You must
therefore alternate 20 advances with 20 reversals. You must perform the
action at as fast a pace as you feel comfortable with in accomplishing the
objective of switching by ONE STEP ONLY.

e At the completion of each sequence, I will do some housekeeping and
prompt (“thumbs up") you for the next sequence, whereupon you will
repeat the actions above.
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o The entire experiment will consist of at least 2 sets of 9 of the above
sequences, and at most 6 sets.

o Should any of the following events occur during an experiment, please act
according to the prescription below:

o If you sense that you have moved by MORE THAN ONE STEP
proceed without stopping as if you had advanced by only one step.

o If you can no longer sense any forces or are fatigued or uncomfortable,
abort the task by alerting me.

o If I have to abort the task for any reason whatsoever I will let you
know by tapping lightly on your shoulder (remember your eyes are
closed during the task).

o Thank you for your help and patience and spirit of goodwill.
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Appendix B

System hardware diagrams

Wh Wh

D/A Out o SIG (2)
Bk (Pin)
D/A Gnd o1& Gr_! com (4)
AMPLIFIER
Br Wh (Spade)
A/DIn o2& TACH (3)
Pu

A/D Gnd o—¢
Wh

CcCcw

Figure B.1. Motor-Tach connections
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20A circuit breaker
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t ]
Pe bk L e o | bk
115VAC i |
Ne wh T-) o wh
60Hz ! c—— 1
Ge gr \ :
i J ]
| VY U, J
bk
r-= ""-J ———————— A :' --------- [~ 1"="
5 COM 210 230 250 E i [250 230 210 coM E
E L pri — E E L prr — E
] H | ]
'— sec — 1! ! [ sec — ]!
i XFORMER1 , | XFORMER2 |
N 14 L1
| ORI S R - | | R S U -4
| ettt e it |
\ | wh
| [ |70, g1
1 =1 1 pu
' (master) | 3 ft—e
L 41—
' WESTAMP 1 , 8r
B ]
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U 12 34 12 — . F
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Figure B.2. Power connections to servo-amplifier
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Digital I/O

6 wh bk Dig Gnd
5 bl bl Bit 4/7
4 pu gr Bit 3

1 wh re Bit 0

2 pu or Bit 1

3 bl ye Bit 2

Figure B.3. Schematic of control handle switches
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DES$9 Plug at Computer DE9 Plug at Motor
Signal
Pin Color Pin Color
1 White A 1 Brown
2 Black INV-A 2 White
3 Yellow B 3 Yellow
4 Black INV-B 4 Green
5 Red +5V 5 Red
9 Black GND 9 Black
- Green -Vel* 8 Green
- Black +Vel* 7 White
Blue INDEX 6 Blue
* ( for CCW rotation of motor shaft )
Data acquisition board connections
Board DE9 Plug Amplifier DIN Plug
Signal Color Color Pin Color Pin | Pin Signal
A/D Ch Yellow Green 8 Purple 3 - -
A/D Gnd White Black 7 - - - -
D/A Ch White - - White 2 - -
D/A Gnd Yellow - - Green 4 - -
Bit 0 Red - - - - 1 Switch 1
Bit 1 Orange - - - - 2 Switch 2
Bit 2 Yellow - - - - 3 Switch 8
Bit 3 Green - - - - 4 Switch M
Bit 4 Biue - - - - 5 Switch S
Dig Gnd Black - - - - 6 Gnd

Figure B.4. Motor-Computer-Amplifier connections
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Appendix C

Encoder interface card and clock

IC23
Do 2 18 BDO
—3 17}
4 16
—5 LS 15
6 245 14
—7 13
8 12
D7 —9 11 BD7
19
=
DIR
AEN — SYSCLK
1
Al —2 3 BA1l IC15
A0 —4 LS 5 BAO )
L 367 —
oW ——6 7| BIOW 2 IS
orR —1©0 9 3 76
BIOR
4 16
IC11 l l
+5V GND

Figure C.1. Data bus interface
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AlSd

Al0

A9

+5V

IC1
11 12
—2 3 1 IC7
—4 3 2 BS1 —
—_—i6 LS 7 3 LS 8 5 LS BS
—10 366 9 6 30 35 6
—12 11 5 4
—i4 13 4
1 15
4+5V
IC3 A
I 11 12
1 6
— 8 12 3 -
—6 14 5 IS 2 ) BS2
—4 16 3
o LS 18 1 04 2 1 gg 8
—11 244 ¢ 9 8 5
—13 7 11 10 4
—15 5
—_7 3 GND IC4 ICs
IC2 * +5V
5 464 DS7
9
10 —————
g LS 1
| 138 1
l ———————
44—
15p— DSO
IC6

Addresses: 0200H-020FH

Figure C.2. Device address selection
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IC9

+5V «—o

GND gl

14

Crystal
Clock
Oscillator
4MHz

8

IC8

DSo

BD7

BDO

BA1
BAO

BIOW
sIOR

;

+5V

Figure C.3. Real-time clock
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10— 1 MHz
9 500 KHz
LS 8 250 KHz
393 3 125 KHz
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+5V GND

IC12
BD7 —|27~ 37 PA7
—l28 38
—129 39
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—131 1
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BDo —Jog 5205 3§ PAG
BIOW—{36 e 1-ACK
—IC18 o
BIOR ——{ 5 R = - 5 LS 6 RESET
BAl-——i8 12 13 04 12}
BAO——9 13 STR
REI;}SE}"__ :5 e HP1
T 20 —_
1918 14 |PB2 HPO
PB1| | PB0 PCo IC17
TIMER_STATUS 1 4
p) DBR —2 M |~=
‘ s 5 \"ZFRD—TA \ 4 LS ¢l | |95
GND <—1 139 g|H—ENREAD 5 32
7H+—RDDATA ! ] .
IC1: |— ALE
[-13
12 1
1
GND 2 N I—-l 5
A S Ls 6 13
10 08 +5V=—2,4 3
I 9 8 IC14
14 g I5F
13 %4 o OE IC16
11 licis -
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Figure C.4. Programmable peripheral interface
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R/W —
_ IC19 IC21
HPO 1
o 2 s 3 39
4 L 6 38
ALE 5 32 8 40
- l—9 87 Master
OE 10
31}—— ChA
8
7
6
5
4
3 11 10
CLK2 PAO 34 38 353
a2 -5V
RESET +—> aND
g 3436 111
8 35 32
7
6
5
4
g 31— ChA
“  HCTL-1000 30}—— ChB
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