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Abstract 
 
Fluids behave differently inside nanoscale pores than they do in bulk solution. When confined 
inside so-called single digit nanopores – pores with diameters smaller than 10 nm – the atomic 
configuration, phase behavior, and dynamics of fluids vary markedly from their bulk behavior 
and depend sensitively on the confining diameter. Understanding fluid behavior at these scales is 
critical to the design of a wide variety of engineering systems, such as membranes for chemical 
separations and batteries for energy storage. The study of nanofluidics also informs our 
understanding of natural phenomena, including the single-file transport of water into biological 
cells and flow through nanoporous geologic media.  
 
In this thesis, we develop experimental platforms to study confinement effects on fluid packing, 
filling, and phase behavior inside isolated, substrate-bound carbon nanotubes with diameters 
ranging from 0.8 nm to 3 nm. Carbon nanotubes are grown by chemical vapor deposition on 
marked silicon substrates and segmented by photolithography or use of a focused ion beam, 
producing multiple, identical segments of the same diameter and chirality carbon nanotube. By 
Raman spectroscopy, it is possible to determine on the micrometer length scale and second time 
scale whether an isolated carbon nanotube is empty, fluid-filled, or partially fluid-filled as a 
function of location, time, temperature, and nanotube diameter.  
 
After building precision nanopore systems and developing techniques to characterize nanopore 
filling, we address several topics of interest to the field of nanofluidics, as explored in the 
chapters of this thesis. First, we explore knowledge gaps in nanofluidics, including gaps in our 
understanding of phase behavior and dynamics of fluids under conditions of extreme 
confinement. Second, we study the diameter dependence of fluid packing and filling inside 
carbon nanotubes, showing that the variation in the change of the Raman radial breathing mode 
upon fluid filling is indicative of configurational changes in water inside nanotubes of different 
sizes. Third, we develop continuum elastic shell theories to explain why double-walled 
nanotubes, but not single-walled nanotubes, can distinguish between interior fluid filling and 
exterior fluid adsorption by changes in radial vibrations alone. Fourth, we perform a 
thermodynamic analysis of water-filled, closed carbon nanotubes, calculating enthalpies of phase 
change from a Clausius-Clapeyron type expression for nanoconfined water. Fifth, we perform a 
thermodynamic analysis of water-filled carbon nanotubes in a thermodynamically open system, 
observing a phase change driven by variable laser heating and calculating enthalpies of 
adsorption by comparison to a Langmuir-type adsorption model. Sixth, we observe dynamic 
changes in filling state with time, calculating diffusion coefficients of vapor-like and liquid-like 
water inside carbon nanotubes as a function of diameter. Finally, as an aside, we perform a 
computational analysis of a heated mask. 
 
Measurement of water inside carbon nanotubes, as explored in this thesis, expands our view of 
the thermodynamic and kinetic properties of fluids under confinement and addresses key 
knowledge gaps in nanofluidics. These measurements can inform new theories, force fields, and 
mechanisms for fluids in nanoconfined environments. 
 
Thesis Supervisor: Michael S. Strano 
Title: Carbon P. Dubbs Professor in Chemical Engineering 
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1. Introduction 
 

When confined in single-digit nanopores,1 or pores with a characteristic dimension less 
than 10 nm, water displays physical properties that deviate substantially from those in larger 
nanopores.2  Examples include slip flow of water inside carbon nanotubes less than 50 nm in 
diameter that results in flow rates that are orders of magnitude higher than those encountered in 
larger nanopores.3–7  Similarly, the melting points of confined water and other fluids deviate 
from their values in the bulk in a diameter-dependent way described by the Gibbs Thomson 
effect,8 but diverge substantially from them under extreme confinement.9 The dielectric constant 
of water in graphene slit pores, too, varies widely with pore width.10,11 Experimental 
observations in these exceptionally narrow nanopores have renewed interest in the study of fluids 
under confinement, and reveal knowledge gaps in the study of single-digit nanopore 
nanofluidics1 that anticipate the development of nanofluidic devices for fundamental 
measurements and diverse applications. The interior of opened carbon nanotubes can serve as an 
experimental platform to answer these questions.  However, methods do not yet exist for 
generating repeated and reliable comparisons of fluid filling for identical diameter single-digit 
nanopores of any kind. In this thesis, we create a platform that consists of precision nanopores in 
the critical diameter regime (< 10 nm) formed from cut and opened ultralong CNTs. By 
examining spatially dependent fluid filling repeatedly in identical systems, we can overcome 
impediments like pore blocking and closed CNT ends to learn fundamental aspects of confined 
fluid properties. This platform is relevant not only to carbon nanotube nanofluidics, but in 
addressing topics including nanoscale slip flow, fluid diffusion, phase behavior, and interfacial 
transport that span nanofluidic device geometries and fluid types. 

 
The fabrication of precision nanopores in the range of extreme confinement has proven 

difficult, limiting the number of replicates and control of pore dimensions. Two-dimensional 
nanochannel arrays, produced both by top-down etching of silicon and other materials and 
bottom-up assembly of 2D materials to form van der Waals heterostructures, comprise one class 
of experimental system. Enhanced water transport in hybrid nanochannels12 and modified 
interfacial behavior of water under nanoconfinement, including evaporation,13 cavitation,14 and 
vapor transport selectivity,15 have been observed in etched Si nanochannels, though channel 
dimensions do not typically reach the single-digit nanometer regime. Van der Waals 
heterostructures with graphene and other 2D materials16,17 have addressed fundamental questions 
about water properties, including dielectric constant11 and capillary condensation18 under 
extreme 2D confinement, but cannot mimic the 1D confinement of nanotubes. Another class of 
experimental systems are multi-pore nanotube membranes. Carbon nanotubes membranes have 
been studied for close to two decades,6,19–21 with permeation measurements showing significant 
flow enhancement and high slip length for membranes containing ensembles of pores with 
diameters in the single-digit range. CNT porins, which contain short carbon nanotubes embedded 
in a lipid bilayer, provide another platform for the study of water and ions through ensembles of 
carbon nanotubes, and also show flow enhancements that vary dramatically with nanotube 
diameter.5,22 This allows for precision and many replicates, but the pore length itself is extremely 
small (around 10 nm), causing the CNT entrance region to dominate fluid behavior. Research 
groups have studied water structure and phase behavior in carbon nanotube ensembles using 
techniques like x-ray diffraction,23,24 allowing the proposal of a temperature-diameter phase 
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diagram for the water-SWNT system; NMR;25 and neutron scattering.26,27 Spectroscopies, 
including IR spectroscopy,28,29 Raman,30–32 and photoluminescence,31 have been used to 
distinguish ensembles of empty and water-filled CNTs, confirming, in some cases, the separation 
of the two by centrifugation.31,33  

 
Only in recent years have nanofabrication techniques allowed the study of fluids in 

isolated, single carbon nanotubes, but to date these experimental platforms have not allowed 
repeat measurements of identical CNT devices. One study by Secchi and co-workers3 uses fluid 
entrainment in a Landau-Squire jet to measure flow enhancements for CNTs outside the single-
digit regime from 15 to 50 nm in diameter, showing large slip lengths for CNTs and negligible 
slip lengths for boron nitride nanotubes. The difference in performance between CNTs and boron 
nitride nanotubes suggests that solid and interfacial properties beyond the confining diameter, 
like wettability and electronic structure, may affect hydrodynamics, but experimental 
observations of water behavior in other quasi-1D nanopores are even scarcer than those in CNTs. 
Additionally, the fabrication of trans-membrane single carbon nanotubes does not easily extend 
to diameters below 10 nm and replicates are difficult to realize.34,35 Other studies use 
photoluminescence of individual solution-phase36 or suspended CNTs,37,38 and, from our 
research group, Raman spectroscopy of substrate-bound CNTs9 to observe water inside single 
carbon nanotube pores. Yet none of these platforms provides multiple copies of identical, 
localizable nanopores for repeated measurement of nanofluidic filling. The limited number of 
replicates or the averaging together of multiple nanopores suggest that random atomic defects, 
variations in pore mouth chemistry, and strongly non-monotonic effects with confining diameter 
can obscure fundamental fluid properties.  

 
In this thesis, we develop a nanofluidic platform consisting of lithographically 

segmented, isolated, substrate-bound CNTs to study water and other fluids under nanometer 
confinement. We show that external fluid adsorption and internal fluid filling of CNTs can be 
distinguished by Raman spectroscopy: internal water filling causes a blue shift in the Raman 
radial breathing mode (RBM), while under these conditions external water application does not, 
as shown by measurements of large numbers of isolated CNTs using air and water-immersion 
objectives. We use the Raman radial breathing mode as a probe of a fluid filling state which can 
change with temperature, location, or time. In so doing, we are able to advance several important 
knowledge gaps in carbon nanotube nanofluidics. Each of these topics has been published as a 
peer-reviewed publication or will be published as a peer-reviewed publication by the conclusion 
of this thesis work. They are as follows: (I) a critical review of knowledge gaps in nanofluidics 
of single-digit nanopores, (II) the diameter dependence of fluid filling and fluid packing inside 
isolated CNTs, (III) the vibrational signatures of interior fluid filling and exterior fluid 
adsorption in double-walled carbon nanotubes, (IV) observation of partial filling and 
thermodynamic analysis inside sealed carbon nanotube segments, (V) thermodynamics of 
interior fluid adsorption inside open carbon nanotubes by laser heating, and, (VI) dynamics of 
filling and emptying, and, while not entirely related to the theme of nanofluidic behavior inside 
carbon nanotubes, (VII) computational analysis of heat and mass transport inside a virucidal 
mask. 

 
The remainder of this chapter, which outlines knowledge gaps in nanofluidics, has been 

adapted from “Critical Knowledge Gaps in Mass Transport through Single-Digit Nanopores: A 
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Review and Perspective,” by Samuel Faucher, Narayana Aluru, Martin Z. Bazant, Daniel 
Blankschtein, Alexandra H. Brozena, John Cumings, J. Pedro de Souza, Menachem Elimelech, 
Razi Epsztein, John T. Fourkas, Ananth Govind Rajan, Heather J. Kulik, Amir Levy, Arun 
Majumdar, Charles Martin, Michael McEldrew, Rahul Prasanna Misra, Aleksandr Noy, Tuan 
Anh Pham, Mark Reed, Eric Schwegler, Zuzanna Siwy, YuHuang Wang, and Michael Strano, 
The Journal of Physical Chemistry C 2019 123 (35), 21309-21326, DOI: 
10.1021/acs.jpcc.9b02178. 

 

1.1 Knowledge Gaps in Nanofluidics 
 

Not all nanopores are created equal. By definition, nanopores have characteristic 
diameters or conduit widths between approximately 1 and 100 nm. However, the narrowest of 
such pores, perhaps best called Single Digit Nanopores (SDNs) and defined as those with regular 
diameters less than 10 nm, have only recently been accessible experimentally for precision 
transport measurements. This review summarizes recent experiments on pores in this size range 
that yield surprising results, pointing towards extraordinary transport efficiencies and 
selectivities for SDN systems. These studies have identified critical gaps in our understanding of 
nanoscale hydrodynamics, molecular sieving, fluidic structure and thermodynamics. These 
knowledge gaps are, in turn, an opportunity to discover and understand fundamentally new 
mechanisms of molecular and ionic transport at the nanometer scale that may inspire a host of 
new technologies, from novel membranes for separations and water purification to new gas-
permeable materials and energy storage devices. Here we highlight seven critical knowledge 
gaps in the study of SDNs and identify the need for new approaches to address these topics. 

 
Nanopores, broadly defined as pores with diameters or conduit widths smaller than 100 

nm, underpin a large array of material systems and technological applications. For example, 
adsorbent technology for chemical and air separations employs activated carbon with pores as 
small as 0.6 nm in size,1-3 while zeolites such as ZSM-5, with a pore diameter of 5.5 Å, have 
been used for a wide variety of catalysis, adsorption, and pollution abatement applications.4, 5 
Membrane technology for reverse osmosis and nanofiltration typically involves inorganic 
substrates with pores on the order of 0.5 nm and 1 to 5 nm, respectively.6, 7  However, detailed 
studies of nanopore transport at the single pore level have only become possible recently with the 
advent of isolated pore systems combined with sophisticated readout mechanisms to probe 
fluidic motion and mass transport in pores that are geometrically and compositionally well-
defined.  Examples of such systems include short8 and ultralong carbon nanotubes,9, 10 boron 
nitride nanotubes,11 graphene oxide laminates,12, 13 polymer nanochannels, 14, 15 and silicon 
nanochannels.16, 17 These systems have been probed with analytical techniques including 
fluorescence, Raman, non-linear,18 and single defect spectroscopies,19-22 ab initio density 
functional theory (DFT) simulations,23-25 and multi-scale models26-32 to elucidate solvation 
phenomena,23, 25 correlative and dissipative behaviors,29 and ionic and molecular selectivity 
mechanisms33 that arise under extreme confinement.  
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Figure 1-1 | Critical knowledge gaps in SDN nanofluidics. (a) The scaling of slip length 
with nanopore diameter is unknown and possibly non-monotonic in the single-digit range. 
Data taken from refs. 34-36 (b) The phase behavior of fluids inside SDNs cannot be 
predicted by existing theories. (c) Phase separation may be enhanced by nanoconfinement. 
(d) Defects may have an outsized effect on transport inside SDNs, but the magnitude of these 
effects is unknown. (e) Transport of ions in SDNs shows novel spatial and temporal 
correlations. (f) SDNs may form the basis for systems with enhanced molecular and ionic 
selectivity, surpassing that of membranes currently used for reverse osmosis. (g) Solvation 
in confinement differs from that in bulk, with profound effects on transport rates and 
selectivity. 

 
In particular, recent studies of transport in single-digit nanopores (SDNs), i.e. pores with 

a diameter or conduit width smaller than 10 nm, reveal many counterintuitive behaviors that 
often defy continuum descriptions of fluid flow. These results expose critical knowledge gaps 
that motivate investigation and challenge existing theories.  SDNs also provide exciting 
opportunities to advance fundamentally new technology in the form of membranes and fluidic 
platforms with unprecedented transport rates and selectivities, and a unique opportunity for the 
seamless integration of wet ionic devices with dry electronics, thus enabling long-sought 
bioelectronic interfaces.37 Specifically, SDNs can be tailored to (i) sieve ions efficiently from 
seawater and serve as membranes for seawater desalination,38 (ii) differentiate between polar and 
nonpolar fluids and serve as flow sensors,39 (iii) enhance proton transport in fuel cell 
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applications,40 and (iv) generate electricity from osmotic power harvesting.11 Moreover, a deeper 
mechanistic understanding of water transport through SDNs may allow us to build robust 
synthetic analogs of transmembrane proteins, such as aquaporins,41 for water treatment 
applications. This review discusses recent work and critical gaps in our understanding of 
nanoscale hydrodynamics, molecular sieving, fluidic structure and thermodynamics in SDNs. It 
also comments on the implications of these new molecular transport mechanisms. We refer the 
reader to other compelling reviews on other classes of nanopores,42, 43 nanoporous materials for 
energy storage,44, 45 and for water and gas purification.46-48 

 
This brief literature survey identifies knowledge gaps that have recently emerged in the 

areas of nanofluidics and fluid confinement. Examples of these gaps include: the observation of 
slip-flow enhancement, in which the narrowest nanopores demonstrate the highest mass transport 
rates;8, 35 non-Gibbs-Thomson phase behavior, in which fluid phase boundaries in SDNs are 
distorted relative to their bulk fluid counterparts; and non-linear, correlative effects10, 49 in ion 
transport through SDNs that are not observed in larger nanopores (Figure 1-1). We define these 
and other observations as critical knowledge gaps because existing theories – whether 
continuum, atomistic, or molecular – fail to adequately describe the basis for these exotic effects. 
In this review, we identify seven such knowledge gaps, highlight recent progress, and suggest 
next steps for their exploration. 
 

1.1.1 Slip Flow Enhancement 
 
Flow enhancement by slip flow in SDNs is unexpectedly large. Slip flow50 occurs when 

the fluid molecules in contact with the wall have a non-zero velocity and the no-slip boundary 
condition in fluid mechanics does not hold. This situation often occurs in nanopores with 
atomically smooth walls. The slip length is defined mathematically as the distance required 
beyond the wall for the fluid velocity to decrease linearly to zero. Large values of slip lengths for 
fluids confined inside SDNs can result in flow rates that greatly exceed the predictions of the 
Hagen-Poiseuille equation, thereby substantially lowering the pressure drop for narrow 
conduits.8, 35, 50 Several recent studies35, 36, 51-56 suggest that the narrowest pores demonstrate the 
largest slip-length enhancements. Mechanistic understanding of this scaling is in its infancy 
because theory and simulations50, 57-63 have failed to match the results of recent measurements on 
pores that are wider than SDNs.  
 

Carbon Nanotube and 2D Material Assemblies. Carbon nanotubes (CNTs), with their 
atomically smooth walls and constant diameters, are an ideal system for probing flow 
enhancement in SDNs. Following a landmark molecular dynamics prediction of fast flow in 
CNT pores,64 there has been a long history of experimental investigations of water flow through 
membranes composed of arrays of vertically aligned CNTs.35, 36, 55, 65 For example, Majumdar et 
al. studied fluid flow through membranes composed of vertically-aligned multiwalled  CNTs of 
~7 nm diameter and reported water slip lengths of 39 to 68 𝜇m, which correspond to water flow 
rates that are 4 to 5 orders of magnitude faster than the predictions of the Hagen-Poiseuille 
equation with a no-slip boundary condition.36 Holt et al. studied water and gas flow through 
membranes composed of double-walled CNTs (DWCNTs) with diameters less than 2 nm, and 
reported water slip lengths of 140 to 1500 nm.35 These studies and others were also motivated by 
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earlier work showing selective ionic and molecular transport through synthetic membranes with 
nanopores in the single-digit range.66-68 

 
These pioneering CNT studies revealed large slip lengths of water inside CNTs, but they 

were performed on CNT membranes and measurement of fluid flow through individual, isolated 
CNTs remained a technical challenge for many years. In a recent study, Secchi et al.34 devised an 
experimental platform to measure pressure-driven water flow through isolated CNTs larger than 
the SDN range, and reported a large radius-dependent flow enhancement, with the slip length 
reaching 300 nm for CNTs with a diameter of 30 nm diameter. Furthermore, by measuring the 
flow rate of water inside 30 to 100 nm diameter CNTs, Secchi et al.34 showed that the slip length 
of water increases monotonically with a decrease in the CNT diameter. This monotonicity, 
however, may not continue into the SDN range (Figure 1-1a). When the diameter of the CNT 
approaches the van der Waals diameter of water in the range of 0.8 to 2 nm, for instance, water 
molecules adopt a layered structure that can result in a non-monotonic variation of slip length 
with CNT diameter. Between 2 nm and 10 nm, experimental results are varied.  

 
Recent experimental advances using CNT porins,69 i.e., 10 nm-long nanotube segments 

inserted into lipid membranes (Figure 1-2a-b), complement experimental results using isolated 
CNTs. CNT porins occupy a unique place in the arsenal of nanofluidic tools, because these 
materials allow researchers to probe ensemble-scale transport in the important sub-1-nm size 
regime of nanotube pores that are inaccessible for conventional aligned CNT membrane 
platforms.8 The osmotic water permeability of 0.8-nm-diameter CNT porins exceeds that of 1.5-
nm-diameter CNTs by an order of magnitude (Figure 1-2c),8 suggesting that a 1D arrangement 
of water molecules,70, 71 which is only achievable at small diameters, introduces an additional 
enhancement mechanism besides the wall slip, and promotes ultrafast water transport in 
collective bursts.64 The same 1D arrangement of water molecules appears to produce a 
significant enhancement of Grotthuss proton transport rates in narrow CNT pores.40, 72 Transport 
through short CNT porins can be compared with the results from a complementary platform9,10 
that uses Raman spectroscopy to characterize transport in ultra-long CNTs (Fig 2d-f). A recent 
study with ultra-long CNTs reported highly non-monotonic freezing point elevation of confined 
water as a function of nanotube diameter.10 Taken together, these results suggest that slip flow 
may be highly non-monotonic with diameter, especially for the smallest diameters and channel 
lengths. These intriguing findings highlight the need to develop structure/function relationships 
for SDNs that can predict exotic transport given specific confinement conditions. 
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Figure 1-2 | Transport measurements in CNT porins and CNTs. (a) CNT porins (CNTP) 
in lipid membranes (inset shows a cryo-TEM image of a 0.8 nm diameter CNTP in a lipid 
membrane). From Tunuguntla, R. H.; Henley, R. Y.; Yao, Y.-C.; Pham, T. A.; Wanunu, M.; 
Noy, A., Enhanced water permeability and tunable ion selectivity in subnanometer carbon 
nanotube porins. Science 2017, 357, 792-796. Reprinted with permission from AAAS. 
 (b) Osmotically-driven water transport through CNT porins. From Tunuguntla, R. H.; 
Henley, R. Y.; Yao, Y.-C.; Pham, T. A.; Wanunu, M.; Noy, A., Enhanced water permeability 
and tunable ion selectivity in subnanometer carbon nanotube porins. Science 2017, 357, 792-
796. Reprinted with permission from AAAS. (c) Water permeability of aquaporin protein 
(AQP1) compared with that of 0.8 nm (nCNTP) and 1.5 nm (wCNTP) diameter CNT porins. 
From Tunuguntla, R. H.; Henley, R. Y.; Yao, Y.-C.; Pham, T. A.; Wanunu, M.; Noy, A., 
Enhanced water permeability and tunable ion selectivity in subnanometer carbon nanotube 
porins. Science 2017, 357, 792-796. Reprinted with permission from AAAS. (d) The CNT 
experimental platform, which comprises isolated CNTs connected to two reservoirs, enables 
monitoring by microRaman spectroscopy. Reprinted from ref. 10, Springer Nature. (e) 
Temporal study of the radial breathing mode (RBM) frequency. (i,ii) A time-map showing 
the evolution of the RBM frequency and intensities for a 1.15 nm double walled nanotube 
(DWCNT). Dotted lines indicate the time points at which water is added to the reservoirs. 
Reprinted from ref. 10, Springer Nature. (f) Filling is shown for the inner tube of a DWCNT 
but not the outer tube by an upshift in RBM frequency. Reprinted from ref. 10, Springer 
Nature. 

 
The van der Waals assembly of 2D materials to form nanoconduits, pioneered by Andre 

Geim and coworkers, provides another avenue to study fluids under extreme confinement.73 In 
this series of experiments, fluid flow was measured through nanocapillaries formed by 
sandwiching few-layer 2D materials like graphene, hBN, or MoS2 between atomically smooth 
crystals of graphite, hBN, or MoS2.73-78 Gravimetric measurements of water permeation through 
channels formed by graphene spacers show extreme slip flow and suggest high capillary driving 
pressures.74 The structure and properties of water under 2D confinement are quite different from 
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bulk, with unusually low dielectric constant,75 changes in viscosity that arise from finite-size 
effects,79 and the appearance of unusual phases like 2D square ice.80 These slit pores with 2D 
material spacers also show remarkable ionic transport properties, including transport of protons 
with complete rejection of larger ions77 and asymmetric transport between similarly sized cations 
and ions even in the absence of substantial surface charge.78 While fluid structure and transport 
are likely different under 2D confinement than in the 1D systems discussed elsewhere in this 
article, the implications of these differences for slip flow and ion transport have not been fully 
established. 
 

Slip Flow Simulations. Molecular dynamics (MD) simulations show wide disparities in 
slip flow inside carbon nanotubes. Snapshots and illustrations from several MD simulations are 
shown below (Figure 1-3). Slip lengths determined from MD simulation studies differ by about 
3 orders of magnitude, varying between 1 nm and 1 𝜇m for water flow through CNTs with 
diameters ranging from 0.81 nm to 7 nm.63 The slip length of water can be estimated using both 
nonequilibrium and equilibrium MD simulations. In nonequilibrium MD (NEMD) simulations, a 
pressure-driven water flow is simulated by applying an external force on the water molecules. 
However, results from NEMD simulations can depend sensitively on: (i) the choice of the 
thermostat used to maintain the temperature of the water molecules and CNT;81 (ii) the length of 
the CNT when considering finite-size CNTs due to entrance/exit effects;82 and (iii) the type of 
fitting of the velocity profile used to obtain the slip length due to the nearly plug-like velocity 
profile of water inside CNTs.63 In contrast, equilibrium MD simulations of water confined inside 
a periodic CNT can be carried out to obtain the slip length reliably based on the Green-Kubo 
relationship.50 
 

Several factors have contributed to the large variation in the slip lengths of water reported 
in previous MD simulation studies, including: (i) the use of different methods (e.g., NEMD vs. 
equilibrium MD) to calculate the slip length; (ii) the nature and strength of the force field used to 
model water-carbon interactions; and (iii) the water model used to model water-water 
interactions inside the CNT.83 The concept of slip length itself is ambiguous in the case of 0.8 to 
1.6 nm diameter CNTs. In such small pores, water molecules arrange in separate chains 
connected through intra-chain and inter-chain hydrogen bonding, and so the water velocity 
profile is not well-defined. Therefore, it is more reasonable to describe the water flow rate in 
terms of the CNT permeability, which is expressed as a function of the water friction 
coefficient.50 Additional studies are required to elucidate the dependence of the CNT 
permeability on water-CNT and water-water interactions.  
It is noteworthy that previous MD simulation studies have used a simple pair-wise additive 
Lennard-Jones potential to model the interactions of water molecules with CNTs. However, 
water, as a polar solvent, can exert strong electric fields that can result in a significant 
polarization of the carbon atoms in CNTs. Polarizable force fields, which can self-consistently 
model the polarization and dispersion energy components of the water-CNT binding energy, can 
be used to obtain a more realistic modeling of the water-CNT interface at a modest increase in 
computational cost.30 Additionally, hybrid quantum mechanical/molecular mechanics (QM/MM) 
and full ab initio molecular dynamics (AIMD) simulations can be carried out to obtain more 
accurate estimates of the friction coefficient of water inside some of the small-diameter CNTs, 
although the computational cost for carrying out these simulations will be significantly higher 
than that incurred using classical, force-field-based MD simulations.84 Finally, the study of fluid 
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flow through nanotubes made of heteropolar nanomaterials, such as molybdenum disulfide and 
hexagonal boron nitride, will allow for decoupling the effects of electrostatic and London 
dispersion forces on nanofluidic phenomena.31, 85, 86 
 

1.1.2 Phase Transitions in SDNs 
 

Fluids confined in nanopores exhibit significant distortions of the temperature-pressure 
phase boundary. This has been shown experimentally in carbon nanotubes,10, 49 and discussed at 
length for fluids in nanoporous silica.87 These distorted phase transitions can be described by 
modifying the Gibbs-Thomson equation with the Turnbull coefficient.49 This coefficient, which 
was originally proposed in metal nucleation theory, is the ratio of the nanopore-liquid interfacial 
tension 𝛾ௌ௅ to the enthalpy of fusion 𝛥𝐻௠ of the liquid (which is also proportional to the molar 
volume to the two-thirds power, 𝑉௠

2/3),88 and has been shown to be invariant with pore size for a 
given liquid. In this model, the change in freezing point is given by 
 

𝛥𝑇௙ = 𝑇௙,௕௨௟௞ − 𝑇௙,௣௢௥௘ =
ଶ்೑,್ೠ೗ೖ௏೘ఊೄಽ

௥೛೚ೝ೐௱ு೘
                 [1.1] 

 
where 𝑇௙ is the freezing point and 𝑟௣௢௥௘ is the radius of the nanopore. 
 

 
Figure 1-3 | Modeling confinement effects on transport and phase transitions in SDNs. 
(a) Simulations of NaCl and KCl solutions confined in 1.4 nm diameter CNTs. Reproduced 
from ref. 23, Journal of Physical Chemistry C, American Chemical Society. (b) MD 
simulation snapshot showing the capillary filling of a (10,0) chirality CNT by a single file 
of water molecules. (c) Multiphase structure of water near a CNT interface where the vapor 
phase, ice, condensed water, and the bulk phase of water co-exist. Reproduced from ref. 26, 
Journal of Physical Chemistry C, American Chemical Society.  

 
However, no theory currently exists for describing phase transitions in the narrowest of 

pores.10 Below approximately 4 nm, water structuring effects cause the Gibbs-Thomson equation 
to fail, with freezing points varying dramatically and changing non-monotonically with pore 
diameter. For example, recent simulations89, 90 and experimental data10 show water freezing 
above 100 °C in a narrow range of CNTs close to 1 nm in diameter, and confirm the non-
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monotonic dependence on diameter of confined phase transitions predicted by simulation. 
Experimentally, phase transitions in CNT pores can be tracked by shifts of the radial breathing 
mode (RBM) using Raman spectroscopy.10 MD studies have also shown that the phase transition 
temperature of polar fluids such as water inside CNTs can be strongly modulated by external 
electric fields.91-94 However, because the results of force-field-based MD simulations can depend 
sensitively on the force field parameters used to model water-CNT interactions and on the choice 
of the water model, it is not yet clear how the complex interplay between water-CNT and water-
water interactions determines the phase behavior of water inside CNTs. The thermodynamics 
and phase behavior of confined water represent a significant knowledge gap that needs to be 
understood with a new theory and modeling approaches supported by comprehensive 
experimental data. One promising technique is to incorporate chemically-specific emissive 
defects in CNTs. These defects can then be used as molecular rulers to resolve the state of the 
fluid at the single defect level.19, 20, 95 
 

1.1.3 Phase Separation under Extreme Confinement 
 

Phase separation, in which a single phase transitions into a two-phase or multiphase co-
existence region, is also influenced under the extreme confinement of SDNs.96-98 Of particular 
interest is the use of this phenomenon in new nanopore and membrane separation mechanisms.98, 

99 Gravelle et al. noted from MD simulations that CNT membranes may achieve selective 
transport by nanoconfinement-induced preferential adsorption of water over ethanol.97 MD 
studies have shown that gases such as CO2, O2 and H2 from gas-water mixtures exhibit selective 
physisorption into single-digit CNTs. Furthermore, the solubility difference of gases in water 
combined with phase separation using SDNs can be exploited for the separation of gases.100  
Nanoscale confinement has also been shown to change the phase diagram and azeotrope location 
of CCl4/C6H12 mixtures in activated carbon fibers, with implications for phase separation.78 In 
water, it could also be important in future work to investigate the role of dissolved ions on phase 
transformations, such as freezing or evaporation, which would tend to reject and concentrate ions 
in the liquid phase after nucleation and potentially generate large disjoining pressures. 

 
Even less is known about the behavior of non-aqueous fluids under similar conditions of 

extreme nanoconfinement inside SDNs.  Solvent-solvent and solvent-solute interactions 
necessarily change as the fluid phase squeezes into molecularly-sized channels, but the nature of 
the change is not understood in detail.96, 98, 101-104 Simulation studies have so far focused on 
understanding the fluidic structure of liquids, such as methanol105 and ethanol,97 confined inside 
CNTs. On the experimental front, Ellison et al. studied the transport of methanol, lithium ions, 
and various amino acid cations in the presence of water through a 2.25 nm CNT, and rationalized 
the different dwell times of the various species based on a simple model that took into account 
molecular and ionic sizes.106, 107 Other relevant questions are whether and how confinement in a 
small nanopore changes the thermodynamics and kinetics of phase separation of ordinarily 
miscible fluids.108 For example, de-mixing induced by confinement97 could be used to control 
fluid transport or to achieve more efficient or selective separations. Examples could include 
separating alcohols from water, fractionating hydrocarbons, and separating other complex 
macromolecular mixtures. For example, Mao and Sinnott used classical MD simulations to 
investigate the use of CNTs for separation of light gases, such as methane, ethane, and butane, 
from one another.109 In another study, Rodriguez et al. studied polar mixtures of water and 
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acetonitrile nanoconfined between silica surfaces, and found an almost equal reduction in the 
diffusion coefficients of confined water and acetonitrile molecules as compared to their 
respective bulk diffusion coefficients.110 As the nanochannel diameter approaches 1 to 5 nm, 
surface tension starts to exert an outsized influence on the fluid inside the channel, potentially 
creating conditions for spontaneous phase separation via spinodal decomposition.111-113 
 

1.1.4 The Outsized Impact of Defects 
 

Defects are ubiquitous in nanopores, but their effects on nanofluidic transport are poorly 
understood. Structurally, defects are deviations within an otherwise continuous and regular 
conduit, manifesting as changes in diameter or CNT chirality, atomic vacancies or substitutions, 
dangling bonds, and point defects that can be as simple as the addition of a hydrogen atom or as 
complex as a charged organic functional group. 

 
In large pores a fluid may flow around a defect site. However, the effect of defects can 

become increasingly pronounced as the size of the pore/channel decreases. The role of defects in 
molecular transport by SDNs can be as critical as it is in electrical transport, in which defects are 
known to dominate conductive pathways at the nanometer scale.114, 115 In a spectacular example 
of the power of defects to influence molecular transport, a few strategically placed charges in 
aquaporin proteins block proton flow through the protein channel.116 Comparing aquaporin to 
other protein channels, the elimination of hydrogen-bonding interactions increases the diffusion 
coefficient of single-file water by up to two orders of magnitude.117, 118 Similarly, in an AIMD 
study of synthetic nanopores, Joly et al. found significantly larger friction of the liquid as water 
flowed past wall defects that caused the molecules to dissociate.118 In extreme cases, fluid 
interactions with defects in SDNs, and the resultant pinning effects, could completely change the 
nature of transport through the pore. 

 
There are two significant challenges to understanding the effects of defects on nanopore 

transport. First, most defects occur randomly, and it is difficult to locate and resolve them in a 
pore.114, 119 Second, there is a lack of tools to resolve defects and quantify their impact on fluidic 
transport in situ. Although techniques such as transmission electron microscopy (TEM) can 
resolve defects at atomic resolution, such methods typically require ultrahigh vacuum and can 
cause significant beam damage to nanomaterials, prohibiting a direct correlation between defects 
and fluid transport. 

 
SDN platforms provide a unique opportunity to quantify the effects of defects on 

molecular transport. With the development of new tools and synthetic methods to control and 
probe defects, the effect of defects on fluid transport may be observed unambiguously. Defects 
can be intentionally implanted to control various material properties, such as electrical 
conductivity and photoluminescence, and can thereby be used as experimental markers to 
understand better the system and the effects of molecular transport.114, 120 When we control and 
intentionally add defects in a limited manner, their properties can be spatially localized, acting as 
perturbations rather than completely changing the structure of the host. In combination with 
advanced imaging techniques, controlled defects can therefore be used to understand behaviors 
like molecular transport in SDNs. In fact, recent theoretical work has enabled the prediction of 
the exact shapes of extended vacancy defects or nanopores in graphitic surfaces, thereby 
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allowing for direct linkages with experimental data through the simulation of realistic defect 
morphologies in nanofluidic systems.121 

 
Single-defect spectroscopy may enable the understanding of how defects affect, and can 

be used to control, fluid transport.122 Recent advances in super-resolved hyperspectral imaging22, 

122, 123 and our knowledge of defects in 1D and 2D systems19, 20, 120, 124, 125 are rapidly making this 
prospect a reality. For instance, to quantify the effect of molecular defects on nanofluidic 
transport, single defects can be used as quantum light emitters.95, 126-128 Such defects can be 
installed synthetically along single-walled CNTs by covalently attaching organic functional 
groups to the sidewall and pore mouth of the nanotube.20, 21 A particularly exciting property is 
that these emissive defects create potential wells that trap excitons that can recombine to produce 
bright photoluminescence that is sensitive to the chemical environment.19, 20, 95, 126, 128, 129 At the 
single-molecule level, ion pairs can cause much more substantial perturbation to the local 
environment of the trapped excitons than do individual ions. Thus, it also should be possible to 
perform spectral differentiation to count ion pairs. With advances in precision spectroscopic 
techniques, a more detailed understanding of defects in SDN transport is forthcoming. 
 

1.1.5 Correlated Transport of Ions 
 
Strong nanopore confinement, which is often accompanied by partial or complete de-

solvation of solutes, gives rise to interesting physical phenomena in which ions and molecules 
exhibit unusual spatial and temporal correlations.130, 131 A good theoretical description is 
currently available only for wide nanopores in dilute solutions (Figure 1-4). In these larger 
nanopores under dilute conditions, when the Debye screening (𝜆஽) length is larger than the 
average ionic distance, and the average ionic distance (𝑟௡௡) is smaller than the pore diameter (𝑑), 
mean field theories can correctly predict the transport behavior of ionic channels, including 
interesting physical phenomena such as channel gating and a nonlinear diode-like behavior.17, 28, 

65, 132, 133 In concentrated electrolytes, ion-ion correlations lead to ordering of ions in nanopores, 
and even to charge inversion in highly charged pores. Ion-ion correlations require a departure 
from classical mean-field electrostatics models to describe charge inversion, leading to attractive 
pressures or bridging between like-charged pore walls.134, 135 Charge inversion can also result in 
electroosmotic flow reversals and electrophoretic mobility reversals.28, 136  
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` 
Figure 1-4 | Electrostatics under confinement. Different behavior expected for the 
electrostatic interactions in a nanopore as a function of ionic concentration (c) and pore 
radius (d). Classical theories (Poisson-Boltzmann) are only appropriate in the bottom right 
corner. New approaches are needed under extreme confinement and high concentrations. 
The Bjerrum length, or the characteristic length for electrostatic interactions, determines the 
extent of ion pairing relative to 𝑟௡௡, Under extreme confinement, 𝑑 < 𝑟௡௡ or 𝑑 < 𝜆஽, 1D 
correlated transport is expected to dominate. At high concentrations, 𝜆஽ < 𝑟௡௡ , 3D 
correlations and ion pairing can play a bigger role. 

 
The effect of confinement is most pronounced in small nanopores, in which the average 

ionic separation is larger than the pore diameter and ions effectively form a 1D chain for 
which 3D continuum models are therefore not relevant.137 This configuration gives rise to exotic 
behavior. Extremely small channels can be modeled as discrete Ising chains of charges, giving 
rise to anomalous capacitance curves.138, 139 Sub-2-nm pores also display ionic and protonic 
current fluctuations,9, 140 as well as the formation of ion pairs and even larger aggregates.65, 141, 142 
Partial removal of ion solvation shells, which prevents those ions from forming long-term pairs 
in the bulk, leads to ion pairs with unusually long lifetimes in confinement, along with 
potentially enhanced reaction dynamics.65, 141, 142 Spontaneous, long-scale ordering in nanopores 
can also create conditions for efficient and selective transport of particular molecular or ionic 
species; formation of the hydrogen-bonded single-file water chain in narrow CNTs, for example, 
gives rise to fast proton conduction via the Grotthuss mechanism.8, 64 Confinement-induced 
effects lead to unusually strong correlative transport modes, dramatically enhancing mechanisms 
such as electroosmotic transport and ion concentration polarization.143, 144 As hydrated ions 
become squeezed into narrow gaps with slippery wall surfaces, the distinction between ion 
solvation shells and the rest of the solution becomes increasingly blurred, increasing the 
probability of strong electroosmotic and diffusioosmotic coupling effects, which can become 
dominant in the narrowest of channels.144, 145 Recent experimental and theoretical work also 
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highlights the importance of considering charge-regulation effects on nanofluidic transport, 
where the surface charge density in SDNs depends sensitively on the pH of the solution.146 Even 
though these effects are not surprising on an intuitive level, their rigorous treatment has occurred 
only recently,145 and experimental efforts are still sparse. The incorporation of these effects to 
enhance scaling of ionic flux and selectivity for SDNs points to operational realms for nanopore 
membranes that may circumvent flux-selectivity tradeoffs. Finally, future research also must 
address the behavior of ionic mixtures confined within nanopores. In one of the few examples to 
date, the anomalous mole fraction effect, in which permeation of ion mixtures is slower than 
permeation of either ion individually, was demonstrated inside synthetic nanopores.147-149 
 

Modeling the coupling between driving forces under confinement, such as gradients in 
pressure and electric potential, is essential for our understanding of these unique transport 
phenomena. Pressure-driven flow through a nanopore will advect ions in the electric double 
layer, resulting in a streaming current, whereas electric fields conducting ions through a pore will 
also drive electroosmotic flow in the double layer.28, 150 The interplay between Coulombic 
ordering and steric repulsion can influence the thermodynamic driving forces for ion 
transport.135, 151, 152 A more general coupled flux model is necessary, especially at high 
concentrations within a nanopore, as pioneered by Stefan-Maxwell for dilute gases and Onsager 
for generalized linear irreversible thermodynamics.153  

 

 
 

Figure 1-5 | Single-nanopore system construction. (a) Track-etched nanopores in 
polyimide. Reprinted by permission from Springer Nature: Applied Physics A; Siwy, Z., 
Dobrev, D., Neumann, R., Trautmann, C., Voss, K. J. A. P. A., Electro-responsive 
asymmetric nanopores in polyimide with stable ion-current signal, 2003. (b,c) Track-etched 
nanopores in silicon nitride. Reproduced from ref. 155, National Academy of Sciences. (d) 
A nanopore drilled by TEM. Reprinted by permission from Springer Nature: Nature 
Materials; Storm, A., Chen, J., Ling, X., Zandbergen, H., Dekker, C., Fabrication of solid-
state nanopores with single-nanometre precision, 2003. 

 
Experimentally, the study of correlated nanopore ion transport could benefit from new 

approaches to electrical manipulation, spectroscopic probing, and precise pore construction and 
modification (Figure 1-5). When pore geometrical and chemical properties are known and 
controlled, the presence of spatial and temporal correlations of ions will be made evident by 
examining the ion current. Ion current through a nanopore is extremely sensitive to the properties 
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of the pore walls and distributions of ions in the pore. As an example, the effect of charge 
inversion at a surface can be probed by recording current-voltage curves of asymmetric 
nanopores.157 Structurally asymmetric and charged nanopores behave as rectifiers, transporting 
ions in one direction and hindering ionic transport in the opposite direction; the direction of 
preferential ion flow depends on the surface potential.158-160 A nanopore that undergoes charge 
inversion can be therefore immediately identified by its flipped current-voltage curve (Figure 1-
6).157 The magnitude and polarity of effective surface potential can also be measured precisely in 
nanopores via the so-called reversal potential, i.e. an electrical potential difference established 
across a membrane in contact with a salt concentration gradient.161 It is expected that 
nanoconfinement-induced ion correlation effects, such as the breakdown of electroneutrality,130, 

162 could be probed electrochemically with a nanopore whose geometry and surface chemistry 
were tuned to make it especially sensitive to the balance of positive and negative charges.  
 
 

 
 

Figure 1-6 | Probing ion transport through SDNs. (a) A platform for single CNT porin ionic 
conductance measurements.  (b) Ionic conductance of individual, 0.8-nm-diameter CNT 
porins. From Tunuguntla, R. H.; Henley, R. Y.; Yao, Y.-C.; Pham, T. A.; Wanunu, M.; Noy, 
A., Enhanced water permeability and tunable ion selectivity in subnanometer carbon 
nanotube porins. Science 2017, 357, 792-796. Reprinted with permission from AAAS. (c) 
Local charge inversion induced by trivalent cobalt ions (CoSep) causes the formation of 
positive surface charges and the appearance of diode-like behavior in individual conical 
nanopores. Reproduced from ref. 157, Journal of the American Chemical Society, American 
Chemical Society. (d) Measuring the reversal potential allows the surface charge to be 
calculated. Data shown are from silica nanochannels and charge inversion was obtained with 
Mg2+. Reproduced from ref. 161, Nano Letters, American Chemical Society. 

 
Ion correlations may influence the ion selectivity of nanopores.163 Experiments with 

single nanopores could provide experimental guidance to such modeling, and help to design 
systems with new mechanisms of ionic and molecular selectivity. Probing ion correlation 
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systematically in nanopores of controlled chemical properties, using solvents that vary in 
dielectric constant and ions that differ in size and valence, would help build a universal 
description of how correlation of ions influences transport at the nanoscale.164 
 

Another important direction of inquiry is the identification of current and electrokinetic 
fingerprints of ion pairs and aggregates. Extreme confinement can lead to the formation of pairs 
of ions of the same charge,131 and that these pairs can be broken with an electric field. Formation 
of ion pairs of different charge (i.e. pairs containing both cations and anions) has also been  
reported130, 142, 165 but it is not known how their presence influences electrokinetic transport. The 
possibility of tuning the formation of ion pairs by the properties of the pore wall has also been 
suggested.142 Nanopores with tunable electrochemical properties could enable an understanding 
of the role of ion pairs in ionic transport, as well as how to incorporate ion pairs and aggregates 
into existing models. 
 

1.1.6 Nanoscale Solvation Behavior 
 
Protein ion channels routinely exploit minute differences in solvation behavior to act as 

exquisitely selective molecular gates (e.g., K+ ion channels).166, 167 As confinement approaches 
the levels seen in SDNs, solvation effects start to diverge from their bulk behavior, with 
profound effects on transport efficiency and selectivity.168-173 The energetics of solvation under 
strong confinement affect nanopore entry and lead to ion-specific modulations of the double-
layer structure inside the pore.23, 24 As an example, in extreme confinement and under double-
layer overlap, counter-ions with strong hydration shells, such as sodium ions, were found to 
create a layered structure close to the charged surfaces.173-175 This effect was discovered 
experimentally with a surface-force apparatus (SFA), in which two mica surfaces were brought 
into close contact with distance controlled with sub-nm precision. Introducing the effects of 
solvent to solute-solute interactions leads to the prediction of an oscillatory force between two 
surfaces, an effect that has also been measured with the SFA.176 These phenomena are only 
beginning to be probed.  

 
Understanding and exploiting solvation phenomena in synthetic SDNs could lead to a 

new generation of membranes that are capable of manipulating hydration effects to achieve 
single-species selectivity in a manner that is virtually impossible with current technologies.177 
Recently, Zwolak and colleagues proposed that dehydration-based selectivity could be indeed the 
basis for a universal mechanism to achieve selectivity between ions of the same charge, e.g. Na+ 
and K+.178 Interestingly, it was shown that to optimize ion selectivity, both pore diameter and 
pore length need to be tuned.168 These concepts could potentially be extended to design systems 
that could effectively filter out pharmaceutical compounds that plague water supplies in 
industrialized nations,179, 180 harvest Li+ ions for batteries,181 or provide efficient and thin 
exclusive proton-conducting membranes for fuel-cell technologies.182, 183 

 
Probing chemistry and organization in SDNs requires a technique that can offer high 

spatial resolution, such as infrared spectroscopy, Raman spectroscopy,10, 184, 185 UV/visible 
(electronic) spectroscopy, fluorescence spectroscopy, X-ray scattering,186 X-ray photoelectron 
spectroscopy,187 optical Kerr effect (OKE) spectroscopy, 18, 188, 189 or neutron diffraction.190  
These techniques can have sufficiently high depth resolution to study solid-liquid interfaces, but 
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their lateral resolution is typically limited by diffraction or spot size to something on the order of 
1 m. In SDNs, the width of a pore may provide the desired resolution in one lateral direction, 
but not along the pore axis. A lateral resolution on the nanometer scale would be ideal for 
understanding, for instance, the chemical bonding in the neighborhood of individual ions. An 
understanding of the complex interplay among steric, electrostatic, and van der Waals 
interactions, as well as solvent entropy, becomes possible only at this length scale. Although tip-
enhanced Raman spectroscopy (TERS) and other scanning-probe techniques have found success 
in probing interfaces on this scale,191,192-195 chemical mapping with roughly 1 nm resolution is 
not yet routine. Furthermore, the dielectric constants of polar solvents, like water, confined 
inside SDNs can be dramatically lower than those in the bulk. For example, in a recent 
experimental study of water confined between hexagonal boron nitride (h-BN) and graphite, 
Fumagalli et al. reported that the out-of-plane dielectric constant of water drops from 78.5 in the 
bulk to just 2 inside nanocapillaries.75 Moreover, the dielectric constants of solvents can also 
vary with ion concentration.196 In this regard, the classical Born equation of ion solvation 
predicts a higher free energy of solvation of an ion in a bulk medium with a higher dielectric 
constant.197 However, the manner in which changes in the dielectric constants of solvents 
confined inside SDNs impacts the solvation of ions remains an open question. 

 
Another issue with many of these techniques is that they are not compatible with every 

SDN material. Optical spectroscopies are useful for studying behavior in pores in transparent 
materials. There is a large literature, for instance, in the use of OKE, Raman, and NMR 
spectroscopies to probe liquid dynamics in silica pores that has led to important insights 
regarding the behavior of pure solvents. For instance, in OKE spectroscopy,18, 188, 189 a linearly-
polarized pump induces a small net alignment, and thereby a transient birefringence, in a 
transparent liquid composed of molecules with an anisotropic polarizability. The return to an 
isotropic orientational distribution is monitored via depolarization of a probe pulse as a function 
of time delay. This technique has provided a detailed picture of the spatial dependence of 
orientational relaxation in liquids confined in silica nanopores,198 and could readily be applied to 
confined solutions. It is important to note that such studies probe behaviors that are averaged 
over large numbers of pores, rather than behavior in a single, well-characterized pore. 
Furthermore, other SDN materials with strong optical signatures, like carbon nanotubes, may 
present challenges for the use of optical spectroscopies to study confined fluid alone.  

 
Spectroscopic techniques that have never been applied to SDNs may enhance our 

understanding of solvation behavior under nanoconfinement. Vibrational sum-frequency 
generation (VSFG) spectroscopy199-204 is a surface-selective technique that can reveal 
chemically-specific information at solid/liquid interfaces. For instance, VSFG has been used to 
show that acetonitrile next to a silica surface forms an unexpected bilayer structure that has a 
profound influence on the properties of the interface.198, 205 VSFG probes vibrational modes that 
are simultaneously IR and Raman active, and by collecting spectra under different polarization 
conditions, it is possible to obtain information on the structure of interfacial molecules.201 VSFG 
has not been applied to fluids confined within SDNs to our knowledge, but has great potential for 
studying nanopores that are transparent to the relevant colors of light. SDN liquid-solid 
interfaces and ion-solvent interactions might also be probed with the addition of an electron 
beam in the form of ultrafast electron crystallography206 or in situ TEM with applied electric 
fields207 or magnetic fields,208 or electron holography.209 
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1.1.7 Enhanced Ionic Selectivity  
 

The translation of SDN physics to multipore membrane systems with precise ionic 
selectivity remains elusive. Membrane-based technologies have played an important role in 
separations, including water purification and seawater desalination, for many years.47, 177, 210, 211  
Most state-of-the-art solute-rejecting (e.g. reverse osmosis and nanofiltration) and ion-exchange 
membranes are polymer films with non-uniform pore characteristics, which hinder precise ion-
ion selectivity. In these membranes, size- and charge-based separation are the main mechanisms 
that govern selectivity, rendering the membranes poorly selective when species with similar size 
or charge are present.212-214 On top of the inherent challenge of separating similar species, 
engineering ultra-selective pores for separation of small ions (e.g., chloride, fluoride, and 
lithium) is technologically difficult due to the sub-nanometer precision required.47, 215 Graphene 
oxide membranes, for instance, demonstrate remarkable molecular selectivity216 but allow fast 
transport of small ions.217  While ion selectivity can be achieved, framework defects and swelling 
of graphene oxide laminates in water remain issues.12, 218 For CNT membranes, it is possible to 
achieve moderate charge- or size-selective transport,219-221 but scaling is difficult and high 
selectivity between ions of similar size and charge has not been achieved. The major obstacles 
for aligned CNT membrane development are the difficulty of growing arrays of CNTs with 
uniform diameters, the difficulty of controlling the arrangement and quality of the nanotubes in 
those arrays, 222, 223  the low yield of the fabrication process,224, 225 and the crude nature of the 
procedures used to remove the nanotube end caps. An added difficulty is that CNTs would likely 
need to have diameters less than 1 nm to effect truly selective ion transport. But despite these 
challenges, the exploration of enhanced ion-ion selectivity in SDNs is a promising area of 
research. It may assist the development of materials strategies for separating a target ion from 
multi-ion solutions more generally; example applications include  separating Li+ ions from Na+ 
and K+ ions in seawater and designing an exclusively proton-conducting membrane for fuel 
cells.226  
 

Although major efforts have focused on studying size-based selectivity,8, 12, 217, 227 
emerging research suggests that enhanced ion-ion selectivity in SDNs may be based on 
differences in ion hydration, charge, or shape properties (Figure 1-7). The limited difference in 
selectivity observed for small ions in membranes with sub-nanometer pores, for instance, is often 
attributed to hydration and dehydration effects. Specifically, an ion with a smaller radius (e.g., F- 
or Na+) acquires a larger and stronger hydration shell and undergoes lower dehydration at the 
pore mouth compared to an ion with a larger ionic radius (e.g., Cl- or K+).8, 171 Ion dehydration 
also underlies the precise selectivity observed in selective-ion biological channels. 228, 229 Here, 
specific sites within the channel create a cavity with a perfect match for a specific bare ion, 
compensating energetically for its loss of hydration shell and excluding the permeation of other 
ions (Figure 1-7a). 
 

Knock-on mechanisms have recently been proposed230 to explain how biological 
nanopores discriminate similarly sized ions (i.e., Na+ vs. K+). Here, fully dehydrated K+ can pass 
through a potassium channel all without intervening water molecules, whereas Na+ does not 
enter the channel without water. Long-time (i.e., multi-s) MD simulation has played an 
essential role in elucidating this mechanism.231 At the same time, computational predictions are 
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known to be sensitive not only to the sampling times, which are getting more and more 
straightforward, but also to the nature of the physics included in the force field. For instance, 
beyond scaling charges in non-polarizable force fields232, polarizable force fields233 have been 
suggested234 to capture essential features of divalent cations (e.g., Ca2+ vs. Mg2+). Furthermore, 
effects not captured in any conventional force field, such as charge transfer, have proven 
essential to describe ion-specific effects in some cases235. Thus, predictive modeling in this area 
requires both development of multi-scale approaches as well as careful consideration of the 
physics involved. 

 
Experimentally, ion dehydration was recently proposed to explain the Arrhenius-type 

behavior observed for ion permeation through nanopores and membranes:8, 12, 236-238 
 

𝐽 = 𝐴 exp ቀ−
ாೌ

ோ்
ቁ              [1.2] 

 
where J is the ion flux through the membrane, A is the pre-exponential factor, Ea is the activation 
energy, R is the gas constant, and T is the temperature in Kelvin. Differences in dehydration-
based energy barriers have been shown to boost selectivity between ions permeating through 
nanopores.12, 237-240 Experiments that quantify energy barriers as a function of pore diameter, or 
location-specific functionalization of the pore mouths or bodies of SDNs, may shed light on the 
physical and chemical effects that induce dehydration can lead to selective transport.  
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Figure 1-7 | Potential mechanisms for increasing ionic selectivity. These mechanisms 
include selectivity by (a) ion dehydration; (b) surface charge, in-pore charge, and electric 
double-layer effects; and (c) shape-related steric exclusion. By using a combination of these 
selectivity mechanisms, it may be possible to design SDN systems with unprecedented ionic 
selectivity. 

 
Another aspect of SDNs that can be used for enhanced ionic selectivity is their electric 

interaction with ions (Figure 1-7b). In general, charged pores repel co-ions, and the extent of 
repulsion is correlated with the extent of ion charge. However, recent results show that even ions 
with the same charge (e.g., Cl- and NO3

-) are affected differently by a charged membrane,33 a 
phenomenon that calls for fundamental investigation of charge-exclusion mechanisms. These 
results cannot be predicted by traditional models for transport and exclusion of ions in 
nanofiltration membranes, based on the extended Nernst-Planck equation,241, 242 even when this 
equation is modified to include contributions from ion-specific effects in the electric double layer. 
Experimentally, state-of-the-art membranes are either neutral or contain charged groups on their 
surfaces and within their pores. As a result, surface and in-pore charge effects on ion selectivity 
cannot be distinguished. SDNs that have charges localized either in the pore mouth or pore body 
(e.g., CNTs with a functionalized and negatively charged pore mouth)8 may provide an opportunity 
to highlight surface and/or in-pore charge effects. MD simulation studies have shown that the free-
energy barrier for ion transport through CNTs can be enhanced significantly by chemical 
functionalization of the pore mouth, raising the possibility of practical applications of SDNs that 
are chemically functionalized at particular sites.243, 244 

 
Finally, pore shape influences selectivity (Figure 1-7c). This effect can occur, for example, 

between non-spherical polyatomic ions (e.g., NO3
-, ClO4

-, and AsO4
-) and spherical monoatomic 

ions (e.g., Cl- and F-), as evidenced by discrepancies between experimental energy barriers and 
theoretical hydration free energies.33, 238, 245, 246 Structural characterization and modeling 
techniques such as MD simulations can assess the effect of pore mouth and pore-body shape on 
permeant selectivity for monoatomic and polyatomic ions.246 Overall, fundamental questions about 
the effect of pore geometry, charge-based selectivity, and dehydration on selective ionic transport 
will need to be addressed in future research, with the goal of creating rules for the rational design 
of selective SDN membranes. 
 

1.1.8 Conclusions 
 
In this Review we have highlighted seven knowledge gaps that are central to the study of 

molecular and ionic transport in single-digit nanopores. These gaps include the presence and 
magnitude of slip flow, phase behavior under nanoconfinement, nanoconfined phase separation, 
the impact of defects on transport, correlated ion transport inside SDNs, nanoscale solvation 
behavior, and the engineering of enhanced ionic selectivity. Although nanoporous materials with 
characteristic dimensions smaller than 10 nm have been studied for some time, the confluence 
within the last decade of precise model systems with well-characterized pores, new spectroscopic 
techniques, and improved simulations has subjected these knowledge gaps to studies at 
unprecedented new levels of detail. Although some knowledge gaps, such as the scaling of slip 
length with SDN diameter, have been posed but not resolved, other knowledge gaps, like the 
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impact of a single defect on molecular transport inside a SDN, are only now coming into focus. 
We expect that the study of molecular and ionic transport under extreme confinement will test 
the limits of bulk-scale fluid mechanics, provide opportunities for the exploration of new 
synthetic and spectroscopic techniques, and inform our understanding of transport at molecular 
interfaces. We also anticipate the development of fundamentally new technologies, as the 
dramatic effects of nanoconfinement give rise to adsorbents, membranes, and fluidic platforms 
with extraordinary transport efficiencies and selectivities. 
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2. Diameter Dependence of Fluid Filling 
 
This chapter has been adapted from “Diameter Dependence of Water Filling in Lithographically 
Segmented Isolated Carbon Nanotubes,” Samuel Faucher, Matthias Kuehne, Volodymyr B. 
Koman, Natalie Northrup, Daichi Kozawa, Zhe Yuan, Sylvia Xin Li, Yuwen Zeng, Takeo 
Ichihara, Rahul Prasanna Misra, Narayana Aluru, Daniel Blankschtein, and Michael S. Strano, 
ACS Nano 2021 15 (2), 2778-2790, DOI: 10.1021/acsnano.0c08634 
 

Abstract 
 
Although the structure and properties of water under conditions of extreme confinement are 
fundamentally important for a variety of applications, they remain poorly understood, especially 
for dimensions less than 2 nm. This problem is confounded by the difficulty in controlling 
surface roughness and dimensionality in fabricated nanochannels, contributing to a dearth of 
experimental platforms capable of carrying out the necessary precision measurements. In this 
work, we utilize an experimental platform based on the interior of lithographically segmented, 
isolated single-walled carbon nanotubes to study water under extreme nanoscale confinement. 
This platform generates multiple copies of nanotubes with identical chirality, of diameters from 
0.8 to 2.5 nm and lengths spanning 6 μm to 160 μm, that can be studied individually in real time 
before and after opening, exposure to water, and subsequent water filling. We demonstrate that 
under controlled conditions, the diameter-dependent blue shift of the Raman radial breathing 
mode between 1 and 8 cm-1 measures an increase in the interior mechanical modulus associated 
with liquid water filling, with no response from exterior water exposure. The observed RBM 
shift with filling demonstrates a non-monotonic trend with diameter, supporting the assignment 
of a minimum of 1.81±0.09 cm-1 at 0.93±0.08 nm with a nearly linear increase at larger 
diameters. We find that a simple hard sphere model of water in the confined nanotube interior 
describes key features of the diameter-dependent modulus change of the CNT, and supports 
previous observations in the literature. Longer segments of 160 μm show partial filling from the 
ends of the segment that terminates along the length, consistent with pore clogging. These 
devices provide an opportunity to study fluid behavior under extreme confinement with high 
precision and repeatability. 
 

  



41 
                                                                                                                              

2.1 Introduction 
 
 When confined in single-digit nanopores,1 or pores with a characteristic dimension less 
than 10 nm, water displays physical properties that deviate substantially from those in larger 
nanopores.2  Examples include slip flow of water inside carbon nanotubes less than 50 nm in 
diameter that results in flow rates that are orders of magnitude higher than those encountered in 
larger nanopores.3–7  Similarly, the melting points of confined water and other fluids deviate 
from their values in the bulk in a diameter-dependent way described by the Gibbs Thomson 
effect,8 but diverge substantially from them under extreme confinement.9 The dielectric constant 
of water in graphene slit pores, too, varies widely with pore width.10,11 Experimental 
observations in these exceptionally narrow nanopores have renewed interest in the study of fluids 
under confinement, and reveal knowledge gaps in the study of single-digit nanopore 
nanofluidics1 that anticipate the development of nanofluidic devices for fundamental 
measurements and diverse applications. The interior of opened carbon nanotubes can serve as an 
experimental platform to answer these questions.  However, methods do not yet exist for 
generating repeated and reliable comparisons of fluid filling for identical diameter single-digit 
nanopores of any kind. In this work, we create a platform that consists of precision nanopores in 
the critical diameter regime (< 10 nm) formed from cut and opened ultralong CNTs. By 
examining spatially dependent fluid filling repeatedly in identical systems, we can overcome 
impediments like pore blocking and closed CNT ends to learn fundamental aspects of confined 
fluid properties. This platform is relevant not only to carbon nanotube nanofluidics, but in 
addressing topics including nanoscale slip flow, fluid diffusion, phase behavior, and interfacial 
transport that span nanofluidic device geometries and fluid types. 
 

The fabrication of precision nanopores in the range of extreme confinement has proven 
difficult, limiting the number of replicates and control of pore dimensions. Two-dimensional 
nanochannel arrays, produced both by top-down etching of silicon and other materials and 
bottom-up assembly of 2D materials to form van der Waals heterostructures, comprise one class 
of experimental system. Enhanced water transport in hybrid nanochannels12 and modified 
interfacial behavior of water under nanoconfinement, including evaporation,13 cavitation,14 and 
vapor transport selectivity,15 have been observed in etched Si nanochannels, though channel 
dimensions do not typically reach the single-digit nanometer regime. Van der Waals 
heterostructures with graphene and other 2D materials16,17 have addressed fundamental questions 
about water properties, including dielectric constant11 and capillary condensation18 under 
extreme 2D confinement, but cannot mimic the 1D confinement of nanotubes. Another class of 
experimental systems are multi-pore nanotube membranes. Carbon nanotubes membranes have 
been studied for close to two decades,6,19–21 with permeation measurements showing significant 
flow enhancement and high slip length for membranes containing ensembles of pores with 
diameters in the single-digit range. CNT porins, which contain short carbon nanotubes embedded 
in a lipid bilayer, provide another platform for the study of water and ions through ensembles of 
carbon nanotubes, and also show flow enhancements that vary dramatically with nanotube 
diameter.5,22 This allows for precision and many replicates, but the pore length itself is extremely 
small (around 10 nm), causing the CNT entrance region to dominate fluid behavior. Research 
groups have studied water structure and phase behavior in carbon nanotube ensembles using 
techniques like x-ray diffraction,23,24 allowing the proposal of a temperature-diameter phase 
diagram for the water-SWNT system; NMR;25 and neutron scattering.26,27 Spectroscopies, 
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including IR spectroscopy,28,29 Raman,30–32 and photoluminescence,31 have been used to 
distinguish ensembles of empty and water-filled CNTs, confirming, in some cases, the separation 
of the two by centrifugation.31,33  

 
Only in recent years have nanofabrication techniques allowed the study of fluids in 

isolated, single carbon nanotubes, but to date these experimental platforms have not allowed 
repeat measurements of identical CNT devices. One study by Secchi and co-workers3 uses fluid 
entrainment in a Landau-Squire jet to measure flow enhancements for CNTs outside the single-
digit regime from 15 to 50 nm in diameter, showing large slip lengths for CNTs and negligible 
slip lengths for boron nitride nanotubes. The difference in performance between CNTs and boron 
nitride nanotubes suggests that solid and interfacial properties beyond the confining diameter, 
like wettability and electronic structure, may affect hydrodynamics, but experimental 
observations of water behavior in other quasi-1D nanopores are even scarcer than those in CNTs. 
Additionally, the fabrication of trans-membrane single carbon nanotubes does not easily extend 
to diameters below 10 nm and replicates are difficult to realize.34,35 Other studies use 
photoluminescence of individual solution-phase36 or suspended CNTs,37,38 and, from our 
research group, Raman spectroscopy of substrate-bound CNTs9 to observe water inside single 
carbon nanotube pores. Yet none of these platforms provides multiple copies of identical, 
localizable nanopores for repeated measurement of nanofluidic filling. The limited number of 
replicates or the averaging together of multiple nanopores suggest that random atomic defects, 
variations in pore mouth chemistry, and strongly non-monotonic effects with confining diameter 
can obscure fundamental fluid properties.  

 
Herein, we demonstrate a nanofluidic platform consisting of lithographically segmented, 

isolated, substrate-bound CNTs to study water under nanometer confinement. We show 
unequivocally that external water application and internal water filling of CNTs on silicon 
wafers can be distinguished by Raman spectroscopy: internal water filling causes a blue shift in 
the Raman radial breathing mode (RBM), while under these conditions external water 
application does not, as shown by measurements of large numbers of isolated CNTs using air and 
water-immersion objectives. This creates a contrast between substrate-bound CNTs and other 
CNT systems – with nanotubes in solution39,40  and suspended in vapor over a susbtrate41  – for 
which the RBM mode may still change with exterior adsorption. We conclude that water filling 
of isolated CNTs on Si substrates is a rare, often permanent event, occurring no more than 20% 
of the time, and that the radial breathing mode shift upon fluid filling, ΔωRBM, varies non-
monotonically with diameter. Specifically, this RBM shift decreases to a minimum of 1.81±0.09 
cm-1 at a diameter of 0.93±0.08 nm before increasing for larger diameter CNTs. Although 
complex effects arising from the structure of water inside CNTs can be most accurately 
described using all-atomistic molecular simulations, here we combine a simple hard-sphere water 
packing model33,42 with an elastic shell model of the carbon nanotube39,40 to describe the 
variation of ΔωRBM with the CNT diameter. In this way, we capture the quasi-1D molecular 
packing effects in a simple, analytical model which can also be extended to other fluids.  

 

2.2 Results and Discussion 
 
The platform developed and utilized in this work is shown in Figure 2-1. Ultra-long gas-

flow aligned carbon nanotubes are grown on SiO2 using a CVD method developed by Huang et 
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al.43,44 as described previously by our group.9,45 Carbon nanotubes are grown using a Nano-C 25 
Series APT carbon nanotube suspension as a catalyst solution with methane in hydrogen at 970 
°C for 45 minutes, yielding sparse carbon nanotubes with an average pitch around 200 µm and 
lengths from 5 to 10 mm. A schematic showing ultra-long CNTs on a marked silicon substrate is 
shown in Figure 2-1a. Samples are then etched by photolithography to produce multiple CNT 
segments of the same diameter and chirality. In this work, we produced and compared long (160 
µm) and short (6 µm) segments. After spin-coating with Shipley 1805 photoresist and exposure 
of 60 mW/mm2 at 405 nm (Heidelberg MLA150), samples are etched by low-power (6.8 W) 
oxygen plasma for 3 minutes, a technique that has been used previously for CNT etching.46–48 An 
SEM image of several 160 µm CNT segments, and an accompanying schematic, are shown in 
Figure 2-1b. Other samples are instead masked with PDMS then etched identically by low-
power oxygen plasma to produce one 2 mm long CNT segment, as identified below. 
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Figure 2-1 | Experimental platform and Raman measurements of CNT fluid filling. (a) 
Schematic of ultra-long, vertically aligned CNTs grown by chemical vapor deposition on a 
marked silicon substrate. (b) SEM image showing lithographic segmentation of ultralong 
CNT into five independent 160 μm long, 1.38 nm diameter CNT segments of identical 
diameter and chirality, with accompanying schematic. (c) Illustration, not to scale, showing 
laser spot on empty and filled CNT segments. (d) Raman spectrum of a 1.40 nm diameter 
CNT in empty (blue) and filled (orange) states with RBM region and G region inset, showing 
upshift and broadening in RBM mode upon fluid filling. (e) Raman map of five 6 μm long, 
1.52 nm diameter CNT segments produced by lithographic segmentation along their length, 
after immersion in water. Raman spectra taken every 1 μm show two discrete vibrational 
states, with three filled CNT segments (with high RBM position) and two empty CNT 
segments (with low RBM position). (f) RBM position versus time at two locations (y=40 
μm and y=80 μm) on a 160 μm long, 1.49 nm diameter CNT. At t=0, the sample is cooled 
from ambient temperature to 9 °C, causing water condensation and fluid filling at y=40 μm 
but not y=80 μm, as shown by the change in Raman radial breathing mode at y=40 μm and 
illustrated in the accompanying schematic.  (g) Exterior water does not affect Raman radial 
breathing mode position, as shown by plots of RBM position and intensity versus time at a 
single location on a 1.30 nm CNT. Water droplets were added to a substrate at t=4, 18.5 and 
29.5 min, causing transient increases in RBM intensity but no change in RBM position. 
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In general, water filling is indicated by a shift to higher frequency of the Raman radial 
breathing mode of a carbon nanotube,9,30,31,49,50 which occurs as the vibrational mode of the 
nanotube couples to the higher-elastic modulus fluid phase. An illustration showing filled and 
empty CNT segments is shown in Figure 2-1c. A phase transition of the confined water to a 
phase with still higher elastic modulus – from a liquid-like to a solid-like phase, for instance – 
leads to further hardening of the RBM mode.9  Figure 2-1d shows Raman spectra of one 
location on one 1.40 nm diameter CNT before and after water immersion, with RBM and G 
regions identified.51 Upon interior fluid filling, the RBM peak upshifts and broadens, while the 
peak from the silicon substrate at 521 cm-1 and the G band remain unchanged.  A Raman map of 
five 6 µm segments of a 1.51 nm CNT is shown in Figure 2-1e. We can assign three segments as 
filled, with a high RBM position around 168 cm-1, and two segments as empty with a low RBM 
position around 164 cm-1. Figure 2-1f and Figure 2-1g show the difference in vibrational 
response of a substrate-bound CNT to interior fluid filling and exterior water adsorption, 
respectively. Figure 2-1f shows interior fluid filling as tracked dynamically at two locations on a 
1.49 nm carbon nanotube. In Figure 2-1f, the RBM position at two locations (y=40 μm and y=80 
μm) on a 160 μm long, 1.49 nm diameter CNT is plotted versus time. At t=0, the sample is 
cooled to 9 °C from ambient temperature. This causes water condensation on the sample and 
water filling of the CNT. We see that as the fluid enters the nanotube and as it passes 40 μm from 
the end, a dynamic RBM shift occurs at time t = 36 min.  At 80 μm from the end, the filling 
profile does not reach the laser spot during the 2 hour experiment, so the RBM mode does not 
shift. The fluid front does not reach this location likely as a result of CNT blocking or clogging. 
We anticipate that an experimental platform like this one, which allows tracking of fluid filling 
events with micron- and second-scale resolution inside isolated carbon nanotubes, could be used 
to analyze the dynamics of fluid filling, either as the progression of a unitary filling front with 
Lucas-Washburn kinetics52,53 or the growth of fluid droplets by capillary condensation.18,54 
Figure 2-1g shows that exterior water, by contrast, does not cause a shift of the RBM mode. In 
this experiment, a single location on a 1.30 nm CNT was observed by Raman spectroscopy over 
time. Water droplets were added to the substrate at three times, as indicated, causing exterior 
CNT wetting that increases the Raman scattering cross-section and increases the RBM intensity, 
as shown, but the RBM position does not change. A sample Raman spectrum, showing 
background subtraction and peak fitting, is shown in supplemental Figure 2-5. Taken in 
combination, these results show the use of lithographically segmented, isolated carbon nanotubes 
to track interior fluid filling of CNTs spectroscopically in multiple nanofluidic devices of 
identical diameter. 
 
 Lithographic segmentation of ultralong CNTs allows the production of multiple copies – 
some empty and others filled – of CNTs of the same diameter, chirality, and length. Fluid filling 
results in segmented, 6 μm-long and 160 µm-long CNTs are shown in Figure 2-2. Figure 2-2a 
shows RBM position versus distance along 6 µm segments of a 1.36 nm diameter CNT. Forty 
segments are shown at 10 µm pitch, for a total distance of 400 µm. A histogram of RBM position 
is shown at right and an inset, showing 50 µm of distance along the nanotube axis, is shown in 
Figure 2-2b. The RBM position is distributed bimodally, with the low frequency corresponding 
to an empty state and the high frequency corresponding to a filled state; it is possible to assign 
individual segments as either filled or empty from their Raman spectra. In Figure 2-2b, the first 
and fourth segments from the left are empty, while the second, third, and fifth segments are filled 
with water. Grey and white indicate the regions that were masked from etching and exposed, 
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respectively. The etched regions have low to nonexistent RBM and G modes, confirming 
successful etching. Figure 2-2c shows Raman radial breathing mode frequency for 100  6 µm 
segments of a 1.52 nm diameter CNT, again showing empty and filled segments, with a 
histogram and an inset in Figure 2-2d. Qualitatively different filling behavior is observed for 
longer, 160 µm segments in Figure 2-2e. RBM position is shown along three 160 µm segments 
of a 1.48 nm diameter CNT. The RBM states of short CNT segments are terraced as a result of 
entire segments being empty or filled, but longer CNT segments appear to fill from the ends but 
clog at some point along their length. This results in RBM modes that change within the 
segment. In the data shown, four CNT ends appear filled, one CNT end appears empty, and the 
filling state of one CNT end (the left of the second segment) is uncertain. The RBM position 
distribution is bimodal, but there are tails and shoulders in the distributions shown in Figure 2-
2a, Figure 2-2c, and Figure 2-2e. Specifically, in Figure 2-2a and Figure 2-2c, there are three 
features of note in the RBM distribution: variability within 1 cm-1 of the empty and filled peaks, 
weight between the two peaks, and a shoulder at a higher wavenumber than the filled peak. All 
of this RBM variation falls well within the benchmark of ±2.5 cm-1 established previously for 
isolated, substrate-bound CNTs.55 Variability within 1 cm-1 of the empty and filled peaks is 
commensurate with the instrument spectral resolution (0.32 cm-1) and can be explained partly by 
measurement uncertainty. The rest of the spread can be explained by inhomogeneous CNT-
substrate interactions, adsorbed contaminants, and other filling states. The Raman radial 
breathing mode is affected by interactions with an SiO2 substrate, as shown by Raman 
comparisons of suspended and substrate-bound CNTs.56–58 Surface roughness in the SiO2 
substrate, then, could cause spatial heterogeneity in CNT-SiO2 van der Waals interactions that 
could result in smearing of the RBM peaks. An inhomogeneous distribution of adsorbed residue 
from the photolithography process59,60 could also lead to smearing of the bimodal RBM position 
distribution. Finally, the spread in RBM could be explained by the existence of partly filled 
liquid-like states that fall between the empty and filled states, or solid-like states that fall above 
the filled liquid-like state.9  
 

Figure 2-2f shows autocorrelation in RBM position versus lag for the three Raman maps 
from Figure 2-2a, Figure 2-2c, and Figure 2-2e. For 6 µm segments, there is strong 
autocorrelation of RBM frequency for lags less than 6 µm and weak autocorrelation for lags 
beyond 6 µm. This suggests, as can be seen by eye in Figure 2-2b and Figure 2-2d, that RBM 
position is strongly correlated within each segment, and largely uncorrelated between segments. 
The strong correlation within each segment is necessary to assign each segment as empty or 
filled, while the lack of strong correlation between segments is required to produce largely 
independent nanofluidic devices. Sections with several consecutive unfilled or filled CNT 
segments could be a result of incomplete oxygen plasma etching. By contrast, there is strong 
autocorrelation of the RBM position in 160 µm segments to a lag of 30-40 µm; if a location 
along a long CNT segment is filled or empty, that filling state may not persist along the entire 
segment length but it is likely to persist for several dozen micrometers. Generation of CNT 
segments with lengths between 6 μm and 160 μm, or with lengths exceeding 160 μm, may allow 
more detailed study of the fraction of pore blocking events as a function of length.  
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Figure 2-2 | Water filling in 6 µm long and 160 µm long segmented CNTs. (a) RBM 
position versus distance in 1 µm increments along 40 6 µm segments of a 1.36 nm diameter 
CNT at 10 µm pitch. The RBM position distribution is bimodal, with empty and filled states, 
as shown by the histogram at right. (b) Inset showing RBM mode over five segments of a 
1.36 nm CNT. The first and fourth segments are empty, while the second, third, and fifth 
segments are water-filled. (c) RBM position versus distance along 100 6 µm segments of a 
1.52 nm diameter CNT at 10 µm pitch. The RBM position distribution is bimodal, with 
empty and filled states, as shown by the histogram at right. (d) Inset showing RBM mode 
over five segments of a 1.52 nm CNT. The second, fourth, and fifth segments are empty, 
while the first and third segments are water-filled. (e) RBM position versus distance along 3 
160 µm segments of a 1.48 nm diameter CNT. The first and third segments are largely empty, 
while the second segment is largely filled. The RBM position distribution is bimodal with 
empty and filled states, as shown by the histogram at right. (f) Autocorrelation of RBM 
position with lag in μm. The low autocorrelation in 6 µm segments at lags greater than 6 µm 
confirms that CNT segments fill independently. RBM position in 160 µm segments, by 
contrast, shows higher autocorrelation for longer lags. 
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In order to collect the Raman maps as shown in Figure 2-2, we have devised an automatic 
setup equipped with a sub-micrometer precision mechanical stage that allows tracking of 
maximum Raman intensity signals, following a trace of CNTs that extend generally but not 
perfectly in the direction of gas flow (Figure 2-6). Raman xy maps in Figure 2-6a show 
locations of maximum intensity before and after water immersion, and confirm that the location 
of the carbon nanotube on the substrate is the same before and after treatment.  Raman maps of 
eight other CNT chiralities, each with 49 to 80 segments, generates the statistical data shown in 
Figure 2-6b. The fraction of segments that fill varies widely between samples. This could 
indicate some systematic blockage to fluid filling along the entire carbon nanotube, for instance 
an adsorbed layer that was not fully removed during etching or an inner wall that was not 
resonant with the 532 nm laser and therefore was not observed. In general, these results show 
that chemical vapor deposition, lithography, etching, and Raman spectroscopy can be used to 
develop and characterize a nanofluidic platform consisting of multiple copies of the same 
chirality CNT of predetermined length, with some segments empty and others filled with fluid. 

 
To clarify a point of confusion that has emerged in the literature, successive 

measurements taken at the same location on the same CNTs show unequivocally that observed 
RBM shifts are caused by interior fluid filling and not exterior water adsorption or other 
processes.38 The assignment of particular spectroscopic shifts and features to CNT filling events 
remains controversial in some cases because Raman and photoluminescence spectroscopy are 
indirect probes of nanoconfined water. Chiashi and coworkers suggest, for instance,38 that the 
RBM shift in Agrawal et al.9 is due to phase transitions of water outside the CNT rather than 
confined within. To address this issue, we systematically explored the effects of various 
conditions and treatments in the carbon nanotube filling process on the RBM mode. Figure 2-3 
shows statistical measurements of carbon nanotube filling, where each dot represents two paired 
measurements made at the same location on the same diameter carbon nanotube before and after 
a given treatment. We define ΔωRBM as the shift in RBM frequency in response to a certain 
treatment as compared to the initial state. Figure 2-3a shows repeated Raman measurements 
made after the sample was removed and reloaded with no intervening treatment; the lack of 
shifts confirms that the CNTs do not move on the substrate, the RBM mode is stable over time, 
and the RBM can be measured accurately. Figure 2-3b shows the change in radial breathing 
mode frequency, ΔωRBM, before and after 1 hour immersion of non-etched CNTs in water, 
confirming that adsorption of water to the outside of the CNT does not cause a shift in the RBM 
mode. This is further verified in Figure 2-3c, in which the RBM mode is compared with no 
treatment to that under a water immersion objective. Since a large majority of samples show no 
change, we conclude that introduction of water to the outside of a closed CNT does not affect the 
RBM mode for isolated CNTs on a Si wafer. While other carbon nanotubes, especially those in 
solution and suspended, exhibit vibrational changes with exterior water adsorption,30,38,41,61 the 
lack of RBM change shown here suggests that substrate-bound CNTs may already be water-
saturated at ambient temperature (23 °C) and humidity (30-50%).41,61,62 It could suggest instead 
that interactions with the substrate or with adsorbed hydrocarbons saturate any effect that 
exterior water would otherwise have.  
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Figure 2-3 | Statistics of water filling of isolated carbon nanotubes. In general, each data 
point represents paired observations of the same location on the same chirality, 2 mm long 
substrate-bound CNT. (a) Change in RBM frequency versus CNT diameter upon remounting 
sample and locating CNT with no intervening treatment. (b) Change in RBM frequency 
versus diameter before and after 1 hour H2O immersion of unetched CNT. (c) Change in 
RBM frequency versus diameter under air objective versus water immersion objective. (d) 
Change in RBM frequency versus diameter before and after oxygen plasma etching of CNT 
ends. (e) Change in RBM frequency versus CNT diameter before and after 1 hour H2O 
immersion of plasma-etched CNT. 
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We then measured the overall filling success rate and recorded statistics associated with 
interior filling after a plasma etch of the CNT ends. Figure 2-3d shows ΔωRBM versus diameter 
before and after oxygen plasma etching.46–48 While a few CNTs show the characteristic RBM 
upshift that we attribute to fluid filling, the number is low. It is likely that the few “filled” CNTs 
which filled after etching, even without water immersion, filled either (1) from ambient moisture 
in the air, despite environmental controls in sample processing, or (2) with acetone or 
isopropanol from rinsing during photoresist removal. Figure 2-3e, by contrast, shows a 
substantial number of CNTs (16/81, or 19.8%) with high ΔωRBM before and after 1 hour water 
immersion of pre-etched samples. For all plots, limits of ΔωRBM=0.8 cm-1 for filling and -0.8 cm-

1 for emptying are proposed from the distribution of RBM shifts across all samples and by 
comparison to Raman results for CNT D2O filling in solution.30 The few CNTs with a negative 
RBM shift upon water immersion could have been water-filled with ambient moisture, then 
emptied at the observed location before the second measurement, though the exact mechanism of 
emptying remains unclear. Since etched CNT ends and water immersion are both necessary to 
generate a positive RBM shift in a substantial fraction of CNTs, this shows conclusively that 
RBM shifts are a result of endohedral water filling, not water adsorption or other events. We 
observe that water filling tends to be irreversible at relevant time scales; the spectra shown were 
generally acquired hours after the sample was removed from water, but remain in their filled 
state indefinitely (i.e. months) after water immersion when stored under ambient conditions. 
Additionally, heating of several samples under two conditions (150 °C, 25 mTorr, 1 hr; 200 °C, 
1e-4 Torr, 12 hrs) does not cause emptying, as shown by the RBM position before and after 
treatment.  
 

Across the diameter range studied, CNT filling is a rare event, with most opened 
nanotubes not filling upon immersion in water. The fraction of CNTs that fill with water does not 
vary appreciably with diameter, as shown in Figure 2-7a. While the success rate of CNT filling 
can be increased by a supplemental nitric acid treatment63,64 which is known to open CNT ends, 
as shown in Figure 2-7b,65 this comes at the expense of the likely introduction of oxidative 
sidewall defects and altered water transport.66  While it is expected that all chiralities can, in 
principle, fill with water,30 we attribute the low success rate to pore clogging: with diameters on 
the nanometer scale, molecular-scale impurities or unfavorable functional groups at the pore 
mouth can block fluid entrance, and defects and kinks in the pore body can prevent fluid from 
progressing through the CNT. Other experimental work shows a success rate for substrate-bound 
CNT opening by oxygen plasma of roughly one in three,67 while solution-phase experiments 
eliminate the large fraction of CNTs with closed endcaps only after ultrasonication.30 
Throughout the carbon nanotube literature, use of plasma etching to open CNT ends is 
ubiquitous.46,47,69–71 In many studies, without statistical sampling, it is assumed that the 
application of oxidative treatments results in open nanotubes with 100% certainty, but the results 
of our current study show otherwise. This illustrates the importance of having independent 
experimental confirmation that a nanopore is open and fluid-filled for nanofluidic transport 
applications.  The platform introduced in this work, for example, allows both positive and 
negative controls to be studied, and allows statistical analysis.  It also allows the dynamics of 
filling to be observed, where filled and unfilled regions are identified within the same carbon 
nanotube.   
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 As an application of the lithographically segmented, isolated CNT platform, we used 
Raman data of dozens of fluid-filled CNTs to explore the relationship between RBM shift upon 
fluid filling and CNT diameter. We find that this relationship is non-monotonic and suggests 
molecular packing effects of water inside the nanotube. The as-collected statistics of CNT water 
filling allows us to plot the absolute value of RBM shift versus CNT diameter (Figure 2-4a) for 
all CNTs before and after water immersion, and before and after etching. These two treatment 
conditions were combined since they are the two that allow internal water filling, as discussed in 
Figure 2-3, with a large majority of filling events occurring after water immersion of etched 
samples. Individual paired observations are plotted without confidence intervals, while repeated 
measurements at dozens to hundreds of empty and filled locations on the same chirality CNT 
allow calculation of 95% confidence intervals, as shown. A histogram showing the frequency of 
observed RBM shifts (Figure 2-4b) has two peaks and a minimum in between, which justifies a 
demarcation between empty CNTs (|ΔωRBM|<0.8 cm-1) and filled CNTs (|ΔωRBM|>0.8 cm-1). 
CNTs that are presumed to fill are plotted together in Figure 2-4e with solution-phase data from 
Cambré et al.30 and Fagan et al.31 Data from Cambré et al.,30 in combination with data presented 
here and from Fagan et al.,31 show that the RBM shift upon water filling passes through a 
minimum within the observed diameter range. Specifically, at a critical diameter of 0.93±0.08 
nm, a moving average of ΔωRBM reaches a minimum of 1.81±0.09 cm-1 and its standard deviation 
is also minimized. Above this diameter, ΔωRBM increases with diameter, as noted by Fagan et 
al.31 This increase is roughly linear, and extends from diameters of 1.0 nm to 2.2 nm for 
substrate-bound CNTs. While most of the presented data follow the Cambré-Fagan line, certain 
CNTs with diameters between 1.4 nm and 2.2 nm fall noticeably below this line. This population 
of CNTs could be partly filled, or could be multi-walled CNTs that fill fully but shift less due to 
wall-wall interactions; in either case, this population exists in substrate-bound CNT systems but 
not in solution. In general, it is likely imprudent to make one-to-one correspondences between 
observations in solution and those on a substrate in Figure 2-4e. This is partly due to the 
difficulty of assigning chiralities in substrate-supported CNTs without the benefit of a 
fluorescence signature, and partly due to changes in chemical environment in the two 
experimental systems which may lead to different observed ∆𝜔ோ஻ெ, even as the trends in ∆𝜔ோ஻ெ 
with diameter appear broadly similar. Differences between the two systems highlight the need to 
collect more data for fluid filling of substrate-bound CNTs, particularly below 1 nm in diameter. 
In order to explain the observed relationship between ∆𝜔ோ஻ெ and CNT diameter more fully, we 
developed a model that combines a continuum elastic shell39,40 with discrete water size effects as 
inferred from spherical packing of water molecules inside a cylinder.33,42 
  



52 
                                                                                                                              

 
 

Figure 2-4 | Fluid packing configurations inside CNTs. (a) Each data point represents 
paired observations of the same location on the same chirality, substrate-bound CNT.  The 
absolute value of RBM shift versus diameter for all carbon nanotubes before and after water 
immersion, and before and after etching, is shown. Individual paired observations do not 
have confidence intervals, while repeated measurements on the same chirality CNT are 
shown with 95% confidence intervals. (b) Histogram showing frequency of observation of 
absolute shifts in RBM; ΔωRBM=0.8 cm-1 (in red) was set as the threshold for water filling. 
(c) Areal density of water molecules per CNT surface area as a function of diameter in a 
hard sphere water packing model. Water molecules are modelled as spheres with radius 0.15 
nm in a cylinder with an excluded carbon-water radius of 0.17 nm. (d) Predicted RBM shift 
versus diameter for several fluids with an elastic shell model adapted from Longhurst and 
Quirke40 with the addition of hard-sphere molecular packing effects. (e) RBM shift is shown 
versus diameter in CNTs that are presumed to have filled or emptied, with comparison to 
solution-phase work by Cambré et al.30 and Fagan et al.31 A hard sphere water-packing 
model (in purple) generally captures the minimum in RBM shift at a diameter of 0.93 nm, 
while a continuum elastic shell model (in yellow) does not. The critical diameter with 
minimum ΔωRBM corresponds to a minimally efficient molecular packing: a quasi-1D zigzag 
chain of water, as shown in schematics at top.42 Schematics are reprinted in part with 
permission from Mughal, A.; Chan, H. K.; Weaire, D.; Hutzler, S. Dense Packings of 
Spheres in Cylinders: Simulations. Phys. Rev. E 2012, 85, 51305. 
https://doi.org/10.1103/PhysRevE.85.051305. Copyright 2012 American Physical Society. 
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As discussed by Longhurst and Quirke,40 the RBM mode of a carbon nanotube can be 
modeled as a spatially uniform deformation w(t) of an elastic shell as shown below:72 
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where t is time, R is radius, ρ is mass density, h is shell thickness, E is the Young’s modulus, and 
ν is Poisson’s ratio. This second-order differential equation has a solution with the following 
frequency: 
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Using values of 𝐸ℎ = 360 𝐽/𝑚ଶ, 𝜌 = 2.27 𝑔/𝑐𝑚ଷ, and 𝜈 = 0.16 for the CNT, it is 

possible to recover a value of 𝜔଴ = 232 [𝑐𝑚ିଵ]/𝐷 [𝑛𝑚] for the unperturbed radial breathing 
mode in this simple analytical model,40 which is close to experimental values of  𝜔଴ =
248 [𝑐𝑚ିଵ]/𝐷 [𝑛𝑚].51 By extension, an elastic shell that is coupled to a second rigid elastic 
shell experiences spatial deformation w(t) that is subject to:40 
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This yields the following frequency: 
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where c is the area-normalized spring constant exerted by the rigid elastic shell on the elastic 
shell in question. The RBM shift upon fluid filling, then, is the difference between the two 
frequencies: 
 

∆𝜔ோ஻ெ = 𝜔ଵ − 𝜔଴     [2.5] 
 
The interaction between the fluid and the carbon shell is captured entirely by the parameter c, a 
spring constant per unit area of CNT. We posit that the CNT-fluid interaction can be modeled as 
a set of independent Hookean springs between fluid molecules and a cylindrical CNT, such that 
the area-normalized spring constant is the product of a molecule-normalized spring constant k 
and a fluid areal density η, expressed as: 
 

𝑐 = 𝑘 × 𝜂           [2.6] 
 
where the dependencies of k and η with CNT diameter yield the ΔωRBM versus D relationship for 
a fluid-CNT pair. A schematic of this model is shown in supplemental Figure 2-6.  
  

In order to determine the packing density of water in a carbon nanotube, we adapt a 
spherical water packing model that Cambré and Wenseleers developed to interpret density 
differences in fluid-filled and empty carbon nanotubes upon ultracentrifugation.33 We estimate 
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water as a sphere with a van der Waals radius of 0.15 nm and specify an excluded carbon-water 
radius of 0.17 nm.33 Simulations of dense packing of equally sized spheres in cylinders42,73 
shows that the densest arrangement of spheres in a cylinder depends on the ratio of the size of the 
two objects (D/d) and can be uniquely determined for all states in which all spheres make contact 
with the confining cylinder. Within this range, there are 29 different arrangements, ranging from 
a single-file line at D/d=1 to zigzag arrangements and more complicated arrangements as D/d 
approaches 2.72.42 Beyond this threshold, not all spheres make contact with the confining 
cylinder; this makes enumeration of sphere configurations and exact determination of geometric 
properties more difficult.42 By knowing these packing arrangements, it is possible to determine a 
volume fraction for spherical water in a cylindrical CNT as a function of CNT diameter33 as well 
as the areal molecular density η of interior water molecules that abut the CNT wall. The areal 
density η, as shown in Figure 2-3c, has a minimum at a diameter of 0.81 nm as a result of 
inefficient packing of spherical water in a quasi-single file zigzag. At very small diameters, 
single-file chains pack highly efficiently, while at large diameter packing becomes more efficient 
as the cross section can accommodate more water molecules. The close-packing limit reflects the 
densest, hexagonal packing of circles in 2D; as the diameter of the CNT gets far larger than the 
diameter of the water molecules, favorable CNT-water van der Waals interactions should lead to 
near maximal packing of water at the almost flat CNT interface. At diameters beyond 1.2 nm, the 
number of possible configurations proliferates and the exact water packing arrangement is 
unknown, but it is possible to estimate η from an exponential fit of the known η toward the 
close-packed limit. Since water may not exactly reach this 2D packing density at high diameter, 
the calculated η is an upper limit and results in a calculated upper limit for ∆𝜔ோ஻ெ upon fluid 
filling. 
  

In principle, the molecular spring constant k between each water molecule and the CNT 
wall may also change with CNT diameter. Here, we assume that the water molecules interact 
with the carbon atoms of the CNT primarily through Lennard-Jones interactions, which makes it 
possible to obtain an analytical solution. The classic Lennard-Jones potential describes the 
interaction between two uncharged molecules as containing a 1/r6 long-range attractive term due 
to van der Waals forces, and a 1/r12 short-range repulsive term due to orbital overlap: 
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where ε is the potential well depth, σ is the characteristic Lennard-Jones distance, and A and B 
are attractive and repulsive constants. This potential can be integrated to produce a potential for 
the interaction of a molecule with a sheet or cylinder.74,75 In the case of a molecule at a distance h 
from a graphene sheet with smeared areal number density 𝜂௚ instead of discrete carbon atoms, 
the total potential can be written as:74 
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Similarly, the potential of a particle at a distance h from the central axis of a cylinder with 
diameter D can be expressed as:75 
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The effective spring constant for a molecular interaction with a sheet or cylinder is the 

second derivative of the potential with distance, taken at the point of minimum potential: 
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while this spring constant k may vary with CNT diameter, we assume for this simple, analytical 
model that the variation is small, effectively using the graphene Lennard-Jones spring constant 
for carbon nanotubes of varying diameter. This assumption is supported by MD simulations of 
water inside CNTs, which show sharp density peaks at fixed distance from the CNT wall.68 The 
spring constant can be calculated using water-CNT Lennard Jones parameters40 of 𝜀 =
0.392 𝑘𝐽/𝑚𝑜𝑙 and 𝜎 = 0.319 𝑛𝑚 using either Eq 8 or, as indicated by Cox and co-workers,75 
with Eq 10. The diameter at which RBM shift maxima or minima occur is sensitive to 𝜎, which 
is well-established, while the magnitude of the predicted RBM shift is sensitive to 𝜀, estimates 
for which vary more widely in molecular dynamics simulations.40,76 

 
The area-normalized spring constant c can be calculated from the product of η and k, 

allowing calculation of ∆𝜔ோ஻ெ versus diameter as shown in Figure 2-4e. If water packing 
effects are not taken into account, then ∆𝜔ோ஻ெ increases linearly with diameter, as suggested in 
previous analyses.40 If water packing effects are taken into account, then the analytical model 
shows a minimum in ∆𝜔ோ஻ெ at a diameter of 0.78 nm. The experimental data, similarly, shows a 
minimum in ∆𝜔ோ஻ெ at a critical diameter of around 0.93±0.08 nm with marked increases in 
∆𝜔ோ஻ெ on both sides of this critical diameter. The moving average and standard deviation of the 
experimental data is shown in grey in Figure 2-9. Within this range, there are five special 
packings of single-file (0.64 nm), double-file (0.94 nm), triple-file (0.99 nm), quadruple file 
(1.06), and quintuple-file (1.15 nm) spherical water within the model CNT, as shown by the 
colored panels in Figure 2-4e.42 These simple regimes are corroborated, to first order, by radial 
density profiles taken from molecular dynamics simulations,68 which suggest that a diameter of 
0.9 nm is the boundary between a single-file chain of water and an annular shell configuration. 
The region between the single-file and double-file packings (0.64 nm and 0.94 nm) is a zigzag, 
quasi-1D water structure with low volumetric fill fraction and low areal density, as shown on top 
in Figure 2-4e. As proposed by Cambré and Wenseleers,33 the minimum in ∆𝜔ோ஻ெ at a CNT 
diameter of 0.93±0.08 nm, then, is likely due to minimally efficient zigzag packing of water into 
the nanotube at this diameter.  

 
This analytical treatment can be extended to the filling of CNTs with other fluids, as 

shown for methane, ethane, and cyclohexane in Figure 2-4d. This analysis neglects molecular 
shape, which varies among different solvents. It also assumes that the interactions between fluid 
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molecules and a carbon nanotube can be adequately expressed as a Lennard-Jones potential, 
ignoring electrostatic and polarization effects76 that may alter fluid structure and differ between 
strongly polar solvents like water and nonpolar solvents like methane, ethane, and cyclohexane. 
All-atomistic molecular dynamics simulations of CNT fluid filling, which have predominantly 
focused on water filling68,76–80 with scant attention to non-aqueous fluids,81–83 may be able to 
resolve interaction potentials and confined fluid densities in a way that more accurately predicts 
the Raman response to fluid filling. In general, this simple analytical model suggests that the 
Raman radial breathing mode shift upon water filling may exceed that upon filling with methane, 
ethane, or cyclohexane, with minima in ∆𝜔ோ஻ெ at different diameters. Experimentally, the 
relative magnitude of RBM shifts upon aqueous and non-aqueous fluid filling have been reported 
to date for only a handful of CNT chiralities.49 
 

2.3 Conclusions 
 
In this study, we introduced a nanofluidic platform consisting of lithographically 

segmented, isolated CNTs on a silicon substrate. By photolithographic segmentation, multiple 
copies of the same diameter and length of carbon nanotube can be subjected to the same fluidic 
filling conditions and monitored by Raman spectroscopy. In general, water filling events are rare 
and largely permanent, occurring in less than a quarter of samples. Short, 6 µm CNT segments 
that are either filled or empty in their entirety, while longer 160 µm segments fill from the ends 
but in some cases clog along their length. We demonstrate that the Raman radial breathing mode 
changes only when an opened CNT is immersed in water, thus confirming that for substrate-
bound CNTs, the RBM is a sensitive measure of internal fluid filling and not of external water 
adsorption or other physical processes. 

 
As an application, we used our introduced segmented CNT platform to investigate the 

diameter dependence of the fluid-induced upshift of the Raman radial breathing mode, ΔωRBM. 
Through development of an analytical shell/spring model, we were able to explain changes in the 
RBM shift with CNT diameter, and in particular the minimum ∆𝜔ோ஻ெ at a diameter of 0.93±0.08 
nm, as a result of changes in water packing originating from discrete size effects. As water 
structure changes from an efficient single-file chain to an inefficient zigzag configuration with 
increasing CNT diameter, ∆𝜔ோ஻ெ decreases to a minimum of 1.81±0.09 cm-1. Then, as diameter 
continues to increase, the addition of more water layers and more bulk-like water behavior 
causes ∆𝜔ோ஻ெ to increase roughly linearly. These experimental results confirm the usefulness of 
Raman spectroscopy for tracking water filling processes in carbon nanotubes, and suggest an 
experimental platform for the study of non-aqueous fluid filling and capillary filling dynamics 
under conditions of extreme quasi-1D confinement.  

 

2.4 Methods 
 
Growth of Ultra-Long Aligned Carbon Nanotubes: Ultra-long gas-flow aligned carbon 
nanotubes were grown by chemical vapor deposition43 on lithographically patterned silicon 
substrates as described previously, with slight modifications.9,45 To summarize, one of several 
catalyst solutions – iron chloride (Sigma Aldrich) or 25 Series APT carbon nanotubes (Nano-C) 
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– was deposited on one end of a Si wafer. The sample was placed in a quartz tube and CNTs 
were grown by methane CVD in hydrogen at 970 °C for 45 minutes. 
 
Lithographic Segmentation of Carbon Nanotubes: After initial Raman scans to locate regions 
of interest, carbon nanotubes were segmented by photolithography. Substrates were spin-coated 
with Shipley 1805 photoresist (3000 rpm), the sample was exposed (Heidelberg MLA 150 
maskless aligner, 405 nm, 60 mW/mm2), and the photoresist was developed (Microposit CD-26, 
60s). The sample was then etched by low-power oxygen plasma (Harrick PDC-32G, 6.8 W) for 3 
minutes, rinsed quickly in acetone and isopropanol to remove photoresist, and dried at 200 ℃ for 
5 minutes. 
 
Water and Nitric Acid Treatments:  For water treatment, samples were immersed in water 
(Sigma Aldrich, ASTM Type II) for 1 hour, then dried with nitrogen gas. For dynamic filling 
experiments, ~10 µL water was placed by pipette on the substrate and replenished as needed to 
replace losses by evaporation. For nitric acid treatment, samples were immersed in 2.6 M HNO3 
(Sigma-Aldrich) for 1 hour before rinsing in water, then dried at 200 ℃ for 5 minutes. Samples 
were stored in a desiccator chamber between experiments, with Raman spectroscopy and other 
measurements performed at ambient temperature (23 °C) and humidity (30-50% relative 
humidity). 
 
Characterization by Raman Spectroscopy: As-synthesized and segmented carbon nanotubes 
were probed by confocal microRaman spectroscopy (Horiba LabRAM HR Evolution, grating 
1800 gr/mm, hole 500 μm, slit 150 μm) with three different objectives (Olympus MPLFLN 50X 
air-immersion objective, NA=0.8, Olympus MPLFLN 100X air-immersion objective, NA=0.9, 
and Olympus LUMPLFLN 60X water-immersion objective, NA=1.0) with a 532 nm laser 
(Invictus, 100 mW) as described previously.9 The Raman spectrometer was arranged in a 
backscattering geometry, with polarization of the incident laser parallel to the nanotube axis. 
Typical settings include a wavenumber range of 50 to 1750 cm-1 and 2 accumulations of 5 s, with 
data collection using Horiba LabSpec 6 software and analyzed in Matlab. The laser spot size was 
1 to 2 µm, depending on the objective, making it far larger than the diameter of the CNTs 
considered in this study, and the spectral resolution was 0.32 cm-1. The sample was mounted on a 
motorized stage (Märzhäuser Wetzlar SCAN series) with x, y, and z motorized control, and was 
moved relative to the fixed laser beam. 
 
Data Analysis: A scaled silicon background spectrum was subtracted from the collected spectra 
to remove silicon Raman features and instrument noise. Peak fitting was done in Matlab using a 
least-squares method to fit each RBM region and Si region to a single Lorentzian. Typical error 
associated with determining the peak center was 0.02 cm-1, less than error in instrument 
calibration. RBM peak position was normalized by Si peak position in calculating ΔωRBM to 
correct for any instrument miscalibration. Raman spectra that contained an RBM peak within 10 
cm-1 of one another and were captured within 10 µm of one another’s nominal position during 
successive scans were assigned to the same CNT, with the exception that any pairs with 
substantially different G lineshapes were rejected. CNT diameter was calculated as:84 

𝑑 [𝑛𝑚] =
248

𝜔ோ஻ெ[𝑐𝑚ିଵ]
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There are a variety of relationships between ωRBM and diameter for substrate-bound SWCNTs.85–

87
  More recent work88 suggests a slightly different relationship, but with an error in diameter of 

no more than 0.03 nm across the relevant range. Standard errors of the mean for the critical 
diameter and critical RBM shift were estimated by a bootstrapping method with 10,000 samples, 
as shown in Figure 2-10.  
 
 
 

2.5 Supporting Information 
 

 
 

Figure 2-5 | Raman data analysis. A sample Raman spectrum for one 1.51 nm CNT is 
analyzed. (a) The silicon background multiplied by a constant coefficient and subtracted. (b) 
After subtraction of a Si background signal, the RBM peak is fit to a single Lorentzian, and 
the peak position and full-width half maximum are calculated. (c) The Si fit is used to 
confirm instrument calibration. (d) The G band is used to locate CNTs and confirm that the 
same CNT is being observed repeatedly.  
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Figure 2-6 | Statistics of filling from lithographically patterned CNTs. (a) Raman xy maps 
determine the location of etched, segmented CNTs on the silicon substrate before and after 
water immersion, and confirm that the same substrate-bound CNT is being observed before 
and after water immersion. (b) Fraction of 6 μm CNT segments filled versus diameter for 9 
CNT chiralities, ranging from 0.95 to 1.59 nm in diameter. Each point represents 
observations of between 49 to 80 distinct CNT segments of the same chirality and diameter, 
with ΔωRBM=0.8 cm-1 used as the threshold for fluid filling. 
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Figure 2-7 | (a) The fraction of CNTs that fill with water, as indicated by an RBM shift 
above 0.8 cm-1, is shown versus diameter from 0.8 nm to 2.0 nm. Variations in fraction filled 
with diameter are not statistically significant. (b) Effect of nitric acid treatment on water 
filling of carbon nanotubes. Each data point represents paired observations of the same 
location on the same chirality, substrate-bound CNT. On top, Raman spectra are taken before 
and after 1 hr H2O immersion for CNTs subject to oxygen plasma etching to open CNT ends 
(6.8 W, 3 min). On bottom, Raman spectra are taken before and after 1 hr H2O immersion 
for CNTs subjected to oxygen plasma etching plus supplemental immersion in nitric acid 
(2.6 M, 1 hr) and subsequent drying. CNTs are more likely to fill with water after immersion 
in nitric acid than they are without nitric acid treatment, as shown by the difference in ΔωRBM 
distributions.  
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Figure 2-8 | (a-b) In a quasi-continuum model, the change in CNT RBM frequency 
∆𝜔ோ஻ெ = 𝜔ଵ − 𝜔଴ can be related to the area-normalized spring constant c applied by a rigid 
fluid shell on the elastic shell of the CNT. The spring constant c in this model is the product 
of (b) the molecular spring constant k, and (c) the fluid areal density η. In this model, η alone 
is assumed to vary with CNT diameter. 
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Figure 2-9 | RBM shift is shown versus diameter in CNTs that are presumed to have filled 
or emptied with comparison to solution-phase work by Cambré et al.30 and Fagan et al.31 
Individual paired observations do not have confidence intervals, while repeated 
measurements on the same chirality CNT are shown with 95% confidence intervals. A 
moving average and standard deviation of ∆𝜔ோ஻ெ is shown in grey. 
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Figure 2-10 | Bootstrap estimation of standard error of the mean in critical CNT diameter 
(±0.08 nm) and critical RBM shift (±0.09 cm-1). Standard errors of the mean were estimated 
by analysis of 10,000 bootstrapped samples. 
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3. Fluid Localization Inside and Outside 
Double Walled Nanotubes 

 
This chapter has been adapted from “Fluid Localization Inside and Outside Double-Walled 
Nanotubes by Radial Breathing-Like Vibrational Modes,” by Samuel Faucher,* Matthias 
Kuehne,* Haneneh Oliaei, Eveline Mayner, Narayana Aluru, Rahul Prasanna Misra, Daniel 
Blankschtein, and Michael S. Strano. This manuscript is in preparation, 2022. 
 

Abstract 
 
Carbon nanotubes (CNTs) in the so-called single digit nanopore (SDN) regime are model 
nanofluidic devices for understanding the thermodynamics and transport of extremely confined 
fluids. While the radial breathing mode frequency of a single-walled nanotube can be used to 
measure the density of a CNT-adjacent fluid, this vibrational response alone does not distinguish 
between a fluid on the outside from one on the inside of the pore. In this work, we show that 
double-walled CNTs (DWNTs) provide a solution to this ambiguity by allowing one to use the 
relative magnitude of frequency shifts in its two radial breathing-like modes (RBLMs) to locate 
the fluid adsorption site. We analyze RBLM frequencies using a linearized elastic shell model 
coupled through van der Waals interactions described by a Buckingham potential, consistent 
with experimentally measured DWNT frequencies. We find that fluid adsorption at a DWNT 
wall necessarily induces a larger blue shift in the RBLM mostly associated with the adjacent wall 
as opposed to the RBLM mostly associated with the far wall. A dimensionless model extends 
these results to a large range of DWNT diameters and generalized carbon-carbon and carbon-
fluid interactions. The analysis allows for precise determination of the fluid coupling parameter 
which is a function of the fluid density and strength of the fluid/wall interaction, in agreement 
with MD simulations. We further predict an adsorption-induced RBLM crossover in large 
diameter DWNTs. Overall, this analysis increases the utility of CNT fluidic conduits for the 
study and understanding of confined fluid thermodynamics and transport.  

                                                           
* Matthias Kuehne and I contributed equally to this manuscript. 
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3.1 Introduction 
 
Nanofluidic devices, in which fluids are confined to the nanometer scale, are used to 

resolve fundamental questions of fluid behavior under extreme confinement1,2 and in applications 
including chemical separations, energy harvesting, and biomolecule sequencing.2–5 Inside so-
called single-digit nanopores,1 where the pore dimension is less than 10 nm and can approach the 
molecular scale, deviations from bulk thermodynamic and kinetic fluid descriptions are 
particularly pronounced. In general, nanopore systems require care to distinguish between interior 
transport through the nanopore and other, parallel channels for mass transport and ion conduction. 
In nanochannels made from van der Waals assembly of two-dimensional materials,6,7 helium leak 
tests confirm molecular transport through the nanopore of interest, while control devices without 
nanopores are used to localize transport to the interior of the device.6 Two-dimensional membrane 
materials, including graphene, exhibit tears that preferentially form along certain orientations8 and 
molecular defects that occur with well-defined frequencies.9 Techniques such as interfacial 
polymerization are used to repair large tears and cracks which allow non-selective transport,10 
while molecular defects through which transport is desired can either be intrinsic11,12 or etched.13,14 
In several classes of porous materials, including nanoporous gold15 and TON-type zeolites,16 the 
differentiation of external molecular adsorption from internal adsorption remains difficult.  

Carbon nanotubes (CNTs) are promising nanofluidic conduits because of their potential 
for enhanced slip flow17 and distorted phase behavior18 of confined fluids. These properties, which 
arise due to quantum19 and classical20 effects at the graphitic-water interface, make carbon 
nanotubes useful for applications ranging from membranes21 to energy storage22. However, as in 
the nanopore systems described above, distinguishing interior and exterior fluid adsorption is key, 
as either location may play host to different and potentially useful nanofluidic behavior.23 Interior 
and exterior CNT sites are often distinguished indirectly in molecular adsorption studies by 
comparing monolayer adsorption capacity or specific surface area of bulk CNT material before 
and after a tube opening treatment.23–25 Similarly, interior filling of CNTs in solution can be 
inferred by comparing analytical ultracentrifugation or optical spectroscopy of CNT dispersions 
before and after tube opening, since the CNT exterior remains saturated at all times with dispersing 
agent and solvent molecules.26–28 Proton nuclear magnetic resonance studies distinguish interior 
from exterior fluids such as water either by freezing the exterior and attributing the remaining 
signal to stem from liquid-like encapsulated water, or by comparing closed and unfilled with 
opened and filled CNTs.29–31 The demonstration of nanofluidic transport exclusively in the CNT 
interior has proven less straightforward, with parallel transport on the CNT exterior or through 
voids or cracks in an embedding membrane often difficult to rule out.32 While interior cation 
transport may give rise to stochastic pore blocking,33 independent probes able to sense and locate 
molecular phases associated with CNTs—down to the single tube level—are needed. Transmission 
electron microscopy, although instrumental in revealing substances at the interior of isolated 
CNTs,34–37 remains challenging to integrate with device-level CNT nanofluidic investigations. 
CNT electromechanical resonators, although supremely mass sensitive even to adsorbate phase 
change,38,39 may not readily differentiate between interior and exterior adsorption sites. 
Photoluminescence (PL) spectroscopy has emerged as a powerful tool to interrogate individual 
carbon nanotubes, but molecules on their inside and outside affect PL signals in a largely 
indistinguishable manner through dielectric screening.40–45 Furthermore, only semiconducting 
CNTs show PL, with significant quenching observed for tubes with more than one wall.46 
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Vibrational signatures – in particular radial breathing modes and breathing-like modes – 
can be used as powerful probes of CNT-fluid interactions.18,47 A CNT has as many radial 
breathing-like modes as walls:48 a single-walled carbon nanotube (SWNT) has one radial breathing 
mode (RBM) and a double-walled carbon nanotube (DWNT) has two radial breathing-like modes 
(RBLMs), as illustrated in Figure 1. The frequencies of these modes can be used to calculate CNT 
diameter and are sensitive to the van der Waals coupling of nanotube walls with their environment. 
Specifically, while the RBM frequency of pristine SWNTs has been proposed to follow the relation 
𝜔ୖ୆୑(𝑐𝑚ିଵ) = 227/𝑑 (nm),48–50 where 𝑑 is the SWNT diameter in nm, exterior adsorption 
upshifts this RBM frequency.48,50,51 However, interior filling has been found to similarly upshift 
𝜔ୖ୆୑,47,52–54 rendering fluid localization based on RBM frequency alone challenging in single-
walled systems. 

In this work, we demonstrate that interior fluid filling and exterior fluid adsorption in 
double-walled carbon nanotubes can be unambiguously distinguished by Raman spectroscopy. To 
do this, we develop continuum elastic shell models of DWNT RBLMs and perform molecular 
dynamics simulations of DWNTs under conditions of emptiness, internal fluid filling, and external 
fluid adsorption. While the two RBLMs are coupled oscillations that deviate substantially from 
their frequencies in comparable SWNT, the low-frequency mode can be largely attributed to the 
outer wall and the high-frequency mode can be largely attributed to the inner wall;55 either RBLM 
blueshifts, in analogy to that of a SWNT, in response to the vdW pressure of an adjacent fluid. 
Modelling and simulation indicate that a fluid causes a substantial blueshift of the RBLM 
associated mostly with the wall closest to the fluid, as well as what we term a “sympathetic shift” 
of the RBLM associated mostly with the wall farther from the fluid. The ability to distinguish 
interior filling from exterior adsorption opens the door to detailed thermodynamic and kinetic 
study of CNTs under a wide variety of experimental conditions, progressing toward nanopore 
devices that take advantage of graphitic slip flow and unusual phase behavior to achieve fluid and 
ion transport or storage. 

 

3.2 Results and Discussion 
 
Simplified elastic shell models can be used for the analytical description of radial 

breathing modes.56 The time-dependent, spatially uniform radial displacement 𝑤(𝑡) of a solitary, 
vibrating elastic shell (Figure 3-1a) is as follows: 

 

𝜌ℎ
డమ௪(௧) 

డ௧మ
=

ିா௛

(ଵିజమ)

௪(௧)

௥మ
     [3.1] 

 
where 𝜌 is mass density, ℎ is shell thickness, 𝐸 is Young’s modulus, 𝜐 is Poisson’s ratio, and 𝑟 =
𝑑/2 is radius. A solution to Equation 1 of the form 𝑤(𝑡) = 𝑊𝑒௜ఠ౎ా౉௧ gives the RBM frequency 
as: 
 

𝜔ୖ୆୑ =
ଵ

௥
ට

ா௛

ఘ௛(ଵିఔమ)
          [3.2] 

 
This characteristic 𝜔ୖ୆୑ ∝ 1/𝑑  relation (Figure 3-1b) allows diameter assignments of SWNTs 
based on RBM measurements that are commonly done by Raman spectroscopy.48 For the plot 
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shown in Figure 1b we have used 𝐸ℎ = 360 J/mଶ, ℎ = 0.34 nm, 𝜌 = 2.27 g/cmଷ, and 𝜈 =
0.16.57 

Elastic shell models are readily expanded to describe RBLMs of multi-walled carbon 
nanotubes.56,58,59 In a multi-walled system, a given elastic shell with subscript 𝑗 can couple to 
adjoining shells, resulting in the following governing equation for the time-dependent radial 
displacement 𝑤௝(𝑡): 

 

𝜌ℎ
డమ௪ೕ 

డ௧మ
=

ିா௛

ଵିఔమ

௪ೕ 

௥ೕ
మ + 𝛾௝,௝ାଵ൫𝑤௝ାଵ − 𝑤௝൯ − 𝛾௝ିଵ,௝

௥ೕషభ

௥ೕ
൫𝑤௝ − 𝑤௝ିଵ൯  [3.3] 

 
where 𝑗 + 1 corresponds to an exterior elastic shell, 𝑗 − 1 corresponds to an interior elastic shell, 
and 𝛾௝,௝ାଵ is the vdW interaction coefficient between shells 𝑗 and 𝑗 + 1. The second and third 
terms on the right correspond to coupling to an outer and inner elastic shell, respectively. The 
factor 

௥ೕషభ

௥ೕ
 can be understood by considering that action equals reaction with opposite direction, 

and that the inward pressure 𝑝௝ିଵ,௝ = 𝛾௝ିଵ,௝(𝑤௝ − 𝑤௝ିଵ) exerted by shell 𝑗 on shell 𝑗 − 1 may 
thus be related to the outward pressure 𝑝௝,௝ିଵ exerted by shell 𝑗 − 1 on shell 𝑗 by 𝑝௝,௝ିଵ =

−𝑟௝ିଵ𝑝௝ିଵ,௝/𝑟௝.60,61 Alternative ways of relating 𝑝௝,௝ିଵ and 𝑝௝ିଵ,௝ have been proposed.62 
Equation 1 is recovered from Equation 3 by requiring 𝑗 = 1 and by neglecting the 2nd and 3rd 
terms on the right. Throughout this analysis, 𝑗 = 1 designates the innermost shell of a CNT. 
 

Assuming a solution to Equation 3.3 of the form 𝑤௝(𝑡) = 𝑊௝𝑒௜ఠ , where 𝑊௝ is the 
amplitude and 𝜔 is the frequency of the oscillation, yields the following time-independent 
governing equation: 
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For a DWNT where 𝑗 =  {1,2}, Equation 4 yields the following system of equations: 
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where we have written 𝛾େେ = 𝛾ଵ,ଶ. Equation 5 gives two RBLMs (Figure 3-1c): a high-
frequency mode 𝜔ୌ characterized by counter-phase oscillation of both walls for which sgn 𝑊ଵ =
− sgn 𝑊ଶ, and a low frequency mode 𝜔୐ characterized by in-phase oscillation of both walls for 
which sgn 𝑊ଵ = sgn 𝑊ଶ. In Figure 3-1d, we plot the diameter dependence of both modes still 
assuming 𝐸ℎ = 360 J/mଶ, ℎ = 0.34 nm, 𝜌 = 2.27 g/cmଷ, and 𝜈 = 0.16,57 as well as 𝛾େେ =
93.6 GPa/nm and an inter-tube spacing 𝛿𝑟 = 𝑟ଶ − 𝑟ଵ = 0.35 nm. The latter two values are 
determined by considering the tube-tube potential as a function of the interwall spacing, as 
discussed below. In Figure 3-1e we plot |𝑊ଶ/𝑊ଵ| for both RBLMs. This serves to illustrate that 
while 𝜔୐ and 𝜔ୌ each involve displacement of both CNT walls, 𝜔୐ is characterized by a 
displacement mostly of the outer wall while 𝜔ୌ is characterized by a displacement mostly of the 
inner wall. 
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While the van der Waals interaction between carbon shells can be described by a 
Lennard-Jones potential, it is better described by a Buckingham potential. This interaction is 
often described by a continuum Lennard-Jones potential of the form:63,64 

 

𝑈(𝛿𝑟) = 2𝜋𝜌௖
ଶ𝜖𝜎ଶ ൤0.4 ቀ

ఙ

ఋ௥
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ఋ௥
ቁ

ସ

൨    [3.6] 

 
where 𝛿𝑟 is the radial intershell separation, 𝜎 = 0.34 nm,63 𝜌௖ = 4/(3√3𝑎଴

ଶ) is the areal density 
of carbon atoms in a graphene sheet with 𝑎଴ = 0.142 nm the nearest-neighbor carbon-carbon 
distance in graphene, and 𝜖 is the well depth of the corresponding pairwise Lennard-Jones 
potential. A plot of the continuum potential is shown in Figure 3-1f. The vdW interaction 
coefficient between carbon shells 𝑗 and 𝑗 + 1 can be estimated from the potential as: 
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As can be seen in Figure 3-1g, 𝛾௝,௝ାଵ strongly depends on the radial distance 𝛿𝑟 between 
neighboring carbon shells. Smaller corrections due to radial effects and chiral angle mismatch 
between neighboring tubes are not considered in this analysis.65–67 In our recent work,68 we were 
able to assign the radii of three DWNTs by electron diffraction and observe RBLMs in a pristine 
state. The extracted 𝛾େେ values are shown as green dots in Figure 1g, and the best fit by Equation 
7 with 𝜎 = 0.34 nm is shown as a black line. While this fit yields 𝜖 = 3.22 meV, which is 
comparable to the graphene-graphene value 𝜖 = 2.39 meV reported in Ref. 63, we obtain only 
poor agreement with the experimental data. Better agreement with the experiment can only be 
obtained for both unphysically low values of 𝜖 and unphysically large values of 𝜎, i.e., the 
Lennard-Jones potential fails to describe the 𝛿𝑟 dependence of the intershell vdW coupling. 

Instead, we turn to a pairwise Buckingham potential of the form 𝑈(𝑟) = 𝐴 exp ቀ−
௥

௦
ቁ −

஻

௥ల
, which 

yields the continuum potential of the form: 
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and a vdW interaction coefficient between carbon shells 𝑗 and 𝑗 + 1 as follows: 
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Requiring a value of 𝑠 such that a potential well of similar magnitude as for the case of the 
Lennard-Jones potential in Figure 1f is obtained, we fit our experimental data in Figure 1g with 
Equation 9 and obtain 𝐴 = 2.03 ⋅ 10ହ meV, 𝐵 = 2.76 ⋅ 10ସ meV ⋅ Å଺, and 𝑠 = 0.037 nm. These 
values compare with graphene-graphene Buckingham parameters reported by Liu et al.:69 𝐴 =

3.31 ⋅ 10ହ meV, 𝐵 = 9.49 ⋅ 10ସ meV ⋅ Å଺, and 𝑠 = 0.038 nm. The discrepancy between 
experiment and estimates based on the Lennard-Jones potential is corroborated by data from Liu 
et al.55 collected on DWNTs in presumably adsorbate-free state, which we have included as grey 
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data points in Figure 1g. These data agree well with our fit based on the Buckingham potential 
(green line), which empirically can be stated as 
 

𝛾௝,௝ାଵ(𝛿𝑟) ቂ
ୋ୔ୟ

୬୫
ቃ = 8.011 ⋅ 10଺ ⋅ exp ቀ−
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where 𝛿𝑟 is in nm. We use this expression to estimate 𝛾େେ in DWNT as 𝛾େେ = 93.6 GPa/nm at 
an example inter-tube spacing of 𝛿𝑟 = 0.35 nm. 
 
 
 

 
 
 

Figure 3-1. Radial breathing(-like) modes of adsorbate-free CNTs. (a) A SWNT has one 
RBM at frequency 𝜔ୖ୆୑ with phonon displacement pattern (red arrows) strictly in radial 
direction. (b) Diameter dependence of 𝜔ୖ୆୑ for an adsorbate-free SWNT and the stated 
parameter values. (c) A DWNT has two RBLMs, a low-frequency one at 𝜔୐ characterized 
by in-phase oscillation of both walls and a high-frequency one at 𝜔ୌ characterized by 
counter-phase oscillation of both walls. The phonon displacement patterns are shown in blue 
and orange, respectively, and the primary wall associated with each mode is drawn as a thick 
line. (d) Diameter dependence of 𝜔୐ and 𝜔ୌ for an adsorbate-free DWNT and the stated 
parameter values. (e) The absolute value of the ratio of the outer wall displacement 𝑊ଶ and 
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the inner wall displacement 𝑊ଵ quantifies how much a given RBLM is associated with the 
outer wall. For the illustrated case of an adsorbate-free DWNT, 𝜔୐ (𝜔ୌ) is mostly associated 
with the outer (inner) wall. (f) Continuum van der Waals potentials between carbon walls 
according to Equations 6 and 8, using parameters obtained for the fits of 𝛾௝,௝ାଵ(𝛿𝑟) in g. (g) 
Van der waals coupling parameter between neighboring carbon shells as a function of 
intershell distance. Shown are best fits to our experimental data using Equations 7 and 9 as 
described in the text. 

  
We further extend elastic shell models to account for vdW coupling with molecular 

adsorbates on the inside and outside of CNTs.57,61,70,71 This is typically done via a pressure term 
of the form 𝑝 = 𝛾௜𝑤(𝑡) thought to be exerted by a rigid shell of adsorbed molecules. Here, 𝛾௜ is 
the coupling parameter to the exterior (𝑖 = ext) and interior (𝑖 = int) adsorbate, given by the 
second derivative of a fluid-CNT potential of the form of Equation 4 at equilibrium distance 𝜎. 
For a SWNT, Equation 1 accordingly modifies to yield:57,70 
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For a Lennard-Jones potential, the fluid couplings 𝛾୧୬୲ and 𝛾ୣ୶୲ can be decomposed in terms of a 
potential well depth and equilibrium spacing:57  
 

𝛾୧ =
ଶସ௄

௦బ
మ            [3.12] 

 
where −0.6𝐾 is the well depth and 𝑠଴ is the fluid-CNT equilibrium spacing. In general, we 
report results in terms of 𝛾 to preserve generality of non-Lennard Jones fluid-CNT potentials. 
For water, it is possible to estimate values of K and 𝑠଴ from experimental results and molecular 
dynamics simulations. The distance 𝑠଴ is fairly well-known across the studied diameter range: it 
is roughly 0.33 nm inside and outside carbon nanotubes of various sizes from molecular 
dynamics simulations as discussed below, consistent with reported values of 0.32 nm for MD 
simulations inside 1.75 nm diameter CNTs70 and 0.33 nm for MD simulations outside 1.03 nm 
diameter CNTs.40 K is more uncertain, ranging from 0.075 𝑁/𝑚 to 0.322 𝑁/𝑚 in the molecular 
dynamics simulations discussed below. The K parameter captures the energetics of the water-
fluid interaction, and is expected to decrease linearly for sub-monolayer or non-close-packed 
arrangements of interfacial fluids. 
 

Equation 3.11 suggests that interior and exterior fluids affect the RBM of a SWNT 
similarly, making their direct distinction challenging based on 𝜔ୖ୆୑ alone, especially if 𝛾୧୬୲ ≈
𝛾ୣ୶୲ (Figure 2a-b). The calculated magnitude of RBM shifts on the order of 1-10 cm-1 from 
elastic shell models agrees with experimental studies of CNTs with internal and external 
fluids.18,26,47,53,54,72 Molecular dynamics simulations, too, yield comparable blueshifts of 𝜔ୖ୆୑ 
upon interior and exterior adsorption of water, with exterior adsorption causing slightly larger 
shifts.70 Cambre et al.53 report a similar finding for interior D2O and exterior deoxycholate. 
Hence, in order to distinguish interior and exterior adsorption in the case of SWNTs, other 
factors such as the sample history, opening procedures, and control experiments on unfilled 
specimen have to be considered.47,52 We note that under almost any experimental condition, 

 



77 
                                                                                                                              

SWNTs show finite van der Waals coupling with their exterior environment, making the 
introduction of a finite 𝛾ୣ୶୲ relevant for accurate diameter assignments.50,73  

 
DWNT allow the differentiation of interior filling from exterior adsorption. To account 

for coupling to interior/exterior fluids, Equation 3-5 is modified to yield:61,71 
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As a result, exterior (interior) adsorption causes a substantial blueshift in the low-frequency 
(high-frequency) mode 𝜔୐ (𝜔ୌ). Both modes are shifted when there is fluid on both sides of the 
DWNT. In this way, different fluid filling/adsorption configurations can be distinguished by 
Raman spectroscopy. In Figure 3-2c-d we show results for DWNT using 𝛾େ୛ = 32.6 GPa/nm, 
a value taken from Raman RBM shifts in 43 substrate-supported SWNT and DWNT upon water 
immersion.47 This corresponds to a value of 𝐾 = 0.148 𝑁/𝑚 at 𝑠଴ = 0.33 𝑛𝑚, as in Eq. 12 
above. In DWNT (Figure 3-2d), the relative magnitude of RBLM shifts allows the 
differentiation of internal fluid filling from external fluid adsorption. Upon internal filling, ∆𝜔ୌ 
is greater than ∆𝜔୐ across the diameter range studied, while the reverse is true for external 
adsorption. We explain this as a “primary shift” and a “sympathetic shift” of the RBLMs of 
DWNT. The primary shift is the blueshift of the RBLM associated mostly with the wall nearest 
the fluid, and is large in magnitude, while the sympathetic shift is the blueshift of the RBLM 
associated mostly with the wall further from the fluid, and is smaller in magnitude. In the case 
where both interior and exterior are in contact with fluid, this picture breaks down as both ∆𝜔ୌ 
and ∆𝜔୐ have substantial shifts. We confirm that 𝜔ୌ primarily corresponds to the inner wall and 
𝜔୐ primarily corresponds to the outer wall over the diameter range in question in Figure 3-2e, 
with absolute amplitude ratios far from one, especially on the smaller size of the studied size 
range. The ratio of shifts for internal filling and external adsorption is shown in Figure 3-2f. At 
diameters below 3 nm, internal filling and external adsorption can be easily distinguished by 
Raman spectroscopy, with RBLM shift ratios far from one.   
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Figure 3-2. Radial breathing(-like) modes of CNTs in the presence of interior and/or exterior 
adsorbates. (a-d) Radial breathing(-like) modes of (a,b) SWNT and (c,d) DWNT for the three 
adsorbate configurations. (b) Shift in RBM frequency Δ𝜔ୖ୆୑ with respect to the adsorbate-
free state of a SWNT. Interior filling and exterior adsorption (solid line) cannot be 
distinguished. Fluid on both sides of the SWNT causes an additive effect in the RBM shift 
(dotted line). (d) Shift in RBLM frequencies with respect to the adsorbate-free state of a 
DWNT. Upon interior filling (solid lines), there is a larger shift in the inner wall (red) and a 
smaller, sympathetic shift in the outer wall (blue). Upon exterior fluid adsorption (dashed 
lines), there is a larger shift in the outer wall (blue) and a smaller, sympathetic shift in the 
inner wall (red). Upon exterior and interior fluid adsorption (dotted lines), both the inner and 
outer walls undergo substantial shifts. (e) Amplitude ratio in DWNT as a function of 
diameter. In all cases, the high-frequency mode 𝜔ୌ is an out-of-phase vibration that 
predominates in the inner shell, while the low-frequency mode 𝜔୐ is an in-phase vibration 
that predominates in the outer shell. Mode mixing between shells increases with diameter. 
(f) Ratio of RBLM shift in high frequency mode, ∆𝜔ୌ, to that in the low frequency mode, 
∆𝜔୐, as a function of diameter under conditions of interior fluid filling and exterior fluid 
adsorption. 
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This analysis assumes a particular form of the elastic shell model, in which water affects 
carbon shell vibrations through a fixed vdW pressure with the near carbon shell. Two alternative 
models can be proposed, but neither fundamentally changes the main conclusions. First, we 
consider the case in which water behaves not as a fixed vdW pressure but as a separate elastic 
shell. In this case, Equation 3 simplifies to an eigenvalue problem containing two carbon shells 
and, at most, two water shells. While the elastic properties of a molecular water shell at ambient 
temperature and pressure are somewhat ill-defined,18 and alternative descriptions are possible,74 
this model also suggests that water induces a primary shift of the RBLM associated mostly with 
the nearest carbon wall, and induces a sympathetic shift of the RBLM associated mostly with the 
farther carbon wall (see Supporting Information). Second, we consider a case in which water 
exerts a fixed vdW pressure not only on the near shell but also on the far shell. While this 
necessarily reduces the distinction between internal filling and external adsorption in DWNT, 
they can still be distinguished (see Supporting Information). 

 
The results in Figure 3-2 demonstrate the use of DWNT vibrational modes to distinguish 

between interior and exterior fluids, assuming parameter values from the literature, but this 
analysis can be generalized to any double-walled nanotube system, including a DWNT-water 
system with different interaction parameters as well as a system with a non-carbon double-
walled nanotube, non-aqueous fluid, or both. To extend this analysis, we non-dimensionalize the 
elastic shell model to calculate normalized changes in high and low-frequency modes as a 
function of key parameters. Eq. 3.5 can be non-dimensionalized to: 
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where 𝜉௜௝ is the squared vibrational frequency, 𝜔௜௝

ଶ , under condition 𝑖 for wall 𝑗, where 𝑖 = 0 
refers to a SWNT mode (without shell-shell or shell-fluid coupling), 𝑖 = 1 refers to a DWNT 
mode (without shell-fluid coupling), 𝑖 = 2 refers to a DWNT mode with fluid,  𝑗 = 1 refers to 
the inner shell, and 𝑗 = 2 refers to the outer shell. The modified shell-shell interaction parameter 
𝛾ො and shell-fluid parameters 𝛾ො୧୬୲ and 𝛾ොୣ୶୲ are defined as follows: 
 

𝛾ො =
ఊ

ఘ௛
   𝛾ො୧୬୲ =

ఊ౟౤౪

ఘ௛
  𝛾ොୣ୶୲ =

ఊ౛౮౪

ఘ௛
           [3.15] 

 
The ratio in normalized shifts in squared frequency can be expressed as follows: 
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This ratio is dependent on four dimensionless groups, as per Eq. 3.13. These are 𝜉଴ଶ/𝜉଴ଵ, a proxy 
for nanotube size; 𝛾ො/𝜉଴ଵ, a non-dimensionalized shell-shell interaction; 𝛾ො௜௡௧/𝜉଴ଵ, a non-
dimensionalized interior fluid interaction; and 𝛾ොୣ୶୲/𝜉଴ଵ, a non-dimensionalized exterior fluid 
interaction. Figure 3-3 shows the normalized shift in squared frequency upon internal fluid 
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filling and external fluid adsorption inside double-walled nanotube systems as a function of these 
parameters. 
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Figure 3-3. Generalized vibrational shifts in DWNTs upon interior fluid filling and exterior 
fluid adsorption. (a-f) The ratio in normalized squared frequency shifts, Ω୐/Ωୌ, as a function 
of the normalized DWNT size, 𝜉଴ଶ/𝜉଴ଵ, and normalized inter-shell coupling 𝛾ො/𝜉଴ଵ for 
interior fluid filling (a,c,e) and exterior fluid adsorption (b,d,f). Values below one indicate 
large changes in the high-frequency vibrational mode, which are associated with interior 
fluid filling. Values above one indicate large changes in the low-frequency mode, which are 
associated with exterior fluid adsorption. The ratio of the non-dimensionalized shift in low 
and high-frequency modes is largely independent of the magnitude of the interior and 
exterior fluid coupling, which is 𝛾ො୧୬୲/𝜉଴ଵ = 𝛾ොୣ୶୲/𝜉଴ଵ = 0.01 in (a-b), 𝛾ො୧୬୲/𝜉଴ଵ = 𝛾ොୣ୶୲/𝜉଴ଵ =
0.1 in (c-d), and 𝛾ො୧୬୲/𝜉଴ଵ = 𝛾ොୣ୶୲/𝜉଴ଵ = 0.2 in (e-f).  

 
The ratio in normalized squared frequency, Ω୐/Ωୌ, is shown versus normalized DWNT 

size, 𝜉଴ଶ/𝜉଴ଵ, and normalized inter-shell coupling, 𝛾ො/𝜉଴ଵ for the case of interior fluid filling 
(Figure 3-3a,c,e) and exterior fluid adsorption (Figure 3-3b,d,f). In general, the fact that the 
shift in the low-frequency mode predominates upon exterior adsorption and the shift in the high-
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frequency mode predominates upon interior filling, as shown in Figure 3-3a-f, extends the 
concepts of a primary RBLM shift and an induced, sympathetic RBLM shift to a broad array of 
double-walled nanotube systems, including CNT molecular models with varying parameters, 
nanotubes made of boron nitride and transition metal dichalcogenides, and nanotube systems 
with non-aqueous fluids. The parameter range shown includes physical CNTs and BNNTs in the 
single-digit nanopore range, as shown in the Supplementary Information. The parameters 
corresponding to the fluid interactions (𝛾ො୧୬୲/𝜉଴ଵ and 𝛾ොୣ୶୲/𝜉଴ଵ), in particular, indicate the percent 
change in RBLM frequency upon fluid adsorption. Given that CNTs with RBLMs between 100 
cm-1 and 400 cm-1 shift around 1-15 cm-1 upon fluid adsorption, 𝛾ො୧୬୲/𝜉଴ଵ and 𝛾ොୣ୶୲/𝜉଴ଵ on the 
order of 0.01 and 0.1 are appropriate. 

 
 To complement the use of continuum elastic shell models, we performed molecular 
dynamics (MD) simulations of DWNT in three fluidic configurations: 1) pristine, i.e., without 
fluid, 2) with interior water, and 3) with exterior water.  The dynamics of each nanotube and the 
covalent interactions have been modeled with the adaptive intermolecular reactive bond order 
(AIREBO) potential.75 This potential introduces attractive and repulsive interaction 
modifications as well as nonbonded interactions and torsional potentials to the reactive empirical 
bond order potential (REBO).76 The AIREBO potential can be expressed in the following form 
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We employ either the Lennard-Jones potential (Eq. 3.6) or the Buckingham potential (Eq. 3.8) to 
describe the non-covalent C-C pair interactions between adjacent nanotubes. The energy and 
distance parameters are chosen in accordance with the values for graphene-graphene interaction 
obtained by Girifalco et al.63 Furthermore, to study water, the TIP4P/200577 model is used in 
which −1.1128𝑒 and 0.5564𝑒 partial charges are placed on the oxygen and hydrogen atoms, 
respectively. The oxygen-hydrogen bond distance was kept fixed at 0.9572 Å and their bond 
angle at 104.52°. The Lennard-Jones interaction parameters between oxygen atoms are defined 
with 𝜀ைை = 0.1852 kcal molିଵ as the binding energy and 𝜎ைை = 3.1589 Å as the equilibrium 
distance. Moreover, the interaction of water and carbon atoms is modeled with a Lennard-Jones 
potential with 𝜀ை஼ = 0.1138 kcal molିଵ and 𝜎ை஼ = 3.3487 Å. The size of the tube in z direction 
is 10 nm approximately. Periodic boundary conditions are applied to the tube in the axial 
direction to obtain an infinite tube and high aspect ratio. The LAMMPS package78 is used to 
perform MD simulations by using the Verlet algorithm79 for time integration with a time step of 
0.5 fs. A cutoff of 12 Å is used to compute the short-range interactions. Moreover, a particle-
particle particle-mesh algorithm is used for long-range electrostatic interactions. The 
equilibration and production simulations are performed by following the procedure of Wu et 
al..80 The velocity information is dumped every 10 timesteps to obtain sufficient statistics for 
accurate calculation of the RBM frequency. The average radial velocity of the CNT, 𝑣௥, is found 
using the data dumped every 5 fs. Then, Fourier transformation is applied to the radial velocity 
autocorrelation to obtain the power spectral density: 
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Finally, a Lorentzian curve is fit to the power spectral density that helps to locate the peak and 
RBM frequency. 
 

The elastic shell model developed here makes predictions about RBLM frequencies in the 
presence of interior and exterior fluids and aligns well with molecular dynamics simulations, as 
shown in Figure 3-4. As an example, the low and high frequency modes of a (19,3)@(22,11) 
DWNT are plotted in Figure 3-4a as predicted by elastic shell models and all-atom molecular 
dynamics simulations in a variety of states: empty, with interior fluid, and with exterior fluid. 
Interior fluid filling (solid line) and exterior adsorption (dotted line) can be easily distinguished 
from one another by frequency shifts in 𝜔ୌ and 𝜔୐, respectively. This observation holds 
irrespective of the model used. Overall, elastic shell model results appear to yield a slightly 
better quantitative match with MD simulations that used the Lennard-Jones C-C potential (Eq. 
3.6) rather than the Buckingham C-C potential (Eq. 3.8). While this may be a coincidence, a 
more detailed analysis of the intertube coupling and experimental verification will inform the 
identification of the most accurate description in the future. Snapshots from MD simulations are 
shown in Figure 3-4b. 

 
The DWNT elastic shell model can inform on the possible presence of adsorbates in 

experimental data sets. Chirality-assigned DWNT from TEM from Liu et al.55 and Rochal et al.71 
are shown in Figure 3-4c. Assuming the carbon shell parameters listed above, including the 
dependence of 𝛾େେ on the interlayer spacing as shown in Figure 3-1g, allows the calculation of 
frequency trajectories for different values of 𝛾୧୬୲ and 𝛾ୣ୶୲, as shown by the solid and dashed 
lines. The RBLM frequencies reported by Liu et al.55 are consistent with DWNT measured under 
adsorbate-free conditions, such as can be obtained through sufficient heating with the Raman 
excitation laser. However, the authors did not provide details about their experimental conditions 
that could inform how the adsorbate-free state was reached. Instead, the measured RBLM 
frequencies from Rochal et al.71 fall along the dashed lines and are therefore most consistent with 
DWNT with exterior adsorbates. While Rochal et al.71 note that adsorbates explain differences 
between their data and that of Liu et al,55 the analysis presented here extends to consider interior 
fluid filling and its distinguishability from empty and externally adsorbed cases. 

 
While it is generally the case that the high-frequency mode 𝜔ୌ primarily represents the 

inner shell of a DWNT, and the low-frequency mode 𝜔୐ primarily represents the outer shell, this 
is not true in all circumstances. Specifically, with strong coupling to an external fluid, the outer 
shell-dominant mode can become higher frequency than the inner shell-dominant mode. This 
behavior is shown in Figure 3-4d for a DWNT with an inner diameter of 1.5 nm. As the external 
coupling constant 𝛾ୣ୶୲ increases, the low frequency mode 𝜔୐ increases in frequency until an 
avoided crossing at which point 𝜔ୌ predominates in the outer shell, as shown by the intersection 
in the RBLM amplitude in Figure 3-4e. Within the description of Equation 12, we predict this 
cross-over to occur at 

 

𝛾ୣ୶୲
ୡ୰୭ୱୱ୭୴ୣ୰ = 𝛾୧୬୲ +

ா௛

ଵିఔమ
ቀ

ଵ

௥భ
మ −

ଵ

௥మ
మቁ + 2𝛾େେ ቀ1 −

୰భ

୰మ
ቁ     [3.19] 

 
While this is theoretically possible at any DWNT diameter, it is only relevant at experimentally 
accessible fluid-CNT couplings for large DWNT, as shown in Figure 3-4f. The experimentally 
observed CNT-water coupling from previous study, 𝛾େ୛ = 32.6 GPa/nm,47 is indicated by a 
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dotted red line and corresponds to values of 𝐾 = 0.148 𝑁/𝑚 at 𝑠଴ = 0.33 𝑛𝑚 as in Eq. 3.12. 
With this magnitude of fluid-CNT coupling, and at diameters larger than 5 nm, caution in 
interpreting RBLMs is advised, as 𝜔ୌ could represent either primarily the inner shell or outer 
shell depending on experimental conditions. Experimentally, however, it may be challenging to 
synthesize such large diameter DWNTs. Also, their characterization by Raman spectroscopy 
requires careful separation of Raman and Rayleigh scattered light, as RBLMs have lower 
frequencies as the DWNT diameter increases. 
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Figure 3-4. Predictions and validation of elastic shell DWNT model. (a) Comparison among 
molecular dynamics simulation using Lennard Jones (MD LJ) and Buckingham (MD 
Buckingham) potentials and elastic shell model of (19,3)@(22,11) DWNT under conditions 
of emptiness, interior fluid filling (+int), and exterior fluid adsorption (+ext). Reasonable 
agreement between atomistic simulation and continuum models confirms the utility of 
elastic shell models in analyzing and predicting DWNT behavior in the presence of fluids. 
(b) Molecular dynamics simulation snapshots showing DWNT interior fluid filling and 
exterior adsorption, with depletion distance 𝑠଴ = 0.33 𝑛𝑚 in both cases. (c) Application of 
elastic shell models showing frequency changes upon internal fluid filling and external fluid 
adsorption in chirality-assigned DWNT observed from Liu et al.55 and Rochal et al.71 The 
RBLMs observed by Liu et al.55 are consistent with DWNT measured under adsorbate-free 



86 
                                                                                                                              

conditions, while those observed by Rochal et al.71 are consistent with DWNT with external 
adsorption (dotted lines) but not internal fluid filling (solid lines). (d-e) RBLM frequencies 
and amplitudes over a broad range of exterior interaction parameter 𝛾ୣ୶୲ in a 1.5 nm inner 
diameter DWNT, showing an avoided mode crossing beyond which the high-frequency 
mode is dominated by displacement of the outer tube. (f) The value of 𝛾ୣ୶୲ required to 
observe mode crossover as a function of diameter. While mode crossing is theoretically 
possible at any diameter, it is only practicable given fluid-water interaction parameters (red 
dashed line) in large DWNT, with inner diameters over 5 nm. 

 

3.3 Conclusions 
 

In this paper, we demonstrate that double-walled carbon nanotubes, unlike single-walled 
carbon nanotubes, can distinguish between interior fluid filling and exterior fluid adsorption. We 
do this by developing elastic shell models of DWNT when exposed to internal and external 
fluids, which reveal blueshifts in the coupled radial breathing-like modes of the two carbon 
shells. There is a primary shift in the mode that predominantly corresponds to the shell closest to 
the fluid, with a sympathetic shift in the mode that predominantly corresponds to the shell farther 
from the fluid. This observation holds for one assumed set of CNT parameters, but it also holds 
for a more general set of double-walled tube-fluid systems, which could include non-CNT tubes 
and non-aqueous fluids. Experimentally, carbon nanotubes are comparatively easy to study by 
resonant Raman spectroscopy, with electronic resonances in the visible,81 while boron nitride 
nanotubes require UV excitation and are substantially less well-studied.82,83 Other nanotubes 
with diameters in the single-digit regime, including MoS2 and WS2, have been grown and 
characterized by Raman, but without the ability to observe RBLMs.84,85 Finally, composite 
multi-walled nanotubes of different materials – so called 1D vdW heterostructures86 – may 
exhibit exotic electronic, optical, and fluidic properties, but have only recently been synthesized. 
Fluid-filling with non-aqueous fluids, similarly, is underexplored. 
 

For water filling of carbon nanotubes, we expect that thermodynamic and kinetic 
parameters – for instance, the enthalpy of adsorption of water to the CNT, and the water 
diffusion coefficient – will vary substantially between water that is confined inside the CNT and 
water that is adsorbed to the outside. Water at the interior CNT interface and water at the exterior 
CNT interface has different properties as a result of varying dipole orientation, hydrogen bond 
structure, dissociation constant, and solvation properties. While these molecular effects cannot be 
taken into account by continuum elastic shell models, the predictive capacity of elastic shell 
models is clear in distinguishing between interior and exterior water in DWNT, and thereby 
advancing nanofluidic experimental work in general. We expect that DWNT will be highly 
useful as platforms for thermodynamic and kinetic studies of water under nanoconfinement in 
the coming years, with vibrational characterization of fluid filling states used as an important 
tool in characterizing nanofluidic interfacial behavior. 

 

3.4 Supplementary Information 
 
1. Inclusion of direct van der Waals interactions between non-adjacent shells 
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The figures shown in the main text use the parameters 𝛾୧୬୲ for an effective coupling between the 
inner wall of a DWNT and an interior fluid, and the parameter 𝛾ୣ୶୲ for an effective coupling 
between the outer wall of a DWNT and an exterior fluid. We consider the effect of the van der 
Waals coupling between the fluid and the non-adjacent DWNT shell here. The interaction 
between a fluid and a carbon shell can be modelled as a Lennard-Jones potential with a similar 
form to that of the carbon-carbon Lennard-Jones potential described in the main text:1,2 
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Where the well depth is −0.6𝐾, the equilibrium water-carbon distance is 𝑠଴, and the deviation 
from this distance is 𝑤. The second derivative of this potential is: 
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The ratio in effective coupling between the nearest water layer, which is at the equilibrium 
distance (𝑤 = 0), and the far water layer, for which 𝑤 ≈ 𝑠଴, is as follows: 
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Since 𝑎𝑏𝑠(

ఊ೙೐ೌೝ ೞ೓೐೗೗

ఊ೑ೌೝ ೞ೓೐೗೗
) ≫ 1, we neglect the direct van der Waals interaction between an interior 

fluid and an outer DWNT shell, or between an exterior fluid and an interior DWNT shell. 
 
2. Elastic shell model with water as an elastic shell 
 

In contrast to the expression used in the main text, where water layers were modelled as 
fixed pressures, water layers can also be modelled as independent elastic shells. In this case, Eq. 
4 from the main text expands from a two by two matrix to an n by n matrix, where n includes 
water and carbon shells. The vibrational frequencies represent modes of the carbon shells and the 
water shell(s), though the water shell frequencies are essentially non-physical. While the material 
properties of an elastic water shell are less well-defined than that of a carbon shell, we assume 
the following values for the elastic water shell: 𝐸ுℎு = 0.68 𝐽/𝑚ଶ, ℎு = 0.34 𝑛𝑚, 𝜌ு =
0.997 𝑔/𝑐𝑚ଷ, and 𝜈ு = 0.45.3 The quantitative values of Δ𝜔ோ஻ெ (Figure 3-5a and Figure 3-
5b) do not show quantitative agreement with those in the main text, but the observation of the 
primary and sympathetic shift upon interior fluid filling and exterior fluid adsorption (Figure 3-
5d) remains the same. 
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Figure 3-5. RBM shifts in SWNT and DWNT systems with fluid modelled as an elastic 
shell. (a) RBM shifts upon interior, exterior, and interior/exterior water coupling in SWNT 
as a function of diameter. (b) RBLM shifts in high and low frequency modes upon interior 
water filling, exterior water adsorption, and both as a function of inner diameter. (c) Intensity 
ratios for high and low frequency modes as a function of inner diameter. (d) Ratio of RBLM 
shift in high frequency mode to low frequency mode upon interior water filling and exterior 
water adsorption as a function of inner diameter. 

 
3. Parameter Estimation in Non-Dimensional Model 
 
The parameter space covered in the non-dimensional model includes double-walled nanotubes of 
interest in the single-digit nanopore regime. The range of 𝜉଴ଶ/𝜉଴ଵ considered, from 0.1 to 0.9, 
covers a broad range of double-walled carbon nanotube and boron nitride nanotube diameters, as 
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shown in Figure 3-6a. The range of 𝛾ො/𝜉଴ଵconsidered, also from 0.1 to 0.9, extends past the 
range of inter-tube coupling observed in experimental DWNT systems (Figure 3-6b), as 
determined by Raman spectra of chirality-assigned DWNTs, for which the diameters and the 
coupled DWNT RBLM modes in a nominally pristine state are both known.4 Whether the 
experimentally observed RBLM modes4 in Figure 3-6b are actually in a pristine state can be 
disputed, and would affect the quantitative results but not the qualitative conclusion that the 
studied parameter range is adequate for physical DWNT systems. 

 
 
Figure 3-6. (a) Variation of the parameter 𝜉଴ଶ/𝜉଴ଵwith nanotube size in carbon nanotubes 
(red) and boron nitride nanotubes (blue). Variation in intertube spacing, as taken from 
experimental studies4,5 with electron diffraction (points), results in slight discrepancies from 
mean values (lines). (b) Estimate of normalized inter-shell coupling 𝛾ො/𝜉଴ଵ as a function of 
inner diameter, taken from 13 chirality-assigned double-walled carbon nanotubes.4 
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4. Observation and Thermodynamic 
Analysis of Water Filling: the Sealed 
Ampoule 

 

This chapter has been adapted from “Observation and Thermodynamic Analysis of Partially 
Water-Filled 1.35 nm and 1.48 nm Diameter Carbon Nanotubes: The Sealed Ampoule,” by 
Samuel Faucher, Matthias Kuehne, Hananeh Oliaei, Rahul Prasanna Misra, Sylvia Xin Li, Ge 
Zhang, Narayana R. Aluru, and Michael S. Strano. This manuscript was submitted for 
publication in 2022. 
 

Abstract 
 
Recent measurements of fluids under extreme confinement, including water within narrow carbon 
nanotubes, exhibit marked deviations from continuum theoretical descriptions.  In this work, we 
generate precise carbon nanotube replicates which are filled with water, sealed from external mass 
transfer, and studied over a wide temperature range by Raman spectroscopy.  We study segments 
which are empty, partially filled, and completely filled with condensed water from -80 °C to 120 
°C.  Partially filled, nanodroplet states contain sub-micron vapor-like and liquid-like domains and 
are analyzed using a Clausius-Clapeyron-type model, yielding water enthalpies of vaporization of 
25.0 kJ/mol and 22.1 kJ/mol inside closed 1.35 nm and 1.48 nm diameter carbon nanotubes, lower 
than the bulk value. Favored partial filling fractions vary between different-sized carbon 
nanotubes, highlighting the effect of sub-nanometer changes in confining diameter on fluid 
properties and suggesting the promise of molecular engineering of nanoconfined liquid/vapor 
interfaces for water treatment or membrane distillation. 
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4.1 Introduction 
 
The behavior of fluids inside nanoscale pores has important implications for chemical 

separations,1,2 water desalination,3,4 energy storage and conversion devices,5,6 transport in 
biological cells,7 and flow in geologic media.8 Under extreme levels of confinement inside single 
digit nanopores, where the characteristic length approaches molecular dimensions, the gap 
between experimental observation and predictive theory of fluid properties is exceptionally 
wide.9 Also, in nanofluidics more broadly, confined multiphase flows – and in particular 
nanoconfined liquid/vapor interfaces – have outsized importance. For instance, membrane 
distillation relies on differential transport of vapor and liquid through a nanoporous membrane,10 
nanoscale capillary condensation models are essential for gas recovery from shale and other low-
permeability geologic media,8 cavitation contributes to adsorption/desorption hysteresis inside 
nanometer-scale pores,11 and nanoscale vapor gaps may allow ion rejection from water while 
maintaining high permeability.12 With few exceptions,12,13 however, experimental platforms 
capable of measuring partial filling behavior under nanoconfinement have not been realized.  
Specifically, inside isolated single-digit nanopores,9 with confining diameters less than 10 nm, 
partially filled pores have not been studied as functions of temperature and confining diameter.  
Such measurements are critical to generating the experimental data to validate much needed 
theoretical descriptions of fluid thermodynamics under conditions of extreme confinement. 

 
Carbon nanotubes are model nanofluidic systems for studies of extreme confinement, 

with diameters of atomic precision that can accommodate even single file fluid phases.14–17  As 
SDNs, carbon nanotubes exhibit diameter-dependent transport18 and unique phase behavior19,20 
at the carbon-water interface, with geometric precision that results directly from the graphene 
lattice. These characteristics make carbon nanotube nanofluidic systems particularly promising 
for applications involving the water-energy nexus.21 With respect to transport, individual carbon 
nanotubes play host to exceptionally fast slip flow, as measured electronically22 and by optical 
microscopy of tracer particles18 under applied hydrostatic pressure. Enhanced flow can be 
predicted by corrections to Hagen-Poiseuille theory,23 linking transport results inside isolated 
carbon nanotubes with less precise but more readily available measurements of membranes and 
multi-pore systems.24,25 Thermodynamically, phase boundaries of water inside isolated single-
digit carbon nanotubes vary non-monotonically with confining diameter in ways that cannot be 
explained by existing theories.19 Finally, recent advances in fabrication of isolated carbon 
nanotube systems by segmentation of ultra-long carbon nanotubes into shorter segments26,27 
allow comparison between filled and empty segments of the same diameter and chirality carbon 
nanotube. 
  

Herein, we observe sealed, isolated carbon nanotubes that are empty, completely filled 
with liquid water, and partially water-filled. Detailed data on partially filled carbon nanotubes 
supports the observation of temperature-stable sub-micron domains in the axial direction.  
Raman spectroscopy of carbon nanotube segments over a wide range of temperatures yields the 
liquid phase filling fraction that can be calculated as a function of temperature, showing thermal 
hysteresis below room temperature and allowing estimation of thermodynamic properties of 
water at the nanoscale, including the enthalpy of phase transition between vapor-like and liquid-
like states. Favored filling fractions vary among different sized carbon nanotubes, highlighting 
that sub-nanometer changes in confining diameter can have dramatic effects on fluid structure 
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and behavior under extreme confinement. The existence of temperature-stable partial filling 
states has implications for fluid and ion transport through carbon nanotubes and other 
nanoporous materials, potentially providing avenues to reduce ion permeation while maintaining 
high permeability toward water and other neutral solutes. 
 

4.2 Results and Discussion 
 
 Our study utilizes a previously introduced platform to study isolated, segmented carbon 
nanotubes (CNTs). 19,26–28 Ultra-long carbon nanotubes were grown on marked silicon substrates 
by chemical vapor deposition of methane in hydrogen, using a carbon nanotube solution as a 
catalyst, as reported previously.19,26,28 CNTs were cut by a focused gallium ion beam to produce 
segments with lengths from 10 μm to 160 μm. CNTs were then characterized by Raman 
spectroscopy using a 532 nm laser to estimate diameter and determine fluid filling state (Figure 
4-1). We observe water-filled, partly filled, and empty CNT segments (Figure 4-1a).  The 
Raman radial breathing mode (RBM), an axisymmetric CNT vibrational mode,29 is known to 
harden upon fluid filling as the nanotube couples to a higher elastic-modulus fluid phase.16,30,31 
For the substrate-supported CNTs used in this study, we observe an RBM blueshift upon water 
immersion only for a subset of FIB-cut CNT segments, consistent with stochastic interior 
filling.26 We do not observe a blueshift upon water-immersion of as-grown CNTs that are not 
segmented, suggesting that any fluids that adsorb to the exterior surface of the CNT do so 
persistently and saturate any RBM shift originating from the exterior CNT wall.26  
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Figure 4-1 | Water-filled, partly filled, and empty carbon nanotube segments. (a) 
Illustration, not to scale, showing two ultra-long carbon nanotubes. Each carbon nanotube 
has been cut into several segments, which can be water-filled, partly water-filled, or empty. 
An illustrated laser spot is focused on one of the segments. (b) Partial filling can be axial or 
radial in nature; Raman spectroscopy results are indicative of axial partial filling. (c) 
Molecular dynamics simulations of Raman radial breathing mode (RBM) of a (6,6) CNT 
with a 200 nm empty domain and a 200 nm filled domain. RBM shifts due to changes in the 
filling state can be observed at the nanometer scale. (d-f) Raman RBM spectra of empty, 
partly filled, and filled locations in a 1.35 nm CNT, showing (d) raw spectra, (e) RBM 
frequency as a function of position along the tube axis for nine 10 μm-long FIB-cut CNT 
segments, and (f) the frequency versus FWHM of the RBM, confirming that most of the 
dispersion can be explained by a superposition of different weights of empty and filled peaks. 
(g-i) Raman RBM spectra of empty, partly filled, and filled locations in a 1.48 nm CNT, 
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showing (g) raw spectra, (h) RBM frequency as a function of position along the tube axis 
for three 160 μm-long FIB-cut CNT segments, and (i) frequency versus FWHM of the RBM. 

 
Molecular dynamics simulations predict differences in Raman spectra under different 

partial filling conditions (Figure 4-1b), with the magnitude of the RBM shift upon fluid filling 
consistent with previous experimental and theoretical work.16,26,31,32 Using a 280 nm segment of 
a (6,6) CNT, with a diameter of 0.83 nm, we compute the RBM at 20 nm increments from the 
autocorrelation of the radial velocity (Figure 4-1c).33,34 The transition from a high-frequency 
RBM state to a low-frequency RBM state is sharp to below the ~20 nm scale, far less than the ~1 
μm spot size of far-field Raman spectroscopy. This shows that the RBM frequency changes 
locally on the nanometer scale. Homogeneity of fluid filling state within the laser spot, therefore, 
guarantees a homogeneous, single-peak RBM; conversely, heterogeneity of the RBM 
demonstrates sub-micron variations in fluid filling. We observe heterogenous partial filling with 
sub-micron domains in multiple segments of CNTs of two different diameters: 1.48 nm (Figure 
4-1d-f) and 1.35 nm (Figure 4-1g-i). Some locations along the length of the CNT show raw 
Raman spectra that can be fit by a single, narrow Lorentzian (Figure 4-1d and Figure 4-1g, 
blue) and represent empty CNT locations, while others can be fit by a single, broader Lorentzian 
at higher wavenumber and are assigned as filled (yellow), as in previous work.19,26 A third class 
of points, though, consists of superpositions of these two extremes, with visible fits to two 
Lorentzians (orange). This indicates axial partial filling (Figure 4-1b). By contrast, we assign a 
single-peak, intermediate RBM between the empty and filled states to indicate radial partial 
filling, in line with analytical models of RBM shifts in the presence of concentric fluid shells.35 
While we may observe radial partial filling in previous experimental work, in the form of RBM 
shifts upon filling which fall far below spherical packing models for confined fluid density,26 we 
do not report radial partial filling here. 

 
Raman lineshapes can be fit with a single Lorentzian or two-peak Lorentzian 

(Supplementary Information). Fitting Raman spectra with one Lorentzian as a function of 
position along the length of multiple segments, we observe CNT locations at low wavenumber 
(empty) and high wavenumber (filled) with largely independent filling of discrete CNT 
segments, in line with previous experimental results,26 as well as weight at intermediate 
wavenumber consistent with partial filling (Figure 4-1e and Figure 4-1h). In order to assess 
RBM behavior relative to filled and empty states, we fit all spectra to a single Lorentzian and 
plot the peak position, 𝜔ோ஻ெ, and full-width half maximum, Γோ஻ெ, as shown (Figure 4-1f and 
Figure 4-1i). The apparent location of a single Lorentzian fit to the sum of different weights of 
fixed empty and filled Lorentzians is shown. Since the data cluster near the colored curve, we 
conclude that a large majority of variation in observed RBM behavior can be explained as 
varying weights – or filling fractions – of one empty and one filled state. 
  

A linear elastic shell model for CNTs provides a description of the RBM frequency in 
terms of physical parameters.32,35,36 The terahertz time-dependent displacement of the CNT wall, 
w(t), follows: 
 

డమ௪
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where w is displacement, t is time, E is Young’s modulus, h is wall thickness, 𝜌 is mass density, 
𝜈 is Poisson’s ratio, K is the Lennard-Jones interaction parameter between a fluid and a CNT 
shell, 𝑠଴ is the fluid-CNT interaction distance, and 𝑐௦௨௕ is the coupling to an exterior substrate. 
From this, one can calculate the RBM frequency: 
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ா௛

ఘ௛(ଵିఔమ)ோమ
+

ଶସ௄
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మఘ௛

+
௖ೞೠ್
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                   [4.2] 

 
The substrate interaction 𝑐௦௨௕ is calculated as 91.8 N m-1 nm-2,37 allowing a determination of the 
CNT diameter from the empty RBM frequency, using values of 𝐸 = 360 𝐽/𝑚ଶ, ℎ = 0.34 𝑛𝑚, 
𝜌 = 2270 𝑘𝑔/𝑚ଷ, and 𝜈 = 0.16.35 The diameters as determined by this model are similar to fits 
to empirical models (Supplementary Information).38  
 

 
 
Figure 4-2 | Temperature stability of partial water filling and thermal filling hysteresis inside 
a 1.35 nm diameter CNT. (a) Schematic showing observation of 12 locations, at 2 μm pitch, 
on four non-adjacent 10 μm CNT segments. (b) Filling fraction as a function of temperature 
and location, showing one filled segment, two partly filled segments, and one empty 
segment. (c) Mean and standard deviations of RBM frequency and full-width half maximum 
for the three filled locations, three empty, locations, and six partly filled locations. Partial 
filling is a superposition of empty and filled vibrational states at all temperatures. (d) 
Temperature treatment of the sample. (e-f) Fractional filling of the two partly filled CNT 
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segments as a function of temperature, both shown with empty and filled segments for 
comparison. The filling fraction changes slightly with temperature, with thermal hysteresis 
at lower temperatures. 

 
 We report variations of filled, partly filled, and empty CNT segments with changes in 
temperature (Figure 4-2 and Figure 4-3), including broad temperature stability of partly filled 
segments with differences in filling fraction upon cooling and heating. We determine the filling 
fraction, 𝑓, by the relative intensities of the two peaks in a two-peak Lorentzian fit: 
 

 𝑓 =
ூమ

ூభାூమ
       [4.3] 

 
In actuality, fluid filling induces changes in CNT electronic transitions which affect the Raman 
resonance condition,39,40 potentially affecting the linearity between RBM peak intensity and 
fractional filling. While there are differences in mean intensity between entirely filled and 
entirely empty CNT segments (Figure 4-5), this effect is neglected here. First we observe 12 
locations in four 10 μm segments of a 1.35 nm CNT (shown schematically in Figure 4-2a) with 
a likely chirality41 of (12,8)  at temperatures from 20 °C to -80 °C and back (Figure 4-2d), with 
intra-segment spacing of 2 μm. One segment appears entirely empty at all temperatures (Figure 
4-2b, Locations 10-12). One segment remains entirely filled with water at all temperatures 
(Locations 1-3). However, two segments show what we assign as partial filling after FIB and 
water immersion treatment at all temperatures (Locations 4-6 and 7-9).  At each temperature, the 
partly filled spectra are superpositions of filled and empty spectra (Figure 4-2c). The filled and 
empty RBM positions are largely invariant with temperature within experimental error, but there 
is slight RBM broadening with increasing temperature in both filled and empty modes. 
Temperature-dependent RBM linewidth broadening is a result of anharmonic processes and 
phonon scattering, though the magnitude of this effect is constrained by the high Debye 
temperature of CNTs.44 We then analyze the mean filling fraction for each of the four segments 
as a function of temperature (Figure 4-2e-f). While there are changes in filling fraction with 
temperature, the system returns to the same filling fraction after temperature cycling in dry air; 
we conclude from this that the CNT segments are likely closed systems which behave like 
“sealed ampoules”. It remains unclear whether carbonaceous debris or dangling bonds at the 
segment ends are responsible for the reseal after opening.  We have observed instances of tubes 
that remain persistently open after FIB processing, and the study of these open systems will be 
the subject of a future study.  

 
We observe thermal hysteresis at low temperature in the partly filled segments; the filling 

fraction at low temperature upon cooling is lower than the filling fraction upon heating, showing 
non-equilibrium path dependence in the distribution of liquid and vapor in the CNT (Figure 4-
2e-f). Water sorption hysteresis inside nanopores is commonly associated with capillary 
condensation,45–49 and has been observed inside nanoporous materials for reasons attributable to 
both fluid adsorption thermodynamics and pore mouth/pore network effects.49 In 2D and 3D 
systems, the surface tension cost of a phase boundary scales with the size of the domain; this is 
not true in quasi-1D systems like carbon nanotubes.50 This means that there is no driving force 
toward complete phase separation, explaining the persistence of nanodroplet states over a broad 
range of temperatures. Experiments and simulations of liquid-vapor phase transitions and liquid-
liquid phase transitions in nanopores show alternating domains with a characteristic size that 
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decreases with temperature.50,51 Even at low temperature, however, liquid and vapor domain 
sizes must remain smaller than the ~1 μm laser spot, since Raman observations show partial 
filling states across all studied temperatures. 

 

 
 
Figure 4-3 | Temperature stability of partial water filling and thermal filling hysteresis inside 
a 1.48 nm CNT. (a) Schematic showing observation of 11 locations, at 30 μm pitch, on three 
adjacent 160 μm CNT segments. (b) Filling fraction as a function of temperature and 
location, showing one filled segment, one partly filled segment, and one largely empty 
segment. (c) Mean and standard deviations of RBM frequency and full-width half maximum 
for three mostly empty locations (locations 6,7 and 9),  five partly filled locations (locations 
1-5), and three filled locations (locations 12-14). Partial filling is a superposition of empty 
and filled vibrational states at all temperatures.  (d) Temperature treatment of the sample. (e) 
Fractional filling of the partly filled CNT segment as a function of temperature, with filled 
segment and mostly empty segment for comparison. The filling fraction changes slightly 
with temperature, with thermal hysteresis at intermediate temperatures. 

 
 Temperature-dependent behavior of multiple segments of a different carbon nanotube 
with a diameter of 1.48 nm and likely chirality41 of (12,10) shows qualitatively similar partial 
filling behavior to that in a 1.35 nm CNT (Figure 4-3). Fourteen locations on three 160 μm 
carbon nanotube segments (Figure 4-3a) were studied at temperatures below and above ambient 
temperature (Figure 4-3d), with 30 μm spacing within segments. One largely filled segment, one 
largely empty segment, and one partly filled segment were observed. Negative correlations in 
filling fraction between neighboring locations in the same segment (for instance, Location 6 and 
7 from Step Number 10 to 20) are indicative of diffusion between higher and lower 
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concentration regions between successive temperature measurements (Figure 4-3b). As in the 
case of the 1.35 nm diameter CNT (Figure 4-2), partial filling is a superposition of filled and 
empty states, RBM position does not vary substantially with temperature but linewidth does 
broaden at higher temperature (Figure 4-3c), and a phase transition is observed between vapor-
like and liquid-like states in an apparently closed system (Figure 4-3e). We detect hysteresis in 
filling fraction inside partly filled CNTs, though at intermediate temperatures and not at low 
temperatures as observed in the 1.35 nm diameter CNT. The stability of the two-phase region 
over the temperature range -80 °C to 120 °C indicates non-bulklike liquid and vapor behavior 
and diverges from previously published work.19 Previous work from our group investigating 
water inside carbon nanotubes, including a 1.44 nm diameter CNT, shows transitions from a 
completely empty state, to a liquid-like state, to a further blueshifted, solid-like state, within the 
temperature range studied here.19 We attribute the lack of complete emptying or filling – even at 
-80 °C and 120 °C – to the closed nature of the system, as best observed at multiple locations 
along the length of the CNT. 
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Figure 4-4 | (a-b) The enthalpy of vaporization of water confined within two partly filled 
segments of a 1.35 nm diameter CNT can be calculated by fitting to a Clausius-Clapeyron 
type equation, with plots of natural log of the vapor pressure versus inverse temperature 
shown. The estimated enthalpies of vaporization, 24.8 kJ/mol and 25.2 kJ/mol, are lower 
than the enthalpy of vaporization of bulk water. (c) Natural log of pressure versus inverse 
temperature inside a 1.48 nm diameter CNT. The enthalpy of vaporization in this system is 
22.1 kJ/mol. (d) Observed partial filling states for 1.35 and 1.48 nm diameter CNTs across 
all temperatures. The favored filling fraction is substantially different between the two, 
showing the effect of confining diameter on partial fluid filling. 

 
 

Experimental observations by Raman spectroscopy are consistent with the coexistence of 
a liquid-like state and a vapor-like state inside a closed system. Next, we develop a simple 
thermodynamic model based on the Clausius-Clapeyron equation to calculate the enthalpy of 
phase change between vapor-like and liquid-like states, with values lower than the bulk enthalpy 
of vaporization of water (Figure 4-4). Simulations show that there are multiple potential intra-
pore phase transitions among adsorbed, vapor, and bulk-like phases as a function of pore 
hydrophobicity and pore size.45,47 Nonetheless, we consider a simple liquid-vapor phase 
transition model to extract thermodynamic parameters. Assuming that the CNT contains only 
water, which can be in a bulk-like liquid state or ideal gas state, then: 

 

    𝑛௧௢௧ = 𝜌௅𝑉௅ +
௉ೇ௏ೇ

ோ்
          [4.4] 

 
where 𝑛௧௢௧ is total number of moles of water in the closed system. The filling fraction can be 
expressed as 𝑓 = 𝑉௅/𝑉, and defining a total molar filling fraction 𝜂 = 𝑛௧௢௧/(𝜌௅𝑉) allows the 
expression of the vapor pressure as: 
 

𝑃௏(𝑇) =
ோ்ఘಽ

ଵି௙
(𝜂 − 𝑓)            [4.5] 

 
The vapor pressure can be related to the enthalpy of phase change by the confined fluid Clausius-
Clapeyron Equation, which considers the effect of curvature on vapor pressure according to the 
expression:52,53   
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where Δ𝐻௩௔௣ is the enthalpy of vaporization, 𝑣 is the liquid molar volume, and 𝛾 is the liquid-
vapor surface tension. We estimate 𝑑𝛾/𝑑𝑇 across a broad temperature range as -0.16 mN/(m 
K),54 a bulk liquid water density of 𝜌௅ = 997 𝑘𝑔/𝑚ଷ, and assume a value of 𝜂 for each of the 
three data sets from the maximum observed filling fraction from the heating cycle. Plotting as 
ln 𝑃௏ versus 1/𝑇 (Figure 4-4a-c), we calculate enthalpies of vaporization of 24.8 kJ/mol and 
25.2 kJ/mol for the two partly filled segments of the 1.35 nm diameter CNT, and 22.1 kJ/mol for 
the 1.48 nm diameter CNT. These are lower than the enthalpy of vaporization of bulk water 
(40.65 kJ/mol) but higher than its enthalpy of fusion (6.00 kJ/mol).55 Note that the confined fluid 
Clausius-Clapeyron Equation decouples the role of the curvature and the enthalpy of 
vaporization on the vapor pressure (see Eq. 6). Therefore, the reduction in enthalpy of 
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vaporization is reflective of confinement-induced changes in the thermodynamic properties of 
water molecules. This low enthalpy of phase change could indicate weak hydrogen bonding 
under extreme confinement, particularly for water at the water-carbon interface.45,56 Finally, we 
record histograms for the observed filling fraction inside 1.35 and 1.48 nm CNTs (Figure 4-4d). 
The difference in most commonly observed filling fraction between the two diameters highlights 
the possibility of controlling interfacial transport or tuning nanodroplet domain size with only 
angstrom changes in confining diameter. 
  

In this paper, we demonstrate the existence of partly filled, closed carbon nanotubes as 
observed by Raman spectroscopy. Through growth and FIB segmentation of ultra-long CNTs, 
we observe empty, filled, and partially filled segments of CNTs with diameters of 1.35 and 1.48 
nm. Partly filled, nanodroplet states have liquid-like and vapor-like domains with scales far 
below the Raman laser spot size (~1 μm) which are stable over a broad range of temperatures (-
80 °C to 120 °C). While the empty and fluid-filled vibrational states do not change appreciably 
with temperature, their relative weight does, in agreement with a liquid-vapor phase transition 
inside a closed system. Thermal hysteresis suggests non-equilibrium, metastable trapping of 
nanoscale vapor-like and liquid-like domains, in agreement with theory and previous 
experimental results inside quasi-1D systems. Applying a confined fluid Clausius-Clapeyron-
type model which accounts for curvature-dependent effects, we extract enthalpies of phase 
change of 25.0 kJ/mol inside a 1.35 nm diameter CNT and 22.1 kJ/mol inside a 1.48 nm 
diameter CNT that are below the bulk enthalpy of vaporization, likely because of changes in the 
hydrogen bond structure under confinement.  
  

Finally, transport across a nanoscale liquid/vapor interface offers engineering possibilities 
that transport within a single phase material does not.12 Engineering partly filled nanopore 
systems with particular nanodroplet domain sizes and filling fractions may be possible by tuning 
pore diameter and by chemical functionalization to change the strength of the pore-fluid 
interaction. Future work will include measuring flux of pure liquids and ions through fully filled 
and partly filled carbon nanotube segments, and the exploration of patterns and mechanisms for 
the variation of favored partial filling states with pore diameter. 
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4.3 Supplementary Information 
 

4.3.1 Methods 
 
Sample Fabrication: Ultra-long, isolated carbon nanotubes were grown by chemical vapor 
deposition on marked silicon substrates as reported previously with slight changes.1–4 Custom 
silicon substrates with dimensions 9 mm by 14 mm were prepared with identifiable lithographic 
marks on a 200 μm grid. A small volume, typically 0.7 μL, of APT 25 series carbon nanotube 
solution (Nano-C) was deposited as a catalyst solution on each marked silicon wafer. CNTs were 
grown by methane chemical vapor deposition in hydrogen at 970 °C for 45 minutes, producing 
ultra-long carbon nanotubes with diameters from 0.6 nm to 3 nm and lengths up to 1 cm. A dual-
beam FIB/SEM instrument (FEL Helios 600i) was used to segment CNTs of interest into 
segments of lengths ranging from 10 μm to 160 μm. Segmentation was performed with a focused 
gallium ion beam (30 kV, 9 pA, 5 μs dwell time, 100 passes). Care was taken to avoid exposure 
of the rest of the CNT to the Ga+ beam, and of the entire CNT to the electron beam. Ultra-pure 
(ASTM Type II) water was used for water immersion. 
 
Raman spectroscopy: Samples were then observed by confocal micro-Raman spectroscopy 
(Horiba LabRAM HR Evolution with Invictus 100 mW 532 nm laser, grating 1800 gr/mm, hole 
500 μm, slit 150 μm, Olympus MPLFLN 50X air objective) in air after water immersion, as 
shown in the illustration. The Raman instrument is set up in a backscattering geometry, with 
linear polarization of the incident laser along the nanotube axis. Temperature measurements were 
done under dry air flow using a sealed temperature stage with a liquid nitrogen pump (Linkam 
Scientific THMS350EV with LNP95). CNTs were identified based on their characteristic Raman 
scattering response. We selected for CNTs with a single RBM resonant at 532 nm excitation.  

 
There are various relationships between RBM frequency and diameter. We can compare 

the elastic shell model discussed in the main text to the empirical model by Zhang et al5 for 
single-walled carbon nanotubes supported in silicon substrates: 

 

𝜔ோ஻ெ(𝑐𝑚ିଵ) =
ଶଷହ.ଽ

ௗ (௡௠)
+ 5.5     [4.7] 

 
The difference in estimated diameter (1.35 nm versus 1.34 nm from Zhang et al5, and 1.48 nm 
versus 1.46 nm) is no more than 2%. We generated best estimates of the (n,m) chiralities of the 
1.35 nm CNT and 1.48 nm CNT – (12,8) and (12,10), respectively – using the Kataura plot from 
Saito et al.6 by minimizing both the error in the resonance condition between the 532 nm 
excitation and an electronic transition in candidate chiralities and the error in calculated 
diameter. Using these chirality assignments, it is possible to back-calculate the substrate 
interactions 𝑐௦௨௕ on a sample by sample basis, which are calculated as 𝑐௦௨௕ =
114.8 𝑁 𝑚ିଵ𝑛𝑚ିଶ for the 1.35 nm CNT and 𝑐௦௨௕ = 104.4 𝑁 𝑚ିଵ𝑛𝑚ିଶ for the 1.48 nm CNT. 
These are similar to the value of 𝑐௦௨௕ = 91.8 𝑁 𝑚ିଵ𝑛𝑚ିଶ from Jorio et al7 as provided in the 
main text, confirming that the diameter and chirality assignments are self-consistent and likely 
accurate. The fluid-CNT interaction parameter8 is on the order of 𝐾 ≈ 0.5 𝑘𝐽/𝑚𝑜𝑙 and the fluid-
CNT distance is 𝑠଴ ≈ 0.35 𝑛𝑚, resulting in comparable shifts from the substrate effect and from 
the interior fluid. 
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Lorentzian fitting: Raman lineshapes can be fit to a single Lorentzian:9 
 

𝑦 =
ଶ୻ூ/గ

(௫ିఠ)మାସ୻మ
+ 𝐶      [4.8] 

 
with intensity 𝐼 (counts), peak center 𝜔 (cm-1), and full-width half maximum (FWHM) Γ (cm-1), 
and a flat background C. Raman lineshapes under conditions of partial filling can be fit to a two-
peak Lorentzian: 
 

𝑦 =
ଶ୻భூభ/గ

(௫ିఠభ)మାସ୻భ
మ +

ଶ୻మூమ/గ

(௫ିఠమ)మାସ୻మ
మ + 𝐶     [4.9] 

 
with two peak intensities 𝐼ଵ and 𝐼ଶ, peak locations 𝜔ଵ and 𝜔ଶ, and FWHMs Γଵ and Γଶ for peak 1 
(empty) and blueshifted peak 2 (filled). 
 
Molecular dynamics: Molecular dynamics simulations were performed to calculate RBM 
frequencies along the length of a CNT that was partly filled and partly empty. Covalent carbon-
carbon interactions in the CNT were modeled with the adaptive intermolecular reactive bond 
order (AIREBO) potential.10,11 The TIP4P/2005 model was used for water.12 The LAMMPS 
package13 was used with a Verlet algorithm,14 with a time step of 0.5 fs and a cutoff of 12 Å for 
short-range interactions. The average radial velocity of the CNT was calculated, and the Fourier 
transform of the radial velocity autocorrelation yields the power spectra density, which 
determines the frequency of the RBM. 
 

4.3.2 Change of Raman RBM Intensity  
 

Fluid filling may change CNT electronic structure, affecting the Raman resonance 
condition and increasing or decreasing the intensity of the RBM mode upon fluid filling. Figure 
4-5 shows the distribution and mean intensity of the RBM mode in the two CNTs studied. In the 
1.35 nm CNT, fluid filling decreases RBM intensity, while in the 1.48 nm CNT, fluid filling 
increases RBM intensity. While the filling fraction f could be calculated by scaling to these mean 
intensities, we choose not to do this but instead to calculate filling fraction from the direct ratio 
of weighted intensities in a two-Lorentzian fit. This approach neglects changes in CNT 
resonance upon fluid filling/emptying, but does not bias the results by taking into account 
differences in intensity that are unrelated to scattering cross-section but rather to sample focus 
and laser placement.  
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Figure 4-5 | RBM intensity in entirely empty and entirely filled spectra of 1.35 and 1.48 nm 
diameter carbon nanotubes. 

 

4.3.3 Effect of laser heating 
 
The effect of laser heating on the temperature can be estimated by the Raman G band, which is 
known to vary with temperature. The G band is shown versus temperature at fixed laser power: 
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Figure 4-6 | G band frequency versus temperature at fixed laser power. The G band under 
low and high laser power provides an estimate of the degree of laser heating. Under these 
conditions, laser heating can be disregarded. 

 
Heterogeneity of G band with position along the CNT explains the large error bars in the 1.35 
nm CNT, while the G band is more homogenous on the case of the 1.48 nm CNT. At the laser 
power used for observation of partly filled segments of the 1.35 nm CNT (2.93 mW) and 1.48 
mW CNT (24.91 mW), the difference in G band position under this laser power and very low 
laser power (276 μW) can be calculated (1.35 nm: ∆𝜔ீ = −0.06 ± 0.08 𝑐𝑚ିଵ, 𝑛 = 4, and 1.48 
nm: ∆𝜔ீ = −0.29 ± 0.10 𝑐𝑚ିଵ, 𝑛 = 3) and the magnitude of laser-heating at ambient 
conditions can be estimated (1.35 nm: 2.3 ± 3.0 ℃, 1.48 nm: 12.4 ± 4.1 ℃) given the G band 
temperature sensitivity from Figure 4-5. Given the low magnitude of laser-induced heating and 
its uncertainty, laser heating is neglected in the analysis of phase behavior inside partly filled 
carbon nanotubes, as discussed in the main text. 

 
In principle, the RBM has also been observed to redshift with increasing temperature15,16 

as a result of C-C bond softening and, to a lesser degree, CNT radial thermal expansion,15 with a 
temperature dependence on the order of -0.005 cm-1/K to -0.01 cm-1/K.15,16 The magnitude of this 
effect, however, is dependent on bundling and substrate effects, and is not observed here. 
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5. Thermally Driven Fluid Phase 
Transitions at Carbon Nanotube 
Interfaces 

 
This chapter has been adapted from “Thermally Driven Reversible Fluid Phase Transitions at 
Carbon Nanotube Interfaces,” by Matthias Kuehne,* Samuel Faucher,* Rahul Prasanna Misra, 
Hananeh Oliaei, Haokun Li, Jingfan Yang, Aubrey Penn, Zhe Yuan, Sylvia Xin Li, Guangwei 
He, Ge Zhang, Volodymyr B. Koman, Arun Majumdar, Narayana Aluru, Daniel Blankschtein, 
and Michael S. Strano. This manuscript is in preparation, 2022. 
 

Abstract 
 
Fluid adsorption in porous materials is key for applications in catalysis, filtration, and energy 
storage. The relevant thermodynamics of confined and interfacial fluids differ significantly from 
the one of their bulk form, in particular when reduced to the single digit nanometer scale. 
Nanoconfinement may aid to stabilize unusual fluid phases and dictate extremely sensitive 
dependencies of thermodynamic parameters on the system size. Their resolution has been 
hampered by the finite pore size distribution in common materials. Here, we investigate fluids 
associated with individual carbon nanotubes (CNTs) by Raman spectroscopy and study their phase 
behavior as a function of temperature and environmental condition. We uncover fully reversible 
transitions between vapor and liquid-like states of various interior and exterior fluids including 
water, based on their effect on the CNT’s Raman-active radial breathing(-like) mode(s). Grand 
canonical molecular dynamics simulations support the applicability of a Temkin adsorption model, 
which we use to extract the heat of adsorption Δ𝐻ୟୢୱ. The analysis reveals a non-monotonic 
dependence of Δ𝐻ୟୢୱ on pore size for interior water. 

 

  

                                                           
* Matthias Kuehne and I contributed equally to this manuscript. 
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5.1 Introduction 
 
At the single digit nanometer scale, confined and interfacial fluids display distinct 

thermodynamic properties dictated by the geometry of and coupling with the wall material. 
Knowledge gaps persist regarding fluid transport and thermodynamics at this scale,1,2 including 
for substances as mundane as water.3 Carbon nanotubes (CNTs) have emerged as a prime model 
system in this space that allow for the investigation of fluid phases at their interior and 
exterior.4,5 Molecules inside CNTs may assume structural configurations that are distinct from 
their bulk form, in particular when the CNT diameter is comparable to the size of the confined 
molecules. For example, unusual ice phases are expected to manifest when water is confined in 
CNT single digit nanopores.6 Non-monotonic dependencies of confined water phase transition 
temperatures on CNT diameter have been predicted7 and recently observed in optical studies of 
individual, isolated CNTs.8,9 In CNTs with diameters in the sub-nm range, single file water is 
achieved with each water molecule forming at most two hydrogen bonds.10 In this regime, water 
was found to display additional quasi-phase transitions upon cooling.11 Beyond water,12 CNTs 
may be filled with a large variety of fluids,13 rendering CNTs a truly versatile testbed for 
thermodynamics under confinement. In addition, fluids may adsorb on the CNT exterior,4,5,14 and 
without special precautions the CNT exterior tends to be covered with molecular adsorbates.15-24 
Exterior adsorbates determine CNT device performance,25 and their reversible desorption has 
been proposed for the realization of all-optical memories.26 Annealing procedures under 
ultrahigh vacuum conditions were devised to initialize clean CNT surfaces for the study of phase 
transitions of exterior noble gas adsorbates.27,28 

 
Raman spectroscopy of CNT radial breathing(-like) modes (RBMs) and G modes allows 

to separately probe fluids associated with a CNT as well as its local temperature.8,29 RBMs are 
zone-center optical phonons with displacement pattern in strictly radial direction, and each CNT 
has as many RBMs as constituent walls.30 Fluid molecules mostly affect the RBM associated 
with the wall they directly interface with through van der Waals coupling, inducing a 
characteristic upshift in RBM frequency.18,20,30-33 RBMs of CNTs consisting of more than one 
concentric wall further lend themselves for fluid localization (interior vs. exterior).34 G modes in 
turn are tangential optical modes characteristic of sp2 carbon and known to downshift in 
frequency with increasing temperature, and hence are commonly used as built-in 
thermometers.8,29,35-37 Raman spectroscopy has been used to interrogate water both at the inside 
of CNTs8,11,38-41 and at their outside.18,20 

 
Herein, we study reversible phase transitions of fluids at the interior and exterior of 

individual CNTs with diameters in the single digit nanopore regime using micro-Raman 
spectroscopy. We drive phase transitions thermally by varying the Raman excitation laser power, 
and determine the local CNT temperature from its G mode frequency. While the latter 
downshifts linearly with increasing temperature, we find RBMs of water-filled CNTs to display 
reversible, sigmoidal-type RBM softening that we rationalize as a liquid-vapor phase transition 
of the confined fluid. We conduct grand canonical molecular dynamics simulations of liquid-
vapor phase change of water in CNTs, and find a Temkin adsorption model to well capture the 
observed physics. We further observe a distinct but similarly reversible RBM softening on as-
grown, free-standing CNTs, which in the light of our analysis we attribute to reversible 
adsorption of an exterior fluid molecular phase, likely of hydrocarbons. We analyze our 
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measurements of a total of 17 different CNTs using the Temkin adsorption model (as well as 
alternatives) to extract CNT diameter, adsorption site, and fluid-resolved parameters governing 
the observed phase change behavior and mechanical coupling to the CNTs. 
 

5.2 Results 
 
We studied CNTs on silicon substrates by micro-Raman spectroscopy as illustrated in 

Figure 5-1a. These CNTs were synthesized by gas-flow aligned chemical vapor deposition, which 
results in a sparse array of parallel, millimeter-long CNTs.42 CNTs were located based on their 
characteristic Raman scattering response. Our CNTs vary in wall number and bundledness (see 
Supporting Information for statistics), and we selected for CNTs with one or two resonant RBMs. 
We typically find observed RBMs of as-grown CNTs to be unresponsive to liquid water 
immersion.8,41 This attests to (1) saturated van der Waals coupling with the exterior environment 
even before immersion, and (2) as-grown tubes being closed for fluid filling. However, fluid 
exposure after tube cutting by oxygen plasma etching8,41,43 or focused ion beam milling29 can lead 
to CNT filling which causes a characteristic RBM blueshift.8,29,38,41 Using either approach, we 
divided millimeter-long CNTs into 10-100 μm long segments. Some of these segments filled upon 
liquid water immersion while others remained unfilled as shown in Figure 5-1b. 
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Figure 5-1 | Micro-Raman spectroscopy of substrate-supported CNTs. a, Schematic side 
view of the experiment (top panel): multiple segments of the same CNT were studied under 
water immersion. Bottom panel: scanning electron micrograph of a CNT after segmentation 
by focused ion beam milling. b, Frequency of an observed radial breathing mode repeatedly 
measured along the same six 40 μm-long segments of a CNT. Upon water immersion, the 
RBM frequency of segments 1, 4, and 6 upshifts, while segments 2, 3, and 5 remain empty. 
All segments are empty at air. c, Raman spectra of CNT segment 1 acquired at different 
levels of laser power under water immersion. Laser heating induces softening of both G 
mode and RBM (red lines are guides for the eye). RBM and G band spectral regions have 
been normalized (separately) and offset for clarity. d, Linear dependence of the G mode on 
temperature, separately calibrated for each segment using a temperature stage. Temperature 
values shown in c are determined using the linear fits shown in d. e, RBM frequency as 
function of local CNT temperature for segments 1 and 2 measured under water immersion. 
Only the filled segment (#1) shows a reversible transition between an upshifted RBM 
frequency, 𝜔௟, and an RBM frequency similar to the one of the empty segment, 𝜔௩. We 
assign these two states as a liquid-like state and a vapor-like state of water in the CNT, 
respectively. 

 
We used the Raman excitation laser to locally heat a CNT. Raman spectra acquired on 

filled segment 1 under water immersion and at different laser power are shown in Figure 5-1c. 
The G band displayed a linear downshift with increasing temperature,8,29,35-37 which was 
separately calibrated for each segment to serve as built-in thermometer, see Figure 5-1d. 
Temperature values in Figure 1c are determined using the calibrated slope 𝑑𝜔ୋ/𝑑𝑇, with the 
highest G band frequency measured during the experiment set to 295 K. We extract 𝜔ୖ୆୑ values 
from single-Lorentzian fits of the data and plot them as function of temperature in Figure 1e. In 
contrast to the G band, the local RBM frequency 𝜔ୖ୆୑ of segment 1 reversibly transitions 
between a high-frequency state 𝜔௟ at low temperature and a low-frequency state 𝜔௩ at high 
temperature, approximately following a sigmoid centered at 𝑇∗ ≈ 400 K. We interpret this 
behavior as a phase transition of water inside the CNT segment between a liquid state at low 
temperature and a vapor state at high temperature.8 The vapor state frequency 𝜔௩ approaches the 
RBM frequency of the unfilled segment, which in turn does not display a pronounced 
temperature dependence within the explored temperature interval. In particular, the sigmoid-like 
transition observed in the water-filled segment is entirely absent in the unfilled segment.  

 
We convert measured RBM frequencies into fractional coverage 𝑞 = occupied area/

total area of the first shell of molecules at the fluid-CNT interface based on an elastic shell 
model.31,32 For a single-walled CNT, the vapor state RBM frequency 𝜔௩ is 
 

𝜔௩
ଶ =

ଵ

ோమ
 ⋅

ா௛

ఘ௛(ଵିఔమ)
     [5.1] 

 
where 𝑅 is the SWCNT radius, 𝐸 is the Young modulus, ℎ is the SWCNT wall thickness, 𝜌 is 
the mass density, and 𝜈 is the Poisson ratio. The liquid state RBM frequency 𝜔௟ is defined as 
 

𝜔௟
ଶ = 𝜔௩

ଶ +
ఊ

ఘ௛
             [5.2] 
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where 𝛾 is an area-normalized spring constant characterizing the van der Waals coupling 
between the carbon shell and the first shell of adsorbed molecules, see Figure 2a for an 
illustration. 𝛾 is related to the second derivative of the potential between the two shells. If we 
define the area-normalized spring constant at fractional coverage 𝑞 as 𝑞𝛾, we can write 
 

𝜔ଶ = 𝜔௩
ଶ +

௤ఊ

ఘ௛
               [5.3] 

 
where 𝜔 is the RBM frequency at fractional coverage 𝑞. It follows that 
 

𝑞 =
ఠమିఠೡ

మ

ఠ೗
మିఠೡ

మ                  [5.4] 

 

 
 
Figure 5-2 | Fluid sensing via the radial breathing mode. a, Molecular dynamics cross-
section of a water-filled, single-walled CNT. Highlighted is the first layer of water molecules 
which yields the dominant contribution to shifting the RBM frequency of the carbon shell 
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through van der Waals coupling. b, Fractional coverage q of molecules in the first shell of 
fluid molecules extracted from the filled segment data in Figure 5-1d using Equation 4. Red 
curves are Langmuir adsorption isobars with parameters shown in c. c, Same data as in b 
plotted in linearized form according to Equation 6. Red lines are linear fits of the data that 
yield the stated best fit parameters. 

 
To convert an observed RBM frequency 𝜔 into 𝑞 using Equation 4, we define 𝜔௩ (at 

which 𝑞 = 0) as the lowest observed frequency and 𝜔௟ (at which 𝑞 = 1) as the highest observed 
frequency for a given RBM that indicates a reversible phase transition similar to the filled 
segment data in Figure 5-1e. Though in this manner 𝜔௩ is determined at much higher 
temperature than 𝜔௟, we systematically found RBM frequencies to display only very minor if at 
all measurable intrinsic temperature dependence, see the empty segment data in Figure 5-1e. We 
independently confirm the smallness of temperature-induced intrinsic RBM frequency shifts 
using molecular dynamics simulations in the Supporting Information. We believe the intrinsic 
temperature dependence of RBM frequencies has been concealed in previous experimental 
studies,36,37,44-47 possibly due to bundling that gives rise to intertube coupling effects37 or 
reversible fluid adsorption we report on further below. Though Equation 4 has been derived for a 
single-walled CNT, it also is a very good approximation for converting 𝜔 to 𝑞 in the case of 
CNTs consisting of more than one concentric wall, see Supporting Information. We thus use 
Equation 4 for any observed RBM.  

 
In Figure 2b, we plot the fractional coverage 𝑞 determined from the filled segment 1 data 

in Figure 1d using 𝜔௩ = 157.9 ± 0.1 cmିଵ and 𝜔௅ = 162.5 ± 0.3 cmିଵ, the respective 
minimum and maximum RBM frequencies measured during 109 temperature cycles (the 
complete dataset is available in the Supporting Information). We find the observed temperature 
dependence of q to be reasonably well described in terms of a Langmuir adsorption model of the 
form 
 

𝑞 =
఑௣

ଵା఑௣
=

఑బ௣ ୣ୶୮ቀ
౴ಹ౗ౚ౩

ೃ೅
ቁ

ଵା఑బ௣ ୣ୶୮ቀ
౴ಹ౗ౚ౩

ೃ೅
ቁ
          [5.5] 

 

Here, 𝜅 = 𝜅଴ exp ቀ
୼ு౗ౚ౩

ோ்
ቁ is the Langmuir constant, 𝑝 is pressure, Δ𝐻ୟୢୱ is the enthalpy of 

adsorption, and 𝑅 is the molar gas constant. Equation 5 can be rendered in linearized form as 
follows: 
 

ln ቀ
ଵ

௤
− 1ቁ = −

୼ு౗ౚ౩

ோ

ଵ

்
− ln 𝜅଴𝑝              [5.6] 

 

As we show in Figure 5-2c, we obtain reasonable linear fits of the data in ln ቀ
ଵ

௤
− 1ቁ vs. 

ଵ

்
 space. 

This indeed suggests Langmuir adsorption as a promising mechanism to describe the observed 
fluid phase transition.  
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Figure 5-3 | Reversible liquid-vapor phase change of water inside CNTs. a, Grand-
canonical Monte Carlo simulations of water adsorption inside single-walled CNTs. The 
snapshot illustrates that for low filling fractions (e.g., 𝑞 ~ 0.1), the CNT is only partially 
filled with water. b, Scheme for the computation of the adsorption isobar at different 
temperatures using an iterative approach, where a hybrid statistical mechanical ensemble is 
simulated using a combination of grand canonical Monte Carlo and canonical MD 
simulations with the water inside the CNT exchanging water molecules and energy with two 
fictitious reservoirs: a particle reservoir maintained at a constant chemical potential of 𝜇 and 
a separate thermal reservoir maintained at a temperature 𝑇. The isobar is simulated by fixing 
𝜇 and varying 𝑇. c, Comparison of measured and computed water adsorption isobars at 
different levels of relative humidity (see text for the definition of the fractional coverage, q). 
Simulations were carried out for a (20,0) SWCNT of 1.57 nm diameter. d, Simulated 
adsorption and desorption isobars in a (20,0) SWCNT. Also shown are best fits using the 
Temkin theory, Equation 7. e, Profile of the number of hydrogen bonds per water molecule 
as a function of the radial distance from the CNT center at 𝑇 = 300 K. f, Variation of the 
isosteric heat of adsorption as a function of the fractional coverage q, estimated directly from 
statistical mechanics according to Equation 8. 

 
In Figure 5-3 we present grand canonical molecular dynamics (GCMD) simulations of 

water adsorption in a representative (20,0) single-walled CNT, further detailed in the Supporting 
Information. Figure 5-3a is a schematic of the simulation performed to determine the amount of 
water molecules 𝑁 inside this SWCNT as a function of pressure 𝑃 and temperature 𝑇. 



123 
                                                                                                                              

Equilibrium is attained when the chemical potential 𝜇 of water molecules inside the SWCNT is 
equal to the one of water molecules in a fictitious reservoir held at 𝑃 and 𝑇. Figure 3b illustrates 
the scheme of refined hybrid statistical mechanics simulations that better match our experimental 
conditions: the system is equilibrated iteratively with two fictitious reservoirs. The first is a 
(particle) reservoir of water molecules held at 𝜇 and 𝑇ଵ = 300 𝐾, and the second is a thermal 
reservoir at 𝑇 ≠ 𝑇ଵ. We allowed for sufficient time steps for the system to converge and repeated 
the simulation at different 𝑇 for a given 𝑃 to obtain the “adsorption isobars’ shown in Figure 3c. 
The fractional coverage was obtained as 𝑞 = 〈𝑁(𝑇)〉/〈𝑁௪(300 K)〉 where 𝑁௪(300 K) is the 
number of water molecules in the SWCNT when immersed in water at 300 K. At high 
temperature, the SWCNT is found to be mostly empty with 𝑞 ~ 0. At low temperature instead, 
the SWCNT is filled with water under both conditions with 𝑞 approaching 1. According to our 
simulations, the filling fraction increases significantly within a narrow temperature interval 
approximately centered around 420 K for the case of water immersion and 340 K for 𝑅𝐻 =
20 %. We understand this behavior as capillary condensation of water inside the SWCNT. At 
low filling fractions, we generally find water molecules to cluster inside the SWCNT as shown 
by the snapshots in Figure 3a–b. Hence, 𝑞 can be directly compared to values determined from 
our experiment using Eq. 5-4. Such a comparison is shown in Figure 3c for a CNT measured (1) 
under water immersion and (2) at air with 𝑅𝐻 ≈ 20 %. The observed RBM of this CNT, 𝜔௩ =
154.9 cmିଵ, corresponds to a wall with diameter comparable to the one of the (20,0) SWCNT in 
our simulation. Our simulation and experimental results agree well, in particular regarding the 
big difference in temperature at which capillary condensation occurs under water immersion vs. 
at ambient air. At temperatures below and above the capillary condensation, 𝑞 extracted from our 
experimental data seems to display a stronger dependence on temperature than suggested by our 
simulations. While this could be a characteristic of nanoconfined water, it might also stem from a 
fluid-unrelated temperature dependence of the RBM frequency itself which we did not correct 
for prior to applying Eq. 5-4.  

 
In Figure 5-3c, we show results from GCMD simulations of both the adsorption and 

desorption cycles of water inside a (20,0) SWCNT. While both curves overlap at the low and 
high ends of the studied temperature range, we find that capillary evaporation happens at ~25 K 
higher temperature than capillary condensation. Such hysteresis is characteristic of nanoconfined 
water and indicates first-order character of the phase transition.3 The confined fluid is metastable 

within this hysteresis region. Furthermore, our simulation results are nonlinear in ln ቀ
ଵ

௤
− 1ቁ vs. 

ଵ

்
 

space, see inset to Figure 3c. This can be explained by the importance of molecular interactions 
not captured by the simple Langmuir model in Eq. 5-5. Instead, we turn to a Temkin adsorption 
model of the form 
 

𝑞 =
఑బ௣ ୣ୶ ቀ

౴ಹ౗ౚ౩(భషഀ೜)

ೃ೅
ቁ

ଵା఑బ௣ ୣ୶୮ቀ
౴ಹ౗ౚ౩(భషഀ೜)

ೃ೅
ቁ
           [5.7] 

 
Here, 𝛼 is the so-called Temkin parameter. Eq. 5-7 is similar to the Frumkin-Fowler-
Guggenheim adsorption model, in which -𝛼 is written as the product of 𝑛 neighbors per 
adsorption site to bind with and the additional binding energy 𝐸௣ per pair of molecules that 
interact. Nonlinear model fits of the GCMD data in Figure 3c with Eq. 5-7 yield Δ𝐻ୟୢୱ =
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9.6 kJ/mol (9.5 kJ/mol) and 𝛼 = −2.43 (−2.6) for the adsorption (desorption) isobar assuming 
a constant 𝜅଴𝑝 = 1.2 × 10ିଷ. These fits are plotted as a continuous (dashed) curve, respectively.  

 
We have further evaluated the binding energy for the water-water and the water-CNT 

interactions. This binding energy includes contributions from many-body polarization effects and 
has been computed using the analytical formula and methodology reported previously.48 Per 
water molecule, we obtain a water-CNT binding energy of -8.2 kJ/mol and a water-water binding 
energy of -41 kJ/mol. In Figure 3e we show the number of hydrogen bonds per water molecule 
𝑁ୌ୆ plotted as a function of radial distance from the central tube axis for the fully water filled 
(20,0) SWCNT at 300 K. While 𝑁ୌ୆ approaches the maximum value of 4 at the tube center, it 
drops to zero near the SWCNT wall. The importance of the water-CNT interaction further affects 
the isosteric heat of adsorption, which we determine directly using 
 

Δ𝐻ୟୢୱ = 𝑅𝑇 −
డ⟨ா⟩

డ⟨ே⟩
= 𝑅𝑇 −

⟨ாே⟩ି⟨ா⟩⟨ே⟩

⟨ேమ⟩ି⟨ே⟩మ
                   [5.8] 

 
Here, 𝐸 is the total energy of the water molecules. 

 
We now turn to free-standing CNTs that were grown over arrays of slits in silicon 

substrates, some of which were TEM-compatible as shown in Figure 5-4a. CVD synthesis 
resulted in CNTs that span multiple if not all of these slits.29 Electron microscopy reveals a high 
degree of bundling of neighboring free-standing CNTs, in particular when the average separation 
between CNTs is smaller than the slit width, see Supporting Information. We selected for CNTs 
with 1-2 resonant RBMs, and studied as-grown CNTs first to minimize the likelihood of 
accidental fluid filling. Figure 5-4 shows an isolated double-wall CNT that we co-localized by 
Raman spectroscopy and TEM. Due to the large slit width, electron beam-induced vibrations of 
the free-standing CNT impeded atomic resolution imaging. Nonetheless, the TEM image in 
Figure 5-4b shows that the CNT is isolated as opposed to bundled. The electron diffraction 
pattern (EDP) in Figure 5-4c unambiguously identifies it as double-walled.22 A CNT chirality 
assignment of (19,3)@(22,11) (inner@outer wall) best agrees with the measured EDP as we also 
illustrate by comparison to the simulated EDP shown on the right hand side of Figure 5-4c. Both 
RBMs of the as-grown (19,3)@(22,11) double-wall CNT were observed at 633 nm excitation, 
and both displayed reversible RBM softening and narrowing upon laser heating as shown in 
Figure 5-4d. From single-Lorentzian fits of the data, we extract highest RBM frequencies near 
room temperature: 𝜔௟ = 167.5 cmିଵ for the high-frequency mode and 𝜔௟ = (122.7 ±
 1.3) cmିଵ for the low-frequency mode. We state standard errors from the nonlinear model fit if 
greater than 0.1 cm-1. Also, full-widths at half maxima (FWHMs) are largest near room 
temperature: 2.4 cmିଵ for the high-frequency mode and (12.0 ±  7.0) cmିଵ for the low-
frequency mode. RBM frequencies significantly decreased upon heating to above 380 K, where 
the lowest observed RBM frequencies are 𝜔௩ = 166.1 cmିଵ for the high-frequency mode and 
𝜔௩ = 110.3 cmିଵ for the low-frequency mode, and the smallest observed FWHMs are 1.4 cmିଵ 
for the high-frequency mode and 0.9 cmିଵ for the low-frequency mode. Thus, the decrease in 
frequency and linewidth of the low-frequency mode upon heating are both about ten times larger 
than the ones of the high-frequency mode. Furthermore, both modes shift in sync as 
demonstrated by the cross-correlation coefficient approaching 1 at zero time lag (see Supporting 
Information). The behavior is fully reversible as can be seen from three consecutive heating 
cycles shown in Figure 5-4e. Reversibility also reflects in the cross-correlation coefficient 
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approaching 1 at a time lag equal to the repeat time of the experiment. All 11 free-standing 
segments of this DWCNT show the same behavior, and the upshifted state 𝜔௟ is observed evenly 
along their length, see Figure 4c. The transition appeared largely unchanged and similarly 
reversible when measured at 7.4 × 10-4 mbar and at 2.5 mbar.  

 

 
Figure 5-4 | Micro-Raman spectroscopy of as-grown, free-standing CNTs. a, Schematic 
side view of the experiment (top panel): multiple free-standing sections of the same as-grown 
CNT were studied in different gas atmospheres and at varying pressure. Bottom panel: 
scanning electron micrograph of free-standing CNTs. b, Raman spectra of an isolated, free-
standing (19,3)@(22,11) double-wall CNT acquired at different levels of laser power. RBM 
and G band spectral regions have been normalized (separately) and offset for clarity. c, RBM 
frequencies as a function of position extracted from single-Lorentzian fits of the data 
measured along all 11 free-standing sections of the same (19,3)@(22,11) CNT. The left inset 
shows the measured (left half) and simulated (right half) electron diffraction pattern used for 
chirality assignment. The right inset is a TEM image of the same CNT. d, The temperature 
dependence shows a correlated frequency shift of both RBMs. e, Full-width at half maximum 
of both RBMs as a function of temperature. 
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We interpret this reversible RBM softening observed on as-grown, free-standing CNTs as 
a transition between a state where the exterior CNT surface is covered with fluid molecules near 
room temperature and a desorbed state at high temperature, akin to previous reports.15,16,26 This 
transition is distinct from the interior fluid phase transition above and is best observed when the 
RBM associated with the outermost wall of a CNT can be measured in experiment, as is the case 
for the DWCNT shown in Figure 5-4. Because the outer wall couples directly to exterior 
molecules, the low-frequency RBM that is mostly associated with this wall experiences the 
largest shifts in frequency and linewidth upon their desorption. This is exactly opposite to the 
case of interior fluid filling of DWCNTs reported previously,8 which primarily affects the high-
frequency mode. Because RBMs of DWCNTs are in-phase and counter-phase oscillations of the 
two constituent walls, coupling to a fluid will affect both modes, albeit the one associated mostly 
with the wall further away from the fluid to lesser extent.34 The in-sync shift of the high-
frequency mode in Figure 5-4d can be explained as such a ‘sympathetic’ shift. This 
characteristic is equally observed in Molecular Dynamics simulations and predicated by 
analytical elastic shell models.34 

 
The following characteristics further distinguish the reversible adsorption of molecules 

on the CNT exterior from the interior fluid phase transition above. (1) We find molecular 
adsorption to be homogeneous along the entire length of a CNT. This is illustrated in Figure 5-3f, 
which shows the near room temperature RBMs of the (19,3)@(22,11) DWNCT measured along 
all 11 free-standing segments in 2 μm steps. The Raman scattering response of this CNT was not 
measurable in the substrate-supported regions between the slits using any of our three laser lines. 
We do not observe any desorbed regions as we have observed empty regions within otherwise 
filled CNT segments.41 (2) We have not observed irreversible desorption of a CNT as we have 
observed emptying of some fluid-filled CNTs. That is, the room temperature state always 
remained an adsorbate-covered state within both the time resolution of our experiment (several 
10 s to minutes) and the pressure range accessible to us: 10-5 to 103 mbar. (3) While variations in 
water vapor pressure drastically changed the adsorption isobar of interior water (Figure 5-3c), 
changes in water vapor pressure did not appreciably affect isobars measured for exterior 
adsorption. (4) For CNTs that were allowed to sit at room temperature for days or weeks (under 
vacuum, inert gas or ambient conditions), we have noticed a significant difference between the 
first laser heating-induced desorption and immediately subsequent desorption cycles, see the 
Supporting Information. That is, higher temperatures were required to achieve the desorbed state 
in the first heating ramp, while reversible adsorption/desorption happened at lower temperatures 
thereafter. Such behavior has previously been reported for exterior adsorption on CNTs.15 So far, 
we have not observed it for interior fluids. (5) We consistently find RBMs of a desorbed CNT to 
be characterized by narrow linewidths approaching 1 cm-1 or lower. Such low linewidths were 
previously reported for the high-frequency RBM of as-grown DWCNTs, and rationalized by the 
outer wall shielding the inner wall from influences of the outer environment.49 This is similar to 
what we report here, where the room-temperature FWHM of the high-frequency RBM is 
consistently smaller than the one of the low-frequency RBM. Upon desorption, the low-
frequency RBM’s FWHM decreases substantially and becomes comparable to the one of the 
high-frequency RBM. This is consistent with a fully desorbed state. In contrast, heating fluid-
filled substrate-bound CNTs above the interior fluid phase transition tends not to yield as narrow 
FWHMs, attesting to residual vdW coupling with the exterior environment.  
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We have physically separated all free-standing segments of the (19,3)@(22,11) DWCNT 
by FIB cutting and immersed the sample in a bath of liquid water. While water immersion 
resulted in the loss of Raman signal for most of the free-standing sections, suggesting these did 
not survive the procedure, an upshift of the high-frequency mode indicative of fluid filling was 
measured on the surviving section 4 (see Supporting Information). However, efficient cooling by 
the surrounding liquid did not allow us to induce a fluid phase transition within the available 
laser power range (up to 6.07 mW; see Supporting Information). Instead, we turn to a different 
isolated (28,5)@(28,18) DWCNT shown in Figure 5-5. Both RBMs of this DWCNT were 
observed at 785 nm excitation and were measured along all 13 free-standing sections under 
different sample and environmental conditions as shown in Figure 5-5a. Similar to the 
(19,3)@(22,11) DWCNT, an exterior fluid phase transition is observed on the as-grown 
(28,5)@(28,18) DWCNT, see Figure 5b. This exterior fluid phase transition is unresponsive to 
an eight orders of magnitude change in pressure, compare panels 1 and 2 of Figure 5-5b. The 
low-frequency RBM mostly associated with the outer wall is upshifted due to the exterior fluid 
along all 13 free-standing sections. Upon FIB cutting and in high relative humidity, an additional 
5 cm-1 upshift of the high-frequency RBM that we attribute to water filling is observed on 10 out 
of 13 sections, while it remains unshifted for 1 out of 13 sections (section 6). Poor signal-to-
noise ratio did not allow reliable analysis of sections 4 and 13. Similar to the substrate-bound 
tube data in Figure 5-1b, the additional shift of the high-frequency RBM was reversed upon 
decreasing the relative humidity, consistent with tube emptying. The data in the rightmost panel 
of Figure 5-5b reveals RBM shifts due to reversible fluid phase transitions both at the interior 
and exterior of this DWCNT. Interior and exterior fluid phase transitions need not be correlated, 
and this is revealed for example by an upshift of the high-frequency mode indicating filling 
while the low-frequency mode remains near 𝜔௩ = 78.7 cmିଵ down to lower temperature during 
the second cool-down cycle shown in the rightmost panel.  

 

 
 
Figure 5-5 | Interior and exterior fluid phase transitions in an isolated, free-standing 
(28,5)@(28,18) DWCNT. a, RBM frequencies as a function of position measured along all 
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13 free-standing sections before (i.e., as grown) and after their physical separation by FIB 
cutting and in different environments. The left inset shows the measured (left half) and 
simulated (right half) electron diffraction pattern used for chirality assignment. The right 
inset is a TEM image of the DWCNT. b, Fluid phase transitions measured on free-standing 
CNT section 1 under different sample and environmental conditions.  

 
In order to identify the nature of the exterior fluid, we have explored a range of 

environmental conditions in addition the ones shown in Figure 5-5b, see Supporting Information. 
However, the room temperature state of the (28,5)@(28,18) DWCNT’s low-frequency RBM 
remained unchanged, even after heating the sample to 100 C in vacuum for over 24 hours or after 
baking the vacuum chamber with loaded sample at 90 C for over 24 hours. Water is a potential 
candidate, as this molecular species is known to typically dominate the residual gas composition 
in high vacuum chambers, but the adsorption mechanism discussed at length in the context of 
Figure 5-3 as well as previous experiments18,20 suggest a layer of water not to be stable on the 
CNT exterior at water vapor pressures < 1 mbar. Exterior water would need to be somehow 
stabilized at lower pressures, and conceivably this could be achieved if it was trapped below or 
within amorphous carbon material, a common synthesis residue on the exterior of CNTs including 
ours, see insets to Figure 5-4c and Figure 5-5a. However, this amorphous carbon typically does 
not form a complete exterior shell that would likely be required to stabilize a full layer of water. 
Nonspecific adsorption of hydrocarbons is a possible alternative explanation for the observed 
exterior fluid phase transition. Those are ubiquitous in laboratory environments worldwide, are 
commonly found on 2D materials surfaces even after annealing in high vacuum,50 and are known 
to play a key role in determining the wettability of graphene and graphite.51 Their low 
concentration in the air could explain why varying the pressure in our experiment does not have 
an immediate effect on the exterior fluid phase transition.  
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Figure 5-6 | Mechanical and thermodynamic parameters extracted from the analysis 
of reversible fluid phase transitions observed in 17 different CNTs. Data points of 
identical style represent measurements on different sections of the same CNT. a, Carbon-
fluid coupling parameter 𝛾 determined using Eq. 5-2. Also shown are results from molecular 
dynamics (MD) simulations of interior and exterior water on single-walled CNTs. The 
dashed line represents the limit of infinite radius, i.e., 𝜔௩ → 0, towards which 𝛾 values for 
interior and exterior water converge in our simulation. b, Δ𝐻ୟୢୱ values extracted from fits 
of the data with the Temkin model, Eq. 5-7. 

 
In the following we limit our analysis to interior phase transitions of fluids in substrate-

bound CNT segments and the exterior fluid phase transition in free-standing CNT sections. For 
each CNT studied, we converted 𝜔ୖ୆୑ to 𝑞 values according to Eq. 5-4 for the mode associated 
with the wall nearest the fluid, and converted 𝜔ୋ to 𝑇 values using a unique 𝜔ୋ൫𝑇ୱ୲ୟ୥ୣ൯ calibration 
for each segment or section. We fit the resulting 𝑞(𝑇) data to the Temkin model (Eq. 5-7) using a 
direct nonlinear model fit procedure in 𝑞 vs. 𝑇 space. The Temkin parameter 𝛼 was allowed to 
vary for each individual temperature ramp, reflecting the fact that the fluid phase transition could 
pass through different metastable configurations for different temperature ramps. At the same time, 
we fit for a unique value of Δ𝐻ୟୢୱ, which we expect to be characteristic rather of the nature of the 
CNT-fluid couple and not of particular metastable phases of a given interfacial or confined fluid. 
We prevent Eq. 5-7 from becoming multi-valued for large 𝛼 by doing a Maxwell construction. A 
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detailed account of the analysis is included in the Supporting Information, and the main results are 
shown in Figure 5-6.  

 
Figure 5-6a shows the CNT-fluid coupling parameter 𝛾 extracted from our experimental 

data using Eq. 5-2. We have applied Eq. 5-2 to the RBM associated mostly with the wall nearest 
the fluid, i.e., the innermost wall in the case of interior water and the outermost wall in the case of 
exterior fluids. Overall, 𝛾 tends  be larger for exterior fluids than for interior fluids, similar to what 
has been estimated in Refs. 32,39. We find a similar trend in results from molecular dynamics 
simulations we have performed for the case of water adsorption on single-walled CNTs. 
Simulation results are included in Figure 5-6a and suggest 𝛾 < 50 Nmିଵ/nmଶ for water at the 
interior of the SWCNTs studied, while 𝛾 > 50 Nmିଵ/nmଶ for water at the exterior. We have 
verified that values for interior and exterior water converge towards a flat sheet (graphene) limit 
of 50 Nmିଵ/nmଶ in our simulation. 

 
Figure 5-6b shows the enthalpy of adsorption values as a function of tube size. Overall we 

find Δ𝐻ୟୢୱ on the order of several 10 kJ/mol, comparable to the estimates based on our simulations 
of interior water above. The apparent variations in Δ𝐻ୟୢୱ among different segments of the same 
CNT are largely compensated by respective variations in |𝛼|: best fits were obtained either with 
large Δ𝐻ୟୢୱ and small |𝛼|, or with small Δ𝐻ୟୢୱ and large |𝛼|, see Supporting Information. For the 
case of interior water, Δ𝐻ୟୢୱ shows a non-monotonic dependence on tube size.  
 

5.3 Methods 
 
Sample fabrication. Carbon nanotubes were grown on lithographically patterned silicon 
substrates by gas-flow aligned chemical vapor deposition (CVD).42 We used a low gas-flow 
variant8,29,41,52 with methane as feed stock and iron particles contained in 25 Series APT carbon 
nanotubes (Nano-C; we drop cast a solution of them on one end of the the substrate) as the catalyst. 
CVD growth was done at 970 C and 4 sccm:2 sccm H2:CH4, resulting in a sparse array of parallel, 
millimeter-long CNTs oriented in gas flow direction. CNTs were cut into segments by either one 
of two methods reported previously: (1) oxygen plasma etching using a photoresist mask41 or (2) 
focused ion beam (FIB) milling using the 30 kV Ga+ beam of a dual-beam FIB/SEM instrument29. 
 
Raman spectroscopy. We locate CNTs based on their characteristic Raman scattering response,30 
using a confocal micro-Raman spectrometer in backscattering geometry equipped with 532 nm, 
633 nm, and 785 nm laser lines. We calibrated the temperature dependence of the G band for each 
CNT segment by measuring Raman spectra as a function of substrate temperature 𝑇ୱ୲ୟ୥ୣ which 
was controlled using a commercial variable temperature stage (Linkam THS350V). Additional 
laser-induced heating was minimized by placing the sample in an ambient pressure gas 
environment (air, N2, or Ar) and by using very low laser power to record these calibration Raman 
spectra (on the order of 10 μW). The frequency of the most intense G band component 𝜔ୋ was 
determined via a Lorentzian curve fit of each spectrum, and the resulting 𝜔ୋ(𝑇ୱ୲ୟ୥ୣ) calibration 
data was fit to a line.41 In agreement with the literature and previous reports, we typically find its 
slope 𝑑𝜔ீ/𝑑𝑇 ≈ −0.02 cmିଵ/K.29,35-37,46,53-55 We study reversible fluid phase transitions with the 
samples immersed in different environments including liquid immersions, air at ambient pressure 
and variable relative humidity (using a home-built humidity control system), inert gas atmosphere 
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at ambient pressure, and vacuum. In all cases, we vary the local temperature of the CNT under 
study by attenuating the incident excitation laser beam using a set of discrete and continuous 
optical density filters. We determine the local temperature of a CNT segment under study based 
on the measured G band frequency 𝜔ୋ and its calibrated 𝑑𝜔ீ/𝑑𝑇 dependence.  
 
Transmission electron microscopy (TEM). Transmission electron microscopy and diffraction of 
suspended tubes were performed on a Thermo Fisher Themis Z G3 60-300 kV (scanning) 
transmission electron microscope. The microscope was operated at 60 kV, below the knock-on 
damage threshold for carbon nanotubes. A 100 μm objective aperture was used to improve image 
contrast and reduce delocalization. Electron diffraction patterns were collected with a 20 nm 
diameter parallel beam on a Ceta CMOS camera. 
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6.  Dynamics of Fluid Filling 
 

This chapter has been adapted from “Water Filling in Isolated Sub-2 nm Carbon Nanotubes 
Occurs by Nucleation and Growth” by Samuel Faucher, Matthias Kuehne, and Michael S. 
Strano. This manuscript is in preparation, 2022. 
 

Abstract 
 
Confinement of a fluid to a nanometer-sized pore affects the motion of that fluid, including its 
diffusion and hydrodynamic flow. Water-filled carbon nanotubes are model nanofluidic systems, 
with predictions of ultrafast slip flow at small diameters. However, the mechanism of fluid filling 
and emptying inside the narrowest carbon nanotubes is unknown, and probing the fluidic state of 
an individual carbon nanotube dynamically remains difficult. Here we show that capillary filling 
inside sub-2 nm diameter carbon nanotubes occurs by nucleation and growth of condensed-phase 
domains in the pore middle, not by unidirectional filling from the pore mouth. We achieve 
micrometer and second-scale fluid filling resolution by Raman spectroscopy inside carbon 
nanotubes with diameters from 0.90 to 1.66 nm, estimating liquid diffusion coefficients of 10-11 

m2/s, slower than in the bulk. Our results demonstrate the breakdown of continuum mechanisms, 
including the Washburn equation, for capillary filling under conditions of 1D nanoconfinement. 
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6.1 Introduction 
 

Inside so-called single-digit nanopores, or those with a characteristic dimension less than 
10 nm, the governing equations of fluid transport remain largely unknown.1 This knowledge gap 
persists despite the presence and motion of nanoconfined fluids in membranes,2–4 batteries,5 
geologic media, and biological cells.6 The dynamics of capillary filling were described first by 
Washburn,7 giving an eponymous equation where fluid penetration distance in a capillary scales 
with the square root of time. The Washburn-type, continuum picture of nanopore filling is 
accurate at length scales ranging from the millimeter scale down to capillaries with diameters in 
the tens of nanometers.8 Over the last decade, improvements in nanofabrication and synthesis of 
low-dimensional materials have enabled material platforms to study fluid dynamics inside 
single-digit nanometer and even Angstrom-scale capillaries with increasing precision, including 
inside isolated carbon nanotubes9 and two-dimensional van der Waals assemblies.10,11 

 
Carbon nanotubes are model nanofluidic systems. Inside carbon nanotubes, fluids exhibit 

a variety of unusual behavior, including phase boundaries that deviate from bulk phase behavior 
of water12 and so-called slip flow9,13, in which flow rates under an applied hydrodynamic 
pressure exceed predictions from the Hagen-Poiseuille equation by up to several orders of 
magnitude. Secchi et al.9 report large diameter-dependent slip lengths inside isolated carbon 
nanotubes with diameters ranging from 15 nm to 50 nm by use of hydrodynamic tracer particles 
in a fluidic cell, with flow enhancements on the order of 25 inside the narrowest studied CNTs 
and no observed flow enhancement inside boron nitride nanotubes.9 Other groups report ultrafast 
diffusion inside ensembles carbon nanotubes with diameters from 2.3 nm to 8 nm by NMR,14,15 
and non-monotonic changes in flow rates through graphene-based two-dimensional 
nanochannels with heights on the atomic scale,11 but observations inside single, isolated carbon 
nanotubes with diameters less than 10 nm are scarce. 

 
In this paper, we report that filling inside isolated, sub-2 nm carbon nanotubes occurs by 

nucleation and growth of condensed-phase domains in the middle of the nanotube, rather than a 
Washburn-type mechanism starting at an open nanotube end. We demonstrate filling and 
emptying transitions inside numerous carbon nanotubes ranging from 0.90 to 1.66 nm in 
diameter, with filling studied nearly simultaneously at multiple locations along the CNT axis by 
Raman spectroscopy inside 1.46 and 1.66 nm diameter carbon nanotubes. Across this diameter 
regime, diffusion of condensed-phase water is slower than in the bulk, with diffusion coefficients 
on the order of 10-11 m2/s. Kinetic Monte Carlo (KMC) simulations of water nucleation and 
growth allow qualitative fits and estimation of relevant rates in the capillary filling process inside 
1.46 nm and 1.66 nm diameter carbon nanotubes, including the rates of nucleation and diffusion 
of liquid-like and vapor-like domains. 

 

6.2 Results 
 

A schematic of the experimental platform is shown in Figure 6-1a. As in previous 
work,16,17 we grow ultra-long carbon nanotubes by chemical vapor deposition on marked silicon 
substrates. Carbon nanotubes are grown by methane CVD in hydrogen at 970 °C for 45 minutes. 
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CNTs are then cut by a gallium focused ion beam to produce segments of identical diameter and 
lengths between 40 µm and 160 µm. These carbon nanotube segments can be independently 
identified as filled, empty, or partly water-filled. We introduce water to the system in one of 
three ways, as indicated in the schematic in Figure 6-1a. First, droplets of water can be placed 
near the ends of the segment. Second, the sample can be cooled to near the dew point at ambient 
humidity to induce capillary filling. Third, the sample can be immersed in water. Monitoring of 
the fluidic filling state inside the carbon nanotubes is done by Raman spectroscopy, as described 
previously.12,16 The Raman radial breathing mode (RBM), an axisymmetric vibrational mode, 
can be used to determine carbon nanotube diameter and to determine the fluid filling state of the 
system. Carbon nanotube diameter can be determined by RBM position in an empty state. While 
there are numerous relationships between 𝜔ோ஻ெ and d, which depend slightly on sample 
preparation and environment,18 we use the relationship for carbon nanotubes on Si/SiO2 
substrates from Zhang et al.:19 

 

𝜔ோ஻ெ(𝑐𝑚ିଵ) =
ଶଷହ.ଽ

ௗ (௡௠)
+ 5.5           [6.1] 

 
Occasionally, after introduction of fluid, the RBM mode blueshifts and broadens on the 

minute timescale, as shown for a 0.90 nm diameter CNT in Figure 6-1b and a 1.30 nm diameter 
CNT in Figure 6-1c. The shift in Raman RBM peak position and full-width half maximum 
(FWHM) during fluid filling or emptying can be described as varying weights of two 
Lorentizans: a narrow, low-frequency peak corresponding to an empty state with integrated 
intensity 𝐼௘ and a broad, high frequency state with integrated intensity 𝐼௙. We define a filling 
fraction, 𝑞, according to the following expression: 

 

𝑞 =
ூ೑

ூ೐ାூ೑
         [6.2] 

 
This formulation neglects changes in Raman scattering cross-section or electronic resonances 
upon fluid filling. 
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Figure 6-1 | Observation of dynamic changes in fluid filling state inside isolated, susbtrate-
bound carbon nanotubes by Raman spectroscopy. (a) Schematic showing platform 
consisting of isolated, segmented, substrate-bound carbon nanotubes. Water is introduced 
by adding droplets, cooling to the dew point, or immersing the sample. (b) Stacked spectra 
showing a filling transition inside a 0.90 nm diameter CNT by observation of the Raman 
radial breathing mode. (c) Stacked spectra showing a filling transition inside a 1.30 nm 
diameter CNT by observation of the RBM. (d-i) Fluid filling transitions inside isolated 
carbon nanotubes, showing filling fraction, q, versus time for filling (d,g,h,i) and emptying 
(e,f) transitions inside carbon nanotubes with diameters of 0.90 nm, 1.30 nm, 1.35 nm, 1.45 
nm, 1.46 nm, and 1.66 nm. Yellow lines indicate linear fits used to determine filling rate, 
while blue lines indicate error function fits to a diffusion model. (g) Filling and emptying 
rate versus carbon nanotube diameter, as taken from linear fits from panels d-i and others. 
(h) Liquid-like self-diffusion coefficient, D, versus carbon nanotube diameter, as taken from 
error function nfits from panels d-i and others. Across the studied diameter regime, diffusion 
inside carbon nanotubes is slower than in the bulk. 

 
We observe 19 fluid filling and emptying transitions inside carbon nanotubes of six 

diameters (0.90 nm, 1.30 nm, 1.35 nm, 1.45 nm, 1.46 nm, and 1.66 nm). An exemplary data set 
for each of the six diameters, showing four filling transitions and two emptying transitions as 
observed at a single location along the length of the CNT, are shown in Figure 6-1d-i. Observed 
transitions include transitions from fully empty to fully filled states, as well as transitions to and 
from partial filling states for which 0 < 𝑞 < 1. The experimental data showing filling fraction 
versus time can be fit to several different models: a linear fit to determine filling rate, a diffusion 
model to calculate the self-diffusion coefficient of nanoconfined liquid-like water, or an Avrami 
model based on the kinetics of crystallization. First, we consider a simple linear fit to determine 
the filling rate. Linear fits are shown in yellow in Figure 6-1d-i, and these data sets and others 
were used to generate the estimates of filling rate (in min-1) versus diameter for filling and 
emptying transitions as shown in Figure 6-1j. Error bars indicate standard deviations, as 
applicable. 
 

If the density of the liquid-like phase far exceeds the density of the vapor-like phase, then 
the capillary condensation process is necessarily a mass transport process, and the experimental 
data can be fit to diffusion models. Diffusion in highly confined geometries can either be Fickian 
in nature, in which case the mean-squared displacement is proportional to time, or it can be 
anomalous.20 Fick’s second law of diffusion in 1D is as follows: 

 
డ஼

డ௧
= 𝐷

డమ஼

డ௫మ
          [6.3] 

 
with initial condition 𝑞(𝑥, 0) = 0 and boundary conditions 𝑞(0, 𝑡) = 1 and lim

௫→ஶ
𝑞(𝑥, 𝑡) = 0, we 

recover the common expression for diffusion into a semi-infinite slab: 
 

𝑞(𝑥, 𝑡) = 1 − erf ቀ
௫

ଶ√஽௧
ቁ      [6.4] 
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Since the time onset of diffusion is unknown, and may depend on a rare tube opening or 
nucleation event that cannot be directly experimentally observed, we fit the filling profiles to a 
piecewise function: 
 

𝑞(𝑥, 𝑡) = ൝
𝐶                                                                            𝑡 ≤ 𝑡଴

𝐵 ൤1 − 𝑒𝑟𝑓 ൬
஺

ඥ௧ି௧బ
൰൨ + 𝐶                            𝑡 > 𝑡଴ 

  [6.5] 

 
where the diffusion coefficient can be found from 𝐷 = 𝑋ଶ/(4𝐴ଶ), and 𝑋 is the distance from the 
filled location to the location of observation. The distance between the nearest CNT end and the 
location of observation is known in all 19 data sets, but the characteristic length over which 
diffusion occurs is nonetheless difficult to determine. We do not know in all cases if both CNT 
ends are open, or just one, and diffusion could take place from a fully filled region within the 
CNT rather than the bulk water bath at the pore mouth. As such, the diffusive length scale is 
uncertain and estimates of the diffusion coefficient are accurate only to the order of magnitude 
scale, as shown in Figure 6-1k. In the case where the density of the liquid-like phase is 
comparable to the density of the vapor-like phase, then the diffusion model described above is 
not appropriate. In this case, the observed behavior can be best described as a crystallization 
kinetics process and should instead be fit using the Avrami equation in analogy with previous 
work studying polymer phase transitions in nanoconfined geometries.21,22 
 

 
 
Figure 6-2 | Dynamics of water filling inside 1.46 nm diameter carbon nanotubes, 
showing fluid filling by nucleation and growth. (a-c) Filling inside three 160 µm 
segments of 1.46 nm carbon nanotubes, as observed simultaneously by Raman 
spectroscopy upon water immersion. The top segment fills by nucleation and 
growth, with two nucleation events between 400 min and 500 min. The middle 
segment remains filled over the course of the experiment, while the bottom segment 
remains largely empty. (d) Filling by nucleation and growth inside another 160 µm 
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segment, as observed by reducing the temperature to the dew point. (e) Slight partial 
filling by nucleation and growth inside another 160 µm segment, as observed by 
reducing the temperature to the dew point. (f) Plot showing RBM position (𝜔ோ஻ெ) 
versus full-width half maximum (Γோ஻ெ) for the filling experiment in panel d. 
Weighted Lorentzian sums to the two endpoints are fit to a single Lorentzian, as 
shown by the colored curve. (g) Histogram showing frequency of observation of 
empty, partially filled, and filled carbon nanotubes. 
 
To make more conclusive determinations about the dynamics of fluid filling, we develop 

methods to observe fluid filling nearly simultaneously at multiple locations along the axis of 
several 1.46 nm diameter carbon nanotubes (Figure 6-2). These carbon nanotube devices were 
produced by lithographic segmentation of one ultra-long 1.46 diameter carbon nanotube, 
producing separate nanotubes that can fill or empty independently as described previously.16 We 
observe 3 160 µm segments simultaneously at 10 µm pitch. One segment (Figure 6-2a) 
transitions from empty to fluid-filled over the course of the experiment, while another segment 
(Figure 6-2b) remains filled over the course of the experiment and a third (Figure 6-2c) remains 
largely empty over the course of the experiment. Nanotube capillary filling does not follow a 
Washburn-type profile, in which a liquid-like state penetrates inward from an open end of the 
nanotube. Instead, fluid filling occurs by nucleation at two locations at distinct times (440 µm at 
450 min, and 400 µm at 470 min), followed by growth of liquid-like nuclei. Carbon nanotube 
capillary filling by liquid-like nucleation and growth is confirmed by two additional, non-
simultaneous measurements on two different CNT segments on the same sample (Figure 6-2d 
and Figure 6-2e). In Figure 6-2f, we plot the RBM frequency (𝜔ோ஻ெ) versus full-width half 
maximum (Γோ஻ெ) for the data from the filling experiment in Figure 6-2d. The data lie closely 
along a curve separating two states – an empty state and a filled state – and consisting of fits of 
linear sums of the two endpoint Lorentzians to a single Lorentzian. This confirms that the 
observed variation in RBM position and FWHM correspond to linear combinations of an empty 
and a filled state, justifying 𝑞 as an appropriate descriptor of the fluidic state of the nanotube at 
an arbitrary position and time. In this same experiment, fully empty and fully filled CNT 
locations are most frequently observed (Figure 6-2g), but partial filling states are also observed 
with a maximum at 𝑞 = 0.6. 
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Figure 6-3 | Dynamics of water filling inside 1.66 nm diameter carbon nanotubes, 
showing fluid filling by nucleation and growth under conditions of water and air 
immersion. (a) RBM position versus distance along the nanotube axis. CNT 
segments are shown by alternating grey and white shading. (b-d) Fluid filling 
behavior of three 40 µm segments upon immersion in water at time zero. One 
segment remains empty, one segment fills immediately, and one segment fills by 
nucleation and growth after 640 minutes. (e-f) Fluid emptying behavior of two 40 
µm segments upon removal from water at time zero. One segment empties 
immediately, while the other empties and subsequently fills under ambient 
humidity. (g-h) Filling of a single 40 µm segment in ambient humidity air by 
nucleation and growth, with inset in panel h. (i) Plot showing RBM position versus 
full-width half maximum, taken from the data in panel g. Weighted Lorentzian 
sums to the two endpoints are fit to a single Lorentzian, as shown by the colored 
curve. 
 

 Next, we observe dynamics of water filling inside 1.66 nm diameter carbon nanotubes 
(Figure 6-3), with 40 µm long segments that are observed by Raman spectroscopy at 4 µm pitch. 
Under air immersion (Figure 6-3a, blue markers), most segments are empty, but a few segments 
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have already filled under ambient conditions, where segmentation is shown by grey and white 
stripes. Upon water immersion (Figure 6-3b-d, t=0), one segment remains empty (Figure 6-3b), 
one segment fills immediately and remains filled (Figure 6-3c), and one segment remains empty 
until a nucleation event occurs around 640 minutes, leading to complete nanotube filling (Figure 
6-3d). After the dynamic experiment, and still under water immersion, most segments are in a 
high RBM, filled state (Figure 6-3a, orange markers), but some segments do not fill under any 
conditions as a likely result of CNT end obstruction.16 Upon removal from water into ambient air 
(Figure 6-3e-f, t=0), one formerly filled segment empties immediately (Figure 6-3e), while 
another empties non-monotonically before refilling due likely to nucleation of ambient water 
vapor (Figure 6-3f). A subsequent scan along the axis of the CNT in air (Figure 6-3a, yellow 
markers) shows a mix of filled and empty CNT segments. Finally, observation of a single 
segment with high temporal resolution under air immersion (Figure 6-3g, with inset Figure 6-
3h) shows clear filling by nucleation and growth, with time resolution of 10 s and spatial 
resolution of 4 µm. While much of the data is described by a single filling parameter 𝑞 between 
one empty and one filled state (Figure 6-3i), there is a large degree of spread at high filling 
fractions. This may indicate the presence of multiple different fluid phases or configurations12,23 
inside 1.66 nm diameter CNTs that do not exist inside smaller, 1.45 nm diameter CNTs.  
  

Finally, we perform kinetic Monte Carlo (KMC) simulations to compare parameters of 
fluid filling to experimental results. In the KMC simulation (Figure 6-4), we consider a 1D 
carbon nanotube domain containing vacuum, vapor, and liquid, with a diffusing vapor phase and 
a stationary liquid phase. The dynamics of the system depend principally on the diffusion rate of 
vapor and the nucleation rate of vapor to liquid. System dynamics also depend upon two 
probabilities: the entrance probability at the pore mouth,24 and the condensation probability for a 
vapor molecule that is incident on the vapor-liquid interface,25 both of which are assumed to be 
order 1.25 Sample simulation runs and averages over 1000 runs are shown for sample parameter 
values: 𝐷~10ିଵ 𝑚ଶ/𝑠 and 𝑘௡௨௖~10ିସ 𝑠ିଵµ𝑚ିଵ (Figure 6-4a-c), and 𝐷~10ିଵଶ𝑚ଶ/𝑠 and 
𝑘௡௨ ~10ିହ 𝑠ିଵµ𝑚ିଵ  (Figure 6-4d-f). Squared error fit between filling data (Figure 6-2b,d,e) 
and mean KMC filling trajectory is optimized at 𝐷~10ିଵଶ𝑚ଶ/𝑠 and 𝑘௡௨௖~10ିହ 𝑠ିଵµ𝑚ିଵ. At 
faster nucleation rates, nucleation occurs before vapor can diffuse throughout the CNT, leading 
to preferential filling near the pore edge without filling in the middle. This is not observed in 
experiment. As in the experimental data sets where fluid filling was observed at a single location 
(Figure 6-1), water diffusion under nanoconfinement appears slower than in the bulk.  



144 
                                                                                                                              

 
 
Figure 6-4 | Kinetic Monte Carlo (KMC) simulations showing dynamics of 
nucleation and growth inside isolated carbon nanotubes. (a) Sample trajectory of a 
160 µm carbon nanotube segment showing empty, vapor, and liquid domains with 
parameters 𝐷 = 10ିଵଶ𝑚ଶ/𝑠 and 𝑘௡௨௖ = 10ିସ 𝑠ିଵµ𝑚ିଵ. (b-c) The mean and 
standard deviation over 1000 simulations, showing mean filling fraction q as a 
function of position and time, for parameters 𝐷 = 10ିଵଶ𝑚ଶ/𝑠 and 𝑘௡௨௖ =
10ିସ 𝑠ିଵµ𝑚ିଵ. (d) Sample trajectory of a 160 µm carbon nanotube segment 
showing empty, vapor, and liquid domains with parameters 𝐷 = 10ିଵ  𝑚ଶ/𝑠 and 
𝑘௡௨௖ = 10ିହ 𝑠ିଵµ𝑚ିଵ. (e-f) The mean and standard deviation over 1000 
simulations, showing mean filling fraction q as a function of position and time, for 
parameters 𝐷 = 10ିଵ 𝑚ଶ/𝑠 and 𝑘௡௨௖ = 10ିହ 𝑠ିଵµ𝑚ିଵ. 

 

6.3 Discussion 
 
 Previous studies of nanofluidic transport inside isolated single-digit nanopores, and 
particularly inside carbon nanotubes9 and van der Waals assemblies with 2D material spacers,11 
studied flow dynamics under conditions of complete nanopore filling. This study, by contrast, 
addresses the dynamics of nanopore filling and emptying transitions, partly because these 
transitions have been neglected in precision nanopore systems, with few exceptions,10 and partly 
because the spectroscopic techniques that we have developed distinguish between empty and 
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filled carbon nanotubes but do not directly detect fluid or ion flow. While there are substantial 
uncertainties in transport parameters as extracted from these measurements inside isolated, 
substrate-bound CNTs, we show that the diffusion coefficient of water inside carbon nanotubes 
of various diameters from 0.90 nm to 1.66 nm is roughly 10ିଵଵ to 10ିଵଶ𝑚ଶ/𝑠, far less than the 
bulk self-diffusion coefficient of liquid water, 2.3 × 10ିଽ 𝑚ଶ/𝑠 at 25 ℃.  

We conclude that capillary filling under these conditions of extreme nanoconfinement 
does not follow a Washburn-type mechanism, but rather proceeds by nucleation and growth with 
slow diffusion. The lack of unidirectional, Washburn-type filling precludes the calculation of a 
slip flow from capillary filling measurements inside sub-2 nm carbon nanotubes, preventing the 
extension of the CNT slip length results from Secchi et al.9 to still lower diameters. Yet this lack 
of monotonicity, and the unexpected mechanism by which CNTs near the atomic scale fill with 
liquid-like water, even under water immersion, opens substantial new opportunities as well. 
Fluid filling by condensation and growth in CNT and related nanopore systems may be useful 
applications in which phase interfaces and multiphase flows are desired, including membrane 
distillation. 
 

6.4 Methods  
 
Carbon nanotube growth and segmentation. Ultra-long carbon nanotubes were grown on 
marked silicon substrates by chemical vapor deposition as described previously.12,16,17,26 A CNT-
containing catalyst solution (Nano-C APT 25, 0.7 µL) was deposited on a custom-made 9 mm by 
14 mm Si wafer with lithographic marks for localization. CNTs were grown at 970 °C for 45 
minutes in a mixed methane/hydrogen gas feed, then cut into 40 µm segments or 160 µm 
segments by a gallium focused ion beam (FEI Helios 600i). Typical conditions for FIB cutting 
were 30 kV, 9 pA, 5 μs dwell time, and 100 passes. Ultra-pure water (ASTM Type II, Sigma 
Aldrich) was used for water droplet and water immersion experiments. 
 
Raman spectroscopy. A confocal micro-Raman spectrometer (Horiba LabRAM HR Evolution 
with Invictus 100 mW 532 nm laser) was used for Raman spectroscopy. Observation of a single 
carbon nanotube requires resonance between an electronic transition in the carbon nanotube and 
the laser excitation;27,28 the large majority of as-grown CNTs that were not strongly resonant 
were not studied in this analysis. Typical spectrometer settings include a diffraction grating with 
1800 gr/mm, hole 500 μm, and slit 150 μm. The Raman instrument is configured in a 
backscattering geometry, with linear polarization of light along the axis of the nanotube. The 
acquisition time was varied from sample to sample to balance temporal and spatial resolution 
with signal-to-noise ratio. A typical spectrum required acquisition for 2 to 10 s. Dew point 
condensation measurements required the use of a liquid nitrogen cooled microscope temperature 
stage (Linkam Scientific THMS350EV with LNP95). 
 
Data analysis. Raman lineshapes were fit to a single Lorentzian curve: 
 

𝑦 =
ଶ୻ூ/గ

(௫ିఠ)మାସ୻మ
+ 𝐶      [6.6] 

 
with intensity 𝐼 (counts), peak position 𝜔 (cm-1), and full-width half maximum (FWHM) Γ (cm-1), 
and background C. Raman lineshapes were also fit to two-peak Lorentzians: 
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𝑦 =
ଶ୻భூభ/గ

(௫ିఠభ)మାସ୻భ
మ +

ଶ୻మூమ/గ

(௫ିఠమ)మାସ୻మ
మ + 𝐶     [6.7] 

 
with two peak intensities 𝐼ଵ and 𝐼ଶ, peak centers 𝜔ଵ and 𝜔ଶ, and FWHMs Γଵ and Γଶ in the empty 
state (1) and filled state (2). The filling fraction, q, was calculated from the magnitude of 𝐼ଵ and 
𝐼ଶ as described in the main text. Data analysis, KMC simulations, and optimization were 
performed in Matlab, with optimization to non-linear error function fits using fmincon. 
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7. A Virucidal Face Mask Based on the 
Reverse-flow Reactor Concept 

 
This chapter has been adapted from “A Virucidal Face Mask Based on the Reverse-flow Reactor 
Concept for Thermal Inactivation of SARS-CoV-2,” by Samuel Faucher, Daniel James 
Lundberg, Xinyao Anna Liang, Xiaojia Jin, Rosalie Phillips, Dorsa Parviz, Jacopo Buongiorno, 
and Michael S. Strano, AIChE J. 2021, 67 (6), 1–15. https://doi.org/10.1002/aic.17250. 
 

Abstract 
 
While facial coverings reduce the spread of SARS-CoV-2 by viral filtration, masks capable of 
viral inactivation by heating can provide a complementary method to limit transmission. Inspired 
by reverse-flow chemical reactors, we introduce a new virucidal face mask concept driven by the 
oscillatory flow of human breath. The governing heat and mass transport equations are solved to 
evaluate virus and CO2 transport.  Given limits imposed by the kinetics of SARS-CoV-2 thermal 
inactivation, human breath, safety, and comfort, heated masks may inactivate SARS-CoV-2 to 
medical-grade sterility. We detail one design, with a volume of 300 mL at 90 °C, that achieves a 
3-log reduction in viral load with minimal impedance within the mask mesh, with partition 
coefficient around 2. This is the first quantitative analysis of virucidal thermal inactivation within 
a protective face mask, and addresses a pressing need for new approaches for personal protective 
equipment during a global pandemic. 
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7.1 Introduction 
 
Face masks reduce the rate of person-to-person transmission of coronaviruses, influenza, 

and other respiratory viruses from breath and coughing.1–3 During the COVID-19 pandemic, 
widespread adoption of effective masks has led to improved health outcomes around the world.1,4 
Face masks, however, are not uniformly effective in preventing person-to-person viral spread, 
and availability during the COVID-19 pandemic has often been limited.3 An overwhelming 
majority of masks that have been employed during the pandemic, including N95 respirators, 
reduce viral transport by mechanical filtration at ambient temperature.5  In contrast, there has 
been a dearth of versions designed around thermal viral inactivation and sterilization of air flow.   

 
As an engineering problem, the cyclic reversal of air flow associated with human 

inhalation and exhalation enables a particular chemical reactor design: the reverse-flow reactor. 
A reverse-flow reactor6–9 periodically reverses the direction of the convective feed through a 
one-dimensional reactor, typically a packed bed, to propagate a reactive zone over lengths that 
exceed the physical dimensions of the reactor. After the first patent filing by Frederick Cottrell in 
1935,10 reverse-flow reactors have been used industrially for nearly a half century and are well-
studied.6,8,11,12 This type of reactor offers several advantages when compared to unidirectional 
packed bed reactors. Depending on the frequency of flow direction switching, the reaction zone 
for an exothermic reaction can extend beyond the physical limits of the reactor in both directions, 
increasing conversion, reducing the need for heat exchange, limiting reactor fouling,6 and 
improving stability to fluctuating inputs.11 Coupling between heat and momentum transfer results 
in several periodic steady states.12 While canonical reverse-flow reactors involve exothermic 
reactions, reverse-flow reactor designs can be applied to endothermic and mixed endothermic-
exothermic systems as well.12 In the case of a heated mask, the reaction (i.e. thermal inactivation 
of SARS-CoV-2) is not appreciably endothermic or exothermic, decoupling the temperature 
profile from the extent of reaction. In a strict sense, this eliminates some of the advantages of a 
reverse-flow reactor design. The reverse-flow concept in a virucidal mask, however, is imposed 
by the oscillations of human breath, not consciously selected by the engineer. Concepts taken 
from reverse-flow reactors, particularly the idea of distinct operating regimes delineated by 
bifurcation variables,7 can be applied to a heated mask and yield insight to its design. 
  

A heated mask to inactivate SARS-CoV-2 represents a new concept for personal 
protective equipment to address a critical and timely challenge. Thermal inactivation in a non-
mask context has been widely discussed as a way to sterilize surfaces and objects to prevent 
transmission of the coronavirus.13–15 Air circulation and heating of rooms and buildings has been 
proposed to reduce spread of SARS-CoV-2 in air as well.16 With respect to masks, mechanical 
filtration is the main mechanism of pathogen impedance to date. N95 respirators and other 
mechanical filtration masks operate by interception, inertial impaction, and diffusion of particles, 
resulting in rejection of a majority of particles with sizes from the sub-micron scale to micron 
scale.5 While N95 respirators are recommended for use in health care environments,17 they are 
designed for single use and widespread adoption by non-healthcare workers can lead to 
shorages.18  Reusable masks, such as cloth masks, offer substantial social benefit but may not 
offer adequate levels of protection from coronavirus in all circumstances,19 while efforts to reuse 
masks (like N95 respirators) that are designed for single use may also reduce filtration 
efficiency.20–22  Mask shortages, the generation of waste from single-use facemasks, and the 
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spread of the COVID-19 pandemic to regions of the world with weaker healthcare infrastructure 
present an urgent need to reconsider designs and concepts for protective face masks.3,23 In 
response, we propose a mask that blocks SARS-CoV-2 by thermal inactivation rather than 
mechanical filtration. Such masks have not been analyzed before in detail, making this the first 
quantitative analysis of the temperatures, volumes, and materials that could be used for thermal 
inactivation of a pathogen in a protective face mask. 

 
In this work, we present a concept for a reusable facemask which contains a heated, 

porous mesh to thermally inactivate SARS-CoV-2. We formulate coupled mass and energy 
balances across a mask to create a design space that maps the operating temperature, mask 
volume, and air flow to viral load reduction and CO2 accumulation.  We analyze the wearable 
heated mask as a thermochemical reverse-flow reactor, and explore its design given three key 
model inputs: (1) oscillatory breath flow, (2) first-order thermal inactivation of SARS-CoV-2, 
and (3) a maximum allowable pressure drop. We propose a 300 mL mask that operates at a 
temperature of 90 °C, containing a copper mesh with an approximate mesh diameter of 0.1 mm. 
We show that this mask design can achieve a 3-log reduction in virus concentration with 
moderate viral impedance, in which virus particles travel one-third as fast as air inside the mask, 
or a 6-log reduction in virus concentration with higher viral impedance. By considering 
adsorption and desorption mechanisms and setting an overall pressure drop constraint, we 
determine that these partition coefficients can likely be achieved. These results show that a 
heated face mask is a promising, new design to reduce person-to-person spread of SARS-CoV-2, 
and will inform future prototyping and more detailed 3D modelling of pathogen thermal 
inactivation in heated face masks. 

 

7.2 Problem Statement 
 

A heated mask for thermal inactivation of SARS-CoV-2 contains a well-specified interior 
volume with a porous mesh, insulating outer layer, inlets to the bulk, and outlets to the nose and 
mouth, as shown in Figure 7-1a-b. This can be conceptualized as a 1D domain of length L, as 
shown in Figure 7-1c-d. The mask design is bounded by several constraints, including the 
volume and period of human breath, coronavirus inactivation kinetics, and a maximum pressure 
drop for safety and comfort. Within this design space, the optimal face mask is compact, 
achieves high viral inactivation, allows CO2 exhalation, operates within a safe temperature range, 
and can be battery-powered for an extended time. These performance metrics, particularly the 
log reduction in viral concentration, depend on the mask volume, temperature, and a partition 
coefficient 𝐾௣. Five aspects of problem formulation – human breath, SARS-CoV-2 thermal 
inactivation, mass transfer, heat transfer, and viral impedance – are discussed below. 
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Figure 7-1 | Heated mask design and problem formulation. (a) CAD drawing of a 0.3 L 
mask. The final proposed design is a mask with a volume of 0.3 L at an operating temperature 
of 90 °C, which can cause thermal inactivation of SARS-CoV-2 and operate comfortably 
with insulation and cooling. (b) A second CAD drawing of a 0.3 L mask, showing a porous 
0.6 mm diameter copper mesh interior, 0.3 cm thick neoprene insulation, two inlets for air 
on the sides of the mask, and one outlet to the nose and mouth. (c) The interior of the mask 
can be modelled as a 1D domain extending from bulk air at  𝑥 = 0 to the nose and mouth at 
𝑥 = 𝑥௠௔௫. The mask length, cross-sectional area, and aspect ratio are defined. Temperature, 
virus concentration, and CO2 concentration vary with position and time within the domain. 
Neumann and Danckwerts boundary conditions are enforced at 𝑥 = 0 and 𝑥 = 𝐿, and switch 
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with inhalation and exhalation. (d) CAD drawing showing the 1D coordinate system and 
dimensions superimposed on the 3D mask.  
(e) Sinusoidal approximation of human breath waveform, with a period of 5 seconds and a 
tidal volume of 0.5 L.  (f) Thermal inactivation of SARS-CoV-2 follows first order kinetics, 
with a linear relationship between the natural log of the rate constant, ln k, and inverse 
temperature, 1/T. Data reproduced from Chin et al.27  (g) Thermal inactivation of SARS-
CoV-2 is well-characterized, with first-order rate parameters following a Meyer-Neldel rule 
in agreement with other coronaviruses like the first Severe Acute Respiratory Syndrome 
coronavirus (SARS-CoV-1), Middle East Respiratory Syndrome (MERS-CoV), 
Transmissible Gastroenteritis Virus (TGEV), Mouse Hepatitis Virus (MHV), and Porcine 
Epidemic Diarrhea Virus (PEDV). Data reproduced from Yap et al.28 

 
 
Human Breath: The oscillations of human breath impose a periodically reversing flow 

through the mask, in analogy with a reverse-flow reactor. The tidal volume, which is the volume 
of air displaced between inhalation and exhalation, is assumed to be 0.5 L,24 while the period is 
assumed to be 5 seconds.24 To ensure comfort, the pressure drop is held below 60 Pa L-1 s-1 at 
maximum flow, which represents the threshold for detection of inspiratory resistance.25 The 
velocity within the mask, 𝑈(𝑡), is assumed to be sinusoidal:26  

 

𝑈(𝑡) = 𝑈௠௔௫ ⋅ sin ቀ
ଶగ௧

ఛ
ቁ              [7.1] 

 
Where 𝑈௠௔௫ is the maximum velocity and τ is the period. The assumed breath waveform is 
shown in Figure 7-1e. Positive velocities represent inhalation, and negative velocities represent 
exhalation. 
 

Thermal Inactivation of SARS-CoV-2: The thermal inactivation of a virus, including 
SARS-CoV-2, follows well-characterized kinetics. It can be conceptualized as a first-order 
chemical reaction with a rate that varies with temperature as shown below: 
𝑟 = −𝑘(𝑇)𝐶  [7.2] 
where r is the reaction rate, 𝑘 is the first-order rate constant for thermal inactivation, and C is 
viral concentration. The rate of thermal inactivation of SARS-CoV-2 was fit following an 
Arrhenius relationship of the following form:  
 

ln(𝑘) = −
ாೌ

ோ்
+ ln (𝐴)         [7.3] 

 
where 𝑘 is the first-order rate constant for thermal inactivation, 𝐸௔ is the activation energy for 
inactivation, 𝑅 the gas constant, 𝑇 the temperature, and 𝐴 the frequency factor. We fit 
experimental data obtained from Chin et al.27 for SARS-CoV-2, as shown in Figure 7-1f, to find 
an activation energy of 132.6 kJ mol-1 and a natural log of the frequency factor, ln (𝐴), of 47.4. 
The correlation between the two fit parameters, 𝐸௔ and ln (𝐴), follows a Meyer-Neldel rule that 
is suggestive of protein denaturation at high temperatures,28 and is in agreement with the kinetics 
of thermal inactivation of a broad range of other coronaviruses, including the first Severe Acute 
Respiratory Syndrome coronavirus (SARS-CoV-1), Middle East Respiratory Syndrome (MERS-
CoV), Transmissible Gastroenteritis Virus (TGEV), Mouse Hepatitis Virus (MHV), and Porcine 
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Epidemic Diarrhea Virus (PEDV), as reported by Yap et al28 and plotted in Figure 7-1g. While 
experimental data for thermal inactivation of SARS-CoV-2 extends only from room temperature 
to 70 °C, data and model predictions for several coronaviruses collected by Jiang et al.29 extend 
to temperatures of 120 °C and justify the kinetics assumed in this analysis, as shown in Figure 7-
S1. 

 
Mass Transfer: A 1D reaction-convection-diffusion model was used to analyze the 

concentration of virus and carbon dioxide inside a domain which extends through a mask from 
the mouth to bulk air. The governing equation for this system is as follows:30 

 
డ஼(௫,௧)

డ௧
= −𝑈(𝑡)

డ஼(௫,௧)

డ௫
+ 𝐷௘

డమ஼(௫,௧)

డ௫మ
+ 𝑟(𝐶, 𝑥, 𝑡)         [7.4] 

 
where x is position, t is time, and De is the dispersion coefficient.  

 
The dispersion coefficient for the virus traveling within the mask is estimated as 5×105 

m2/s, taken from experimental evaluations of dispersion resulting from fluid flow through a 
mesh-screen packed column.31 Virus concentration in exhaled breath is assumed to be zero, 
while virus concentration in the bulk is set to an arbitrary value C0. During inhalation, Neumann 
boundary conditions are applied at the mouth and Danckwerts boundary conditions at the mask 
edge; these conditions are switched for exhalation.32,33 Partial differential equations within the 
1D mask domain were solved in MATLAB using function pdepe to obtain profiles of virus 
concentration, CO2 concentration, and temperature during inhalation and exhalation.  

 
Heat Transfer: The temperature distribution is governed by a similar equation to that of 

the concentration profiles. The temperature and concentration PDEs are not coupled: the 
temperature profile determines the concentration profiles, but the concentration profiles do not 
affect the temperature profile due to the negligible heat of reaction. The mask is assumed to 
contain a porous copper mesh which is heated by Joule heating, causing thermal inactivation of 
virus as well as slowing viral transport. Rapid thermal equilibrium between the mesh packing 
and air is assumed, while radiative heat transfer, work done by pressure changes, and viscous 
dissipation are ignored.34 Validation of thermal equilibrium approximation is included in the 
supplementary section. Under these simplifications, the governing equation for the thermal 
distribution within a mask containing solid and fluid phases is as follows:  

 

(𝜌𝑐)௠
డ்

డ௧
+ ൫𝜌𝑐௣൯

௙
𝜑𝑈଴

డ்

డ௫
= 𝑘௠

డమ்

డ௫మ
+ 𝑞 −

௛೐೑೑௉೘(்ି்ೌ೘್)

஺೎
   [7.5] 

 
(𝜌𝑐)௠ = (1 − 𝜑)(𝜌𝑐)௦ + 𝜑(𝜌𝑐௩)௙    [7.6] 

 
𝑘௠ = (1 − 𝜑)𝑘௦ + 𝜑𝑘௙       [7.7] 

 

𝑞 =
ௐ

஺೎∗௅
        [7.8] 

 
ଵ

௛೐೑೑
=

ଵ

௛೑
+

௅೔೙ೞ

௞೔೙ೞ
              [7.9] 
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The subscripts s and f refer to a solid phase (i.e. copper mesh) and a fluid phase (i.e. 
virus-laden air), respectively. 𝑐 is the specific heat of copper and is taken as 400 W mK-1, 𝑐௣ is 
the specific heat at constant pressure of the fluid and is taken as 1020 J kg-1 K-1, 𝑈଴ is the 
superficial velocity of the fluid, 𝑘௠ is the effective thermal conductivity, q is the heat production 
per unit volume, 𝑊 is the imposed electric power, 𝐴௖ is the mask flow area, 𝐿 is the length of the 
mask, 𝑃௠ is the perimeter, 𝑇௔௠௕ is the ambient temperature taken as  20 °C, ℎ௘௙௙ is the effective 
heat transfer coefficient, ℎ௙ is the free convection heat transfer coefficient for air on the outside 
surface of the mask and is taken as 2 W m-2 K-1, and 𝐿௜௡௦ and 𝑘௜௡௦ are the thickness and thermal 
conductivity of insulator material, which we assume for sake of comparison is neoprene and 0.3 
cm thick. The porosity of the mesh, 𝜑, is taken as a constant 0.9. During inhalation, the outflow 
Neumann boundary condition is applied at the mouth and the Danckwerts boundary condition at 
the mask edge.32,33 During exhalation, the boundary conditions are flipped:  

 

𝑘௠
ௗ்(௫ୀ଴,௧೔೙೓)

ௗ௫
𝐴௙ = 𝑚̇𝐶௣(𝑇|௫ୀ଴ − 𝑇௔௠௕), 𝑚̇ > 0   [7.10] 

 

−𝑘௠
ௗ்(௫ୀ௔,௧೔೙ )

ௗ௫
= 0     [7.11] 

 

𝑘௠
ௗ்(௫ୀ௔,௧೐ೣ೓)

ௗ௫
𝐴௙ = 𝑚̇𝐶௣൫𝑇|௫ୀ௔ − 𝑇௕௢ௗ௬൯, 𝑚̇ < 0   [7.12] 

 

−𝑘௠
ௗ்(௫ୀ଴,௧೐ೣ )

ௗ௫
= 0     [7.13] 

 
Physically speaking, heat transferred at the outer surface of the mask preheats the cold air 

that enters the mask when inhaling (Equation 10) when exhaling, air that is breathed out also 
heats up due to the heat transfer at the mask-mouth interface (Equation 12). The temperature of 
the air entering the mask is taken to be 20 °C, and the temperature of the exhaled air is taken to 
be 37 °C.  

 
Viral Impedance: Virus in the mask is subject to thermal inactivation, but it is also 

impeded by the porous mesh as in other masks that operate purely by filtration. Numerous 
mathematical models have been developed to predict the particle transport and retention in 
porous media, using either macroscopic or microscopic approaches.35,36 Macroscopic methods 
use the particle transport equation in a continuous media: 

 

𝜑
డ஼

డ௧
+

డ(௎஼)

డ௫
= −𝛬𝑈𝐶       [7.14] 

 
in which 𝛬 is the filtration coefficient, which is related to many parameters including pore 
structure, particle size distribution, and the particle-surface interactions that govern the particle 
adsorption and release on/from the surface. Theoretical calculation of 𝛬 is very difficult, so its 
value is usually determined experimentally.37–39 

 
On the other hand, microscopic approaches investigate the particle retention at pore scale, 

using direct models such as CFD-DEM6 or, more recently, pore network modeling.40–43 Pore 
network modelling starts with force balances on a single particle, accounting for hydrodynamic 
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drag, body force, electrostatic, van der Waals, and inertial force and relating the particle velocity 
to fluid velocity: 

 

𝑈௣ = 𝑈 −
ଵ

଺గఓோ
(𝐹஻ + 𝐹ா +  𝐹௏)                [7.15] 

 
in which 𝑈௣ is the particle velocity, 𝐹஻ is body force, 𝐹ா is the electrostatic force and 𝐹௏ is the 
van der Waals force. Estimates for each force term can be determined from particle and surface 
potentials. In addition to advection, the Brownian diffusion of virus must also be included in its 
microscopic transport formulation. Additionally, particle retention in the porous mesh occurs via 
particle adsorption and binding to the mesh. Each of these steps may be explained by a 
combination of phenomena including gravitation sedimentation, Brownian motion, and surface 
forces. Eventually, these single-particle equations must be applied to an interconnected network 
of pores and throats.44 In the absence of an experimentally measured filtration coefficient and 
other parameters for SARS-CoV-2 and to avoid the complicated pore network modeling, a 
simple model relating the virus velocity to bulk air velocity must be used. We introduce a simple 
model of viral impedance within the mask, where the virus is subject to slowing according to a 
partition coefficient 𝐾௣ as shown below: 
 

𝑈௩௜௥ =
௎

ଵା௄೛
         [7.16] 

 
In this case, 𝑈௩௜௥ is the effective virus velocity and 𝑈 is the bulk air velocity. Viral impedance 
occurs because virus particles adsorb to the copper mesh and desorb from the copper mesh in 
two first-order processes. The partition coefficient 𝐾௣ can be defined as the ratio of these two 
rates: 
 

𝐾௣ =
௞ೌ೏ೞ

௞೏೐ೞ
        [7.17] 

 
where 𝑘௔ௗ௦ is the virus adsorption rate constant, while 𝑘ௗ௘௦ is the virus desorption rate constant. 
Mask performance metrics, including viral inactivation and CO2 concentration, can be calculated 
as a function of mask volume, mean temperature, and partition coefficient 𝐾௣. 
 

7.3 Results and Discussion 
 

7.3.1 Mask Design 
 

Equation 4 and Equation 5, which govern temperature, virus concentration, and CO2 
concentration within the mask as function of position and time, were solved in Matlab using 
function pdepe. Time-variant virus, CO2, and temperature profiles for a 300 mL mask operating 
at a mean temperature of 90 °C are shown in Figure 7-2, with inhalation in Figure 7-2a-c and 
exhalation in Figure 7-2d-f. Boundary conditions, as described above, fix the virus and CO2 
concentrations at the mask-bulk air interface (𝑥 = 0) and mask-mouth interface (𝑥 = 𝐿) during 
inhalation and exhalation, in accordance with the coordinate system presented in Figure 7-1c. 
The CO2 concentration of exhalation was fixed at the mask-mouth interface at 3.8%, while the 
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CO2 concentration in bulk air is essentially zero. During inhalation, in Figure 7-2a, virus is 
inhaled but does not reach the mask-mouth interface due to viral impedance and thermal 
inactivation. A large majority of non-inactivated virus is exhaled, as shown in Figure 7-2d. CO2, 
by contrast, is transported faster and is not subject to thermal inactivation. Air with near-zero 
CO2 concentration is inhaled in Figure 7-2b, while air with high CO2 concentration is exhaled in 
Figure 7-2e and transported across the mask to the bulk. For this design, a mean temperature of 
80 °C, as shown in Figure 7-2c and Figure 7-2f, is achieved with a power input of 18.89 W. 
Concentration and temperature profiles for candidate designs with different volumes and 
temperatures are similar to the profiles shown. 

 

 
 

Figure 7-2 | Viral concentration, CO2 concentration, and temperature vary with position and 
time during a single 5 s cycle of inhalation (a,b,c) and exhalation (d,e,f) in the 1D mask 
model. The mask extends from bulk air (𝑥 = 0) to the mouth (𝑥 = 1). In this case, the mask 
volume is 0.3 L, the aspect ratio is 3, the partition coefficient (Kp) is 2, and the power is 
18.89 W, generating a mean temperature of 90 °C. (a) During inhalation, virus is impeded 
and inactivated, and is generally not transported from the bulk to the mouth. (b) During 
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inhalation, low-CO2 concentration air is inhaled. (c) The mean temperature during inhalation 
is 90 °C, with slight variations. (d) During exhalation, active virus in the mask is generally 
transported back to the bulk. (e) During exhalation, CO2 is transported from the mouth 
through the mask. (f) The mean temperature during exhalation is 90 °C, with slight 
variations. 

 
Power requirements, average inhaled CO2 concentration, and log viral inactivation are 

shown in Figure 7-3 for masks ranging from 0.1 L to 1 L in volume, operating temperatures 
ranging from 40 °C to 140 °C, and 𝐾௣ ranging from 0 to 10. Power requirements range from 3.79 
W for a 0.1 L mask at 40 °C to 52.96 W for a 1 L mask at 140 °C. CO2 concentration, as 
expected, does not vary with temperature, but varies strongly with mask volume. Given the poor 
mixing in the mask, the mask volume must be less than the human tidal volume (500 mL) in 
order to achieve a non-hazardous CO2 concentration.45 By comparing log10 viral reduction at low 
temperature to that at high temperature in Figure 7-3, the effect of thermal inactivation can be 
distinguished from the effect of filtration. This is shown explicitly in supplemental Figure 7-S2, 
which calculates the ratio of log10 viral reduction versus that at low temperature, as a function of 
mask temperature and volume. Thermal inactivation has an appreciable effect on SARS-CoV-2 
transport at temperatures above 80 °C. 
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Figure 7-3. (a) Required power at steady state as a function of mask volume and operating 
temperature. Power requirements range from 3.79 W for a 0.1 L mask at 40 °C to 52.96 W 
for a 1 L mask at 140 °C. (b) Inhaled CO2 concentration, averaged over a breath cycle. CO2 
concentration increases with increasing mask volume but is invariant with operating 
temperature. (c-f) log10 viral inactivation as a function of mask volume and mean operating 
temperature. Results are plotted for several values of the partition coefficient, Kp, which 
captures impedance of virus in the porous mask mesh, with Kp=0 indicating that virus is 
transported with the same velocity as air in the mask, while Kp≫1 indicates substantial 
slowing of viral particles relative to air. 

 
Performance of heated masks in achieving specified log reductions in SARS-CoV-2 is 

presented in Figure 7-4. The required operating temperature to induce a specified viral load 
inactivation is plotted as a function of mask volume for a range of values of the partition 
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coefficient 𝐾௣. Two thresholds for viral inactivation are shown: a 3-log, or thousand-fold, 
reduction in inhaled viral concentration, and a 6-log, or million-fold, reduction in inhaled viral 
concentration. In general, 6-log reduction is the standard for sterilization.46 In all cases, the mask 
aspect ratio – defined as the ratio of mask length to the geometric mean of cross-sectional 
dimensions – was set to 3.  

 

Figure 7-4. (a) Mask volume and operating temperature that are required to achieve 3-log 
reduction in SARS-CoV-2 concentration through a heated mask. Results are plotted as a 
function of a partition coefficient, Kp, which captures impedance of virus in the porous mask 
mesh, with 𝐾௣ = 0 indicating that virus is transported with the same velocity as air in the 
mask, while 𝐾௣ ≫ 1 indicates substantial slowing of viral particles relative to air. A 3-log 
reduction in inhaled virus can be achieved in masks with volumes less than 0.4 L at 
temperatures below 100 °C if there is slight viral impedance in the mask (𝐾௣ > 1). (b) Mask 
volume and operating temperature that are required to achieve 6-log reduction, or 
sterilization, of SARS-CoV-2 concentration through a heated mask. A 6-log reduction in 
inhaled virus can be achieved in masks with volumes less than 0.4 L at temperatures below 
100 °C with moderate viral impedance in the mask (𝐾௣ > 2). 

 
 
A 3-log viral reduction can be achieved in a compact mask (<0.5 L) at a reasonable 

operating temperature (<100 °C) if viral transport is impeded moderately in the mask (𝐾௣ > 1), 
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as shown in Figure 7-4a. A 6-log viral reduction can be achieved within the same volume and 
temperature constraints with slightly higher virus impedance in the mask (𝐾௣ > 2), as shown in 
Figure 7-4b. Without viral impedance, where 𝐾௣ = 0, temperatures exceeding 100 °C or 
volumes approaching 1 L are required to achieve 3-log viral reduction, while temperatures 
exceeding 100 °C and volumes exceeding 1 L are required to achieve 6-log viral reduction. The 
case of no viral impedance represents a worst-case scenario for mask function, as any reasonable 
mesh design would combine thermal inactivation with filtration and particle impedance to some 
degree. 

 
Two regimes are apparent in Figure 7-4: At low temperatures, below 90 °C, viral 

reduction is due largely to viral impedance. Vertical lines in this range show that there is little 
temperature dependence, with large differences in required volume for different levels of 𝐾௣. By 
contrast, at high temperatures above 90 °C, viral reduction is due largely or entirely to thermal 
inactivation. The inflection and flattening of curves in this range show that the degree of viral 
reduction is substantially temperature dependent above 90 °C but decreasingly dependent on 
viral impedance, with only minor differences in required volume for different levels of 𝐾௣. At 
high temperatures, the virus is thermally inactivated so rapidly that viral reduction obtained for 
lower and higher values of 𝐾௣ become nearly identical. While this is extremely promising for 
viral inactivation, operating at temperatures above 100 °C presents issues for power requirements 
and human safety. In general, the presence of these two regions and the transition between them 
suggests a tradeoff between heated mask volume and heated mask temperature. A small, hot 
mask can achieve a similar level of viral inactivation as a larger, cooler mask. The secondary 
tradeoff, however, is in CO2 levels and user comfort; a small mask allows for lower CO2 levels 
during inhalation, while a large mask can be operated at a milder temperature. 

 
The optimal mask design is located at the knee of the curves in Figure 7-4a-b. This 

volume and temperature will make maximum use of both thermal inactivation and traditional 
filtration to reduce viral transport and ensure safety for the mask wearer and those around them. 
The mask volume also determines the CO2 concentration: a mask volume below the tidal volume 
of 500 mL is necessary to allow sufficient CO2 transport for comfortable breathing. Based on 
these criteria, we choose a mask volume of 300 mL and an operating temperature of 90 °C. 
Renderings of a 300 mL mask, showing a porous copper mesh interior, 0.3 cm thick neoprene 
insulation, two air inlets on the sides of the mask, and an outlet to the nose and mouth, are shown 
in Figure 7-1a and Figure 7-1b. The neoprene insulation constitutes most of the mask mass of 
350 g without batteries, for a total mass of 600 g with batteries. Full details of the proposed 
design are compiled in Table 7-1. 

 

7.3.2 Mask Performance Regimes 
 

In analogy with reverse-flow chemical reactors,9 the mask design space can be split into 
distinct regimes with qualitative differences in performance, as shown in Figure 7-5. 
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Figure 7-5. In analogy with reverse-flow chemical reactors, behavior of a heated mask can 
be split into different regimes depending on dispersion number Di and reduced volume 𝑉෠ . 
(a) The low Di, high 𝑉෠  limit (“plastic bag limit”) does not allow virus to reach the mouth but 
does not provide adequate ventilation. (b) The low Di, low 𝑉෠  limit (“straw limit”) provides 
ventilation but may allow viral inhalation depending on the viral inactivation rate. This is 
the most promising regime. (c) The large, well-mixed limit.  Virus and CO2 are well-mixed 
within the mask volume regardless of volume. (d) The small, well-mixed limit. At high Di, 
there is no bifurcation at 𝑉෡ = 1, so the small, well-mixed limit displays qualitatively similar 
behavior to the large, well-mixed limit, with temporal fluctuations in virus and CO2 
concentration during the breath cycle but near-zero spatial concentration gradients. 

 
The four regimes are characterized by two dimensionless groups: the dispersion number (Di) and 
the reduced volume (𝑉෠ ). The reduced volume 𝑉෠  is the ratio of mask volume to breath tidal 
volume; in the case of a reverse-flow reactor, this is the ratio of the residence time to the 
switching time: 

 

𝑉෠ =
௏೘ೌೞೖ

௏೅
        [7.18] 

 
The dispersion number captures dispersion of reactants in a reactor. A reactor with 𝐷𝑖 ≫ 1  will 
behave as a stirred-tank reactor, while a reactor with 𝐷𝑖 ≪ 1 will behave as a plug-flow reactor: 
 

𝐷𝑖 =
஽೐

௎௅
       [7.19] 

 
In this case, the 𝑫𝒊 ≪ 𝟏   𝑽෡ > 𝟏 limit, as shown in Figure 7-5a, has a large mask volume 

and is poorly mixed. While this means that the virus is not transported from the bulk to the 
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mouth, it also does not allow transport of CO2 out. We can call this the plastic bag limit, and it is 
not suitable for a protective facemask. There is a sharp bifurcation at 𝑽෡ = 𝟏, beyond which is the 
𝑫𝒊 ≪ 𝟏  𝑽෡ < 𝟏 regime, as shown in Figure 7-5b. In this regime, the mask volume is small but 
poorly mixed, leading to near-complete transport of CO2 out of the mask at the end of exhalation. 
This straw limit is promising for a heated mask, provided that thermal inactivation of virus is 
suitably fast. In the well-mixed limit, with 𝑫𝒊 ≫ 𝟏, there is no strong qualitative difference at 
𝑽෡ = 𝟏. These cases are shown in Figure 7-5c and Figure 7-5d. In both a small mask (Figure 7-
5c) and large mask (Figure 7-5d), the high level of mixing means that there are virtually no 
spatial gradients in virus and CO2 concentration, but there are strong temporal gradients during 
the breath cycle. In these cases, virus concentration is maximized after inhalation, while CO2 
concentration is maximized after exhalation.  
 

Given the flow rate of human breath and dispersion coefficients of air in porous media, 
the dispersion number in the proposed mask designs is likely to be small regardless of the exact 
mask volume and operating temperature, so the well-mixed cases with 𝑫𝒊 ≫ 𝟏 are not 
immediately physically relevant. Nonetheless, it is important to compare the problem of heated 
mask design problem to these regimes of reverse-flow reactor transport. In a general sense, we 
can see that the ideal heated mask would impede virus transport but not CO2 transport, 
combining filtration and thermal inactivation to act in the “plastic bag” limit toward virus 
particles but the “straw” limit toward exhaled CO2. 

 

7.3.3 Pressure Drop and Viral Impedance  
 

The success of the proposed mask in inactivating SARS-CoV-2 relies on achieving viral 
impedance, as captured by 𝐾௣, without exceeding a maximum pressure drop. The structure and 
solidity of the mask mesh are critically important for both criteria. Specifically, the pressure drop 
constraint specifies a minimum mesh size for a given mask volume, while the mesh size dictates 
the expected viral impedance value, 𝐾௣. As shown in Figure 7-6a-b, our analysis suggests that in 
a 300 mL mask with a solidity of 0.1 and a copper mesh with diameter 0.1 mm will likely be able 
to achieve a viral impedance value of 𝐾௣ = 2. This supports the conclusion that our proposed 
mask, with a size of 300 mL at an operating temperature of 90 °C, will be able to cause a 3-log 
reduction in viral concentration. 
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Figure 7-6. (a) Minimum allowable mesh diameter as a function of mask volume and cross-
sectional area. The threshold mesh diameter induces a pressure drop of 60 Pa L-1 s-1 at the 
maximum breath flow rate of 0.4 liters per second. Mesh solidity is set to 0.1, with wire 
spacing equal to 3.2 times the wire diameter. Coarser meshes are required in larger masks to 
obey the pressure drop constraint, while meshes with higher cross-sectional area (and lower 
aspect ratio) can tolerate finer meshes without exceeding the maximum pressure drop. For 
the final design case, with a volume of 300 mL and a cross-sectional area of 50 cm2, a mesh 
size of 0.1 mm is ideal. (b) Maximum achievable partition coefficient, 𝐾௣, as a function of 
mask volume and cross-sectional area. The partition coefficient is calculated as the ratio of 
the adsorption rate to the desorption rate, where 𝑘௔ௗ௦ is calculated from fiber efficiencies 
while a conservative value of 𝑘ௗ௘௦ = 1 𝑠ିଵis assumed. It is likely that a mask with a volume 
of 300 mL and an aspect ratio of 3 can achieve a 𝐾௣ of 2, allowing for 3-log reduction in 
SARS-CoV-2 transport. (c) Energy requirement of 300 mL mask versus average 
temperature. The energy requirement for a given amount of time is compared against the 
total power supply of standard commercial batteries that have the following power capacities 
and weights54: AAA, 1.87 W hr and 12 grams; AA, 3.9 W hr and 24 grams; C, 12.3 W hr 
and 65 grams; D, 31.5 W hr and 135 grams; and J, 540 W hr and 272 grams.  
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With respect to pressure drop, we set an upper bound of 60 Pa L-1 s-1 at maximum flow, a 
conservative lower threshold for noticeable inspiratory resistance.47,48 We take the interior of the 
mask to be filled with a mesh composed of stacked screens of cross-woven fibers. The mesh is 
defined by two variables – the fiber diameter, 𝑑௪,and fiber spacing, 𝑠௪ – where the distance 
between stacked screens is taken to be equal to this fiber spacing, as shown in Figure 7-S2. The 
pressure drop across a single layer of mesh screen under oscillatory flow is predicted from an 
empirical correlation:49 

 

𝛥𝑃 =
ఘ௎మ

ଶ

ఈ

(ଵିఈ)మ
(17 ⋅ 𝑅𝑒ௗ

ିଵ + 0.55)            [7.20] 

 
where 𝜌 is the fluid density, 𝑈௠௔௫ the maximum superficial velocity during the oscillatory flow 
cycle, and 𝑅𝑒ௗ is the Reynolds number based on the wire diameter. The solidity of the screen, 𝛼, 
is defined as the complement of the mesh porosity. For the specified geometry, the solidity of a 
single screen is equal to:  
 

𝛼 =
ௗೢ(ଶ௦ೢାௗೢ)

(௦ೢାௗೢ)మ
            [7.21] 

 
The average solidity of the stacked fiber screens is then given as:  
 

𝛼ᇱ = 𝛼
ௗೢ

௦ೢାௗೢ
           [7.22] 

 
The pressure drop across more than a single mesh – in this case, across the porous interior of a 
mask—is taken to scale linearly with the number of mesh screens present, and thus scales 
linearly with length.50 Given a mesh solidity of 0.1, the minimum wire diameter before the 
pressure drop constraint is violated for a mask design of some volume and cross-sectional area is 
shown in Figure 7-6a.  
   

Given a wire diameter of 0.1 mm, it is likely that a partition coefficient of 𝐾௣ = 2, which 
is required to achieve 3-log reduction in virus concentration, can be achieved. The maximum 
value of the partition coefficient, 𝐾௣, is shown as a function of wire diameter and cross-sectional 
area in Figure 7-6b. This predicted value depends on estimates for both the adsorption rate, 
𝑘௔ௗ௦, and the desorption rate, 𝑘ௗ௘௦. The adsorption rate can be calculated as shown below: 

 

𝑘௔ௗ௦ = 𝜂௙𝑈
ସఈ

గௗೢ(ଵିఈ)
                [7.23] 

 
where 𝜂௙ is a single-fiber efficiency. Captured particles are retained by Van der Waals forces,51 
but the mechanism by which they come into contact with the filter medium is dependent on filter 
and particle geometry. For coronavirus particles, which have a diameter of roughly 100 nm, the 
dominant mechanism of capture is through Brownian diffusion.52 The governing parameter for 
this diffusive mechanism is the Péclet number, defined as the ratio of convective to diffusive 
transport rates:  
 

𝑃𝑒 =
௎బௗೢ

஽
          [7.24] 
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where 𝑑௪ is the filter fiber diameter, and 𝐷 is the diffusion coefficient of the particle. The single 
fiber efficiency due to diffusion is obtained from an appropriate correlation such as that proposed 
by Wang et al.53:  
 

𝜂௙ = 0.84 ⋅ 𝑃𝑒ି଴.ସଷ              [7.25] 
 
The diffusion coefficient for the particle is obtained from the Stokes-Einstein equation:  
 

𝐷 =
௞ಳ்஼ೞ

ଷగఓௗ೛
          [7.26] 

 
where 𝑘஻𝑇 is the product of the Boltzmann constant and temperature, 𝜇 is the fluid dynamic 
viscosity, 𝑑௣ the diameter of the particle, and 𝐶௦ the Cunningham slip correction factor:  
 

𝐶௦ = 1 + 𝐾௡ ቂ1.207 + 0.44 ⋅𝑒𝑥𝑝 𝑒𝑥𝑝 ቀ−
଴.଻଼

௄௡
ቁ ቃ            [7.27] 

 
where 𝐾௡ is the Knudsen number of the particle defined as:  
 

𝐾௡ =
ଶఒ

ௗ೛
         [7.28] 

 
where 𝜆 is the mean free path of a gas molecule in the fluid. For air, and assuming ideality, the 
mean free path is obtained from the following correlation:  
 

𝜆 = 𝑅𝑇/√2𝜋𝑑ேమ
𝑁஺𝑃      [7.29] 

 
Where R is the gas constant, 𝑑ேమ

 is the diameter of nitrogen, the dominant molecular species in 
air, 𝑁஺ is Avogadro’s number, and 𝑃 the pressure.  

 
The desorption rate, by contrast, is less well-known, so we assume a conservative value 

of 𝑘ௗ௘௦ = 1 𝑠ିଵ in our calculations. The desorption rate can likely be tuned by various 
mechanisms. One approach to tailor the desorption rate of captured particles includes making use 
of the natural oscillatory flow within the mask. Pulsed air flow can effectively cause particle 
desorption, and is used industrially to clean surfaces from particle debris.54,55 Mechanical 
stimulus of the mesh could actively control particle desorption,56 where optical57 and 
pneumatic58 actuation of these structures is also possible. Applied electric fields can also be used 
in the same way. By applying an electric field to a conductive mesh, an electrostatic desorption 
force can be induced.59 This principle has been applied with success to biological filtration 
membranes with a continuously applied electrical field,60 as well with pulsed electric fields to 
remove microbial surface contamination.61 

 
Given these estimates for the adsorption and desorption rate, a partition coefficient 𝐾௣ of 

2 is achievable for a 300 mL mask with a 0.1 mm mesh for a mask cross-sectional area of 50 
cm2, as shown in Figure 7-6b. From this analysis of adsorption and desorption rates and 
mechanisms, then, we see that the necessary viral impedance is likely achievable within the 
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pressure drop and volume constraints of the design process, even though a cross-sectional area of 
50 cm2 fixes a different aspect ratio (AR=0.85) than the specified aspect ratio of 3. In general, 
there is a tradeoff between mask volume and achievable viral impedance. The attainable value of 
Kp is a strong function of the cross-sectional area of the mask. A smaller cross-sectional area 
produces higher superficial velocities of flow, resulting in a larger value of the adsorption rate 
constant. However, these higher velocities also induce large pressure drop, and limit the 
maximum volume of mesh. Thus, at a given temperature, a smaller volume mask with a larger 
value of Kp may be equally able to achieve a desired viral reduction as a larger mask with a lower 
value of Kp—where ultimately a smaller mask volume would be the overall preferable option 
due to lower required energy consumption and smaller profile.  

 

7.3.4 Heating and Safety 
 

Heating the mask requires continuous power input to maintain a set temperature. The 
incorporation of a power supply within any mask design requires considerations and tradeoff 
between the duration of power supply and the bulk and weight it adds to the design. Figure 7-6c 
shows the power supply required of a 300 mL mask over a range of set temperatures. This 
energy requirement is compared against the capacity of standard consumer batteries. For a 
moderately heated mask of 90 °C, operation for an hour requires 19.5 W-hrs which can be 
supplied by two C batteries (130 grams total), six AA batteries (120 grams total), or twelve AAA 
batteries (108 grams total). Because of the substantial battery demands, it is expected that a 
heated mask could be used during relatively short (<1 hr) periods in particularly crowded 
situations, though the power requirements could be decreased dramatically with improvements to 
heat integration within the mask and thermal insulation to ambient air. Furthermore, rechargeable 
batteries or battery packs could be used instead of single-use batteries to provide a lower cost and 
long-term way to power the mask.   

 
With respect to mask safety, continuous inhalation of and exposure to heated air and 

heating elements are matters of concern for the overall comfort and safety of any heated mask 
design. Appropriate insulation is necessary to limit the surface temperature of the mask—either 
on the face, or outwards—as well as minimize heat loss. Low-density but high thermally 
insulating neoprene is one material well-suited out of which the mask may be constructed. Ultra-
insulating neoprene with thermal conductivity as low as 0.03 W m-1 K-1 has recently been 
constructed, by incorporating noble gases into neoprene foam62. Further, neoprene is heat-
resistant up to temperatures of 135 °C,63 making it an ideal material for use in the high-
temperature regions of the mask.  

 
Minimizing the temperature of inlet air which is exposed to the face and inhaled is also 

necessary to provide a safe and comfortable mask. Continual inhalation of air exceeding 125 °F 
(52 °C) has been shown to be painful for humans.64 Accordingly, any mask design must 
incorporate a system to appropriately cool down air before inhalation. The reduction in 
temperature of inhaled air can be accomplished through incorporation of low thermal diffusivity 
materials at the inlet and outlet of the heated chamber, while respecting the overall pressure drop 
constraint for the comfort of the mask wearer. The regions of the mask containing these thermal 
masses would not be actively heated, but instead retain the thermal energy of the heated air, 
cooling it down before exiting the mask. This type of thermal design is discussed in the 
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supplementary information.  Notably, for a 300 mL mask heated to an average temperature of 90 
°C, the electric power consumption may be able to be reduced from 19.5 W to 8.8 W.  

 

7.3.5 Further Improvements 
 

There are mechanisms beyond thermal viral inactivation that may further improve the 
mask design. Coating the mesh with a layer of a metal such as copper or iron, which as ions have 
been shown widely to inactivate viruses and bacteria,65,66 may improve mask performance. Anti-
pathogenic polymeric67 or non-polymeric68 coatings may also increase the inactivation rate of 
adsorbed pathogens. Physical patterning, either on the microscale or nanoscale, could also lead to 
enhanced rate of inactivation,69,70 as could the incorporation of UV light71 with due caution about 
the hazards of ozone on human health.72  
 

The long lifetime of the designed mask relies on its continued ability to inactivate and 
adsorb viral particles. The use of a small wire spacing within the mesh would minimize the 
potential of larger particles—such as dust or other debris that can be as large as 100 microns in 
diameter—to cake or block individual pores on the filter.73  The cyclic nature of breath, too, 
presents a natural mechanism of filter clearing. Exhalation, when the flow reverses direction 
within the mask, would backwash the filter medium, potentially releasing and expelling any 
particle contaminants present.74 In general, care must be taken to design a system which is able 
to retain, inactivate, and then emit that inactivated pathogen of interest without irreversibly 
capturing other contaminants. In the case where periodic replacement of the mesh material 
within the mask is necessary, a cheaper and less complex mesh material would be favored. We 
anticipate that a heated mask will maintain its fit and relative sterility over time, allowing it to be 
more reusable than an N95 respirator. While an N95 respirator can be reused only a handful of 
times before the fit deteriorates,75 a heavier, thicker, and more durable heated mask will likely 
maintain performance better with repeated use. We anticipate that the flexibility of neoprene 
would allow a heated mask to maintain its fit better than an N95 ventilator upon donning and 
doffing. Additionally, a heated mask is less likely to become contaminated between uses, 
requiring fewer sanitization processes that reduce N95 effectiveness.76 Experimental validation 
of a heated neoprene/copper mask would be needed to confirm its continued performance over 
time. 
 

7.4 Conclusions 
 
We have computationally analyzed the effectiveness of a heated face mask for thermal 

inactivation of the novel coronavirus, SARS-CoV-2. This constitutes the first quantitative 
analysis of face mask air purification by thermal inactivation of a pathogen. Relevant design 
choices for a heated mask include the mask volume, operating temperature, aspect ratio, and the 
diameter and spacing of fibers within the mask. Parameters which cannot be changed, or which 
follow from the design choices above, include the tidal volume and frequency of human breath, 
kinetics of coronavirus inactivation, human comfort and safety limits, power requirements, and 
the degree to which particles are impeded within the mask, as modelled by the partition 
coefficient Kp.  
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We have introduced a framework to consider these factors in mask design optimization, 
with an optimal mask volume of 300 mL at an operating temperature of 90 °C. This mask can 
achieve a 3-log reduction in virus concentration with Kp =2, or 6-log reduction in virus 
concentration with Kp =5. These values of the partition coefficient can likely be achieved without 
excessive pressure drop in a copper mesh with a wire diameter of roughly 0.6 mm. In general, we 
note a tradeoff between mask temperature and volume; the dependence of maximum mask 
volume on mesh material and spacing by the pressure drop constraint; and the presence of 
different regimes in heated mask design, which we call the plastic bag, straw, and well-mixed 
limits, on the basis of different dimensionless groups by analogy with reverse-flow chemical 
reactors. Given physical and safety limits, heated masks are promising options to protect against 
transmission of COVID-19 if coupled with thermoelectric cooling and thermally insulating liner 
materials. Future work, including experimental study with heated mask prototypes or more 
extensive 3D computational fluid dynamics simulations, will shed more light on the exact 
volume, temperature, and mesh size that are most promising for heated mask design, as well as 
the materials and battery systems that are most capable of achieving target viral inactivation. 

 

7.5 Notation 
 

𝐴 Frequency factor [1/s] 
𝐴௖ Mask flow area [m2] 
𝑐 Specific heat of copper [W m/K] 

𝑐௣ Specific heat at constant pressure of the fluid [J/(kg K)] 
𝐶 Virus concentration [mol/L] 
𝐶଴ Virus concentration in the bulk air [mol/L] 
𝐶௦ Cunningham slip correction factor [dimensionless] 

𝑑ேమ
 Diameter of nitrogen [m] 

𝑑௣ Diameter of virus particle [m] 
𝑑௪ Fiber diameter [m] 
𝐷 Diffusion coefficient of the virus particle [m2/s] 
𝐷௘ Dispersion coefficient [m2/s] 
𝐷𝑖 Dispersion number  
𝐸௔ Activation energy for virus thermal inactivation [kJ/mol] 
𝐹஻ Body force [N] 
𝐹ா Electrostatic force [N] 
𝐹௏ Van der Waals force [N] 

ℎ௘௙௙ Effective heat transfer coefficient [W/m2/K] 
ℎ௙ Free convective heat transfer coefficient for air on the outside surface of the mask 

[W/(m2 K)] 
𝑘 First-order rate constant for virus thermal inactivation [1/s] 

𝑘௔ௗ௦ Virus adsorption rate constant [1/s] 
𝑘஻ Boltzmann constant [J/K] 

𝑘ௗ௘௦ Virus desorption rate constant [1/s] 
𝑘௜௡௦ Thermal conductivity of insulating material (neoprene) [W/(m K)] 
𝑘௠ Effective thermal conductivity [W/(m K)] 
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𝐾௣ Virus Partition coefficient 
𝐾௡ Knudsen number of the particle 
𝐿 Mask length [m] 

𝐿௜௡௦ Thickness of insulating material [m] 
𝑚̇ Mass flow rate of the fluid [kg/s] 
𝑁஺ Avogadro’s number  
𝑃௠ Mask perimeter [m] 
𝑃 Pressure [Pa] 

𝑃é Péclet number 
ΔP Pressure drop across a single layer of mesh screen under oscillatory flow [Pa] 
q Heat production per unit volume [W/m3] 
𝑟 Virus thermal inactivation rate [mol/(L s)] 
𝑅 Gas constant [J/(K mol)] 

𝑅𝑒ௗ Reynolds number based on the wire diameter 
𝑠௪ Fiber spacing [m] 
𝑡 Time [s] 
𝑇 Temperature [K] 

𝑇௔௠௕ Ambient temperature [K] 
𝑈 Velocity [m/s] 
𝑈଴ Superficial velocity of the fluid [m/s] 

𝑈௠௔௫ Maximum air flow velocity within the mask [m/s] 
𝑈௩௜௥ Effective virus velocity [m/s] 
𝑈௣ Particle velocity [m/s] 

𝑉௠௔௦௞ Mask volume [L] 
𝑉  Tidal volume [L] 
𝑉෠  Reduced volume: ratio of mask volume to tidal volume  
𝑊 Imposed electric power [W] 
𝑥 Position along the mask [m] 
𝛼 Solidity of the screen 
𝛼ᇱ Average solidity of the stacked fiber screens  
𝜂௙ Single fiber efficiency  
𝜑 Porosity of the mesh 
𝛬 Filtration efficiency of the porous mesh 
𝜆 Mean free path of a gas molecule in the fluid [m] 
𝜇 Fluid dynamic viscosity [Pa s] 
𝜌 Fluid density [kg/m3] 
τ Period of human breath [s] 

𝑒𝑥ℎ Exhalation 
𝑓 Fluid phase (virus-laden air) 

𝑖𝑛ℎ Inhalation 
𝑠 Solid phase (copper mesh) 
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7.6 Supporting Information 
 

1. Proposed Mask Design 
 

Details for the proposed mask design are shown in Table 7-1. 
 
Table 7-1. Proposed mask design 
 
Viral reduction Log-3 (99.9%) 
Volume (mL) 300 mL 
Temperature 90 °C 
𝑲𝒑 2 
Wire diameter 100 µm 
Insulation thickness 0.3 cm 
Mesh solidity 0.1 
Power  19.5 W 
Battery requirement 4 9V rechargeable lithium-ion batteries 
Battery lifetime 1 hr 
Mask mass 350 g 
Total mass (mask and battery) 600 g 

 
2. Kinetics of SARS-CoV-2 Thermal Inactivation 

 
Experimental data reported by Yap et al.1 reaches an upper temperature of 70 °C, while 

data and model predictions collected by Jiang et al.2 for coronaviruses including SARS-CoV-1 
and MERS-CoV extend to temperatures of 120 °C. These additional data and models confirm 
that the first-order kinetic model is appropriate at higher temperatures, as shown in Figure 7-7. If 
anything, the experimental degradation rate exceeds first-order kinetics at high temperatures, as 
shown by the clustering of data points above the line at low inverse temperature. 
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Figure 7-7: First-order kinetics in thermal inactivation of coronaviruses, shown as ln (k) 
versus 1/T. The experimental data for thermal inactivation of SARS-CoV-2 reported by Yap 
et al.1 for temperatures from 4 °C to 70 °C (red) is consistent with experimental data and 
models of thermal inactivation of various coronaviruses at temperatures from 40 °C to 120 
°C, as reported in Jiang et al2 (blue). The best fit from Yap et al.1, which is used in this 
analysis, is shown in black. 

 
3. Comparison with Low Temperature Design 

 
The proposed heated mask functions by a combination of filtration and thermal 

inactivation. By calculating the ratio of log10 viral reduction to log10 viral reduction at ambient 
temperature as a function of mask temperature and volume, it is possible to distinguish the effect 
of thermal inactivation from that of filtration, as shown in Figure 7-8. This analysis shows that 
thermal inactivation is appreciable, as shown by a 10-fold increase in viral reduction, at a 
temperature around 90 °C, the proposed operating temperature for the final mask design. 
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Figure 7-8: Comparison of viral reduction in a heated mask to that in an ambient temperature 
mask as a function of temperature and volume, with a partition coefficient 𝐾௣ = 0. 

 
4. Thermal Equilibrium Validation 

 
The heat transfer model used in the simulation assumes that temperature difference 

between the solid part and the fluid is negligible. The assumption is validated by calculating the 
exact difference in temperature. Relevant dimensionless numbers are computed:  
 

Pr =
ୡ౦ஜ

௞
= 0.7323     [7.30] 

 

Re =
ఘೌ೔ೝ௏ೌ೔ೝௗೢ

ఓೌ೔ೝ
= 0.843        [7.31] 

 
Heat transfer coefficient is approximated by empirical correlation for the average Nu number for 
forced convection over circular cylinder in cross flow.3 
 

Nu =
୦ୈ

୩౜
= 0.989𝑅𝑒଴.ଷଷ଴𝑃𝑟ଵ/ଷ, 0.4 < 𝑅 < 4   [7.32] 

 

Result yields that ℎ = 𝑁𝑢 ∗
௞೑

ௗೢ
= 208

ௐ

௠మ௄
. For a 300 mL mask operating at a mean temperature 

of 90 °C, the averaged heat flux on the mesh surface and temperature difference between copper 
mesh and air are:  
 

qᇱᇱ =
୔

஺೘೐ೞ೓ ೞೠೝ೑ೌ೎೐
= 100.1 

ௐ

௠మ
            [7.33] 

 
Δ𝑇 =

௤ᇱ

௛
= 0.48 𝐾     [7.34] 
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Since the temperature difference is within 0.7% of the temperature change within the mask, the 
thermal equilibrium approximation is identified as a valid assumption.  
 

5. Regenerative Heating Mask Design 
 
In the preliminary design, the mesh within the mask utilizes homogeneous material, 

which allows simple fabrication of the mask. However, due to the high thermal diffusivity of the 
mesh material, copper, the mask requires a high electric power input to maintain at desired 
temperature. In order to reduce the power requirement, a revised design is proposed: use extra 
“thermal masses” replaces the copper mesh on both ends of the heating channel. The thermal 
mass is able to capture more heat within the mass and reduce the heat transferred out of the 

mask. A low thermal diffusivity (low thermal conductivity, high heat capacity, α =
୩

ఘ௖೛
) in the 

thermal mass is desired.  Low density and low cost are also favored features in our design.  
Commercial nontoxic wire mesh materials, including aluminum, copper, yellow brass (70% Cu, 
30% Zn), bronze (75% Cu, 25% Sn), and stainless steel (eg. T304), are considered as candidates 
for thermal masses.  In addition, glass fiber is evaluated due to its low diffusivity, low density, 
and low cost. These materials and their relevant physical properties are shown in the table below. 
A fiberglass is a form of fiber-reinforced plastic where glass fiber is the reinforced plastic. The 
glass fiber is usually randomly arranged, flattened into a sheet, or woven into a fabric. Data 
presented is for E-Glass Fiber. Solid volume section presented in the table is obtained for 300 
mL mask, with 1/4 of the mask occupied by thermal masses and solidity maintained at 0.1. In 
Table S2., we identify that glass fiber has lowest thermal diffusivity and relatively low cost. The 
material is also lightweight.  
 
Table S2. Material selection of extra thermal masses.  
 

 k 
[W/mK] 

𝜌 
[g/cm3] 

𝑐௣ 
[J/gC] 

𝜌𝑐௣ 𝛼 
[mm2/s] 

weight [g] 

Aluminum 240 2.7 0.9 2.430 98.77 27 
Copper 400 8.3 0.386 3.204 124.85 83 
Brass 111 8.5 0.38 3.230 34.37 85 
Bronze 26 7.2 0.435 3.132 8.30 72 
SS T304 16.2 8 0.5 4.000 4.05 80 
Glass fiber 1.3 2.6 0.8 2.08 0.625 26 

 
The reduction in power required was found by simulating the temperature distribution in the case 
of a 300 mL mask, with modified material properties and eliminated heat source within the 
volume of the mask replaced by the low thermal diffusivity material. The results indicated a 
significant reduce in required power as shown in Figure 7-9: with 1/8 of the total mesh replaced 
by glass fiber on each side of the channel, the electric power reduced from nearly 19.5 W to 8.8 
W, while maintaining the mean temperature at 90°C.  
 

(a) No thermal mass: P = 19.5 W (b) With fiberglass thermal mass: P = 8.8 W 



174 
                                                                                                                              

 
 
Figure 7-9: Thermal profile of mask containing uniform copper mesh versus low thermal 
diffusivity fiberglass at the inlet and outlet.  
 

6. 3D Mesh and Electrical Design 
 
The solidity in the simulation represents the 2D mesh design. It is thus important to show 

how the mesh is packed in 3D. The 3D mesh design is shown in Figure 7-10. The solidity of the 
3D mesh is 0.13, which is considered close to the 2D mesh setting of 0.1 solidity. The electrical 
resistant is computed by Ohm’s Law:  
 

𝑅 = 𝑉ଶ/𝑃      [7.35] 
 

𝑃 = 𝜌
௟

஺
               [7.36] 

 
where P is the applied electric power, V is the applied voltage, 𝜌 is the electrical resistivity of 
copper, 𝑙 is the length of the specimen, and A is the cross sectional area of the specimen. Current 
design of 9V rechargeable lithium-ion batteries has capacity of 600mAh and maximum discharge 
of 1C, i.e., maximum current of 600mA. If 4 batteries were connected in parallel, with copper 
mesh wire diameter of 0.1mm, the example design with an optimal mask volume of 300 mL at 
an operating temperature of 90 °C can be powered for 1 hour. A schematic of the mask mesh is 
shown below in Figure 7-10: 
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Figure 7-10. 3D mesh packing schematic. 2D mesh are stacked in layers and connected 
diagonally by zigzag inter-layer wires for supportive purpose. The height between each 
layer, h୵, is set to be the same as the wire spacing, s୵. The solidity of the 3D mesh is 86%, 
which is considered close to the 2D mesh.  
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8. Conclusions and Future Work 
 

8.1 Conclusions 
 

In this thesis, we studied the behavior of fluids – and particularly the behavior of water – 
inside isolated carbon nanotubes, with diameters from 0.6 nm to 3 nm that approach molecular 
length scales. In Chapter 1, we introduced the concept of “single digit nanopores,” or nanopores 
with diameters in the single digits of nanometers. Inside these narrow conduits, there are several 
critical knowledge gaps in our understanding of fluid dynamics and phase behavior. During the 
rest of the thesis, we worked to resolve two of these knowledge gaps: enhanced fluid transport 
under nanoconfinement, and altered phase behavior.  
 
 In order to address knowledge gaps in understanding of nanofluidics, my collaborators 
and I developed experimental platforms that are capable of precise, repeatable nanofluidic 
measurements. Specifically, we worked on an experimental platform consisting of carbon 
nanotubes that are (1) isolated, (2) substrate-bound, (3) on marked silicon substrates, and (4) 
segmented by focused ion beam. While other scientific groups work on different nanofluidic 
platforms – or even different CNT-based platforms – my thesis work focuses on this platform for 
several reasons. First, we studied fluid behavior in isolated carbon nanotubes as opposed to 
multi-pore systems like carbon nanotube membranes or forests. Fluid properties – including 
phase boundaries, diffusion coefficients, and molecular orientation – depend sensitively and non-
monotonically on pore size. Studying one nanoscale pore provides more precise physical insight 
than studying a multi-pore system, though this comes at the cost of low signal-to-noise ratio and 
a high rate of device failure. I worked to overcome these obstacles. Second, we studied carbon 
nanotubes that are substrate-bound, rather than those in solution or free-standing over a trench. 
Substrate-bound carbon nanotubes do not diffuse or aggregate like those in solution, allowing 
repeat measurement over long periods of time, and are more robust to subsequent sample 
processing and laser heating than free-standing tubes. Third, we made custom substrates with 
lithographic marks. This allowed us to return to the same location on the same carbon nanotube 
repeatedly, which was essential to observing fluid filling and emptying after humidity and 
temperature treatments. Fourth, we used a focused ion beam to cut a millimeter-long tube into 
segments with identical diameter and lengths of roughly 10-100 μm. Segmentation of one ultra-
long carbon nanotube into multiple segments of the same diameter tube was invaluable to 
collecting high-quality data. By producing multiple CNT segments of the same diameter and 
same length, we turned the stochasticity of nanoscale fluid filling from a liability to an asset: the 
CNT segments that did not fill with fluid became controls for the segments that filled.  
 
 In addition to experimental platform development, another large part of this thesis was 
the development of improved techniques for fluidic characterization of a single CNT with high 
temporal and spatial resolution. As described in numerous chapters, we used Raman 
spectroscopy – and in particular the Raman radial breathing mode (RBM) – as an indicator of a 
filled, empty, or partly filled nanotube. The fact that we can observe a single nanoscale object on 
the second time scale using a physical effect as weak and rare as Raman scattering is almost 
miraculous. It requires the surprising confluence of CNT electronic resonance, and advances in 
lasers and detectors that allow more precise measurement with less integration time. Much of the 
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behind-the-scenes work in this thesis involved automation of the Raman instrument to move a 
motorized stage, focus on the silicon substrate or a carbon nanotube, and collect spectra ever 
more precisely as a function of position, time, temperature, and humidity. 
 
 After the development of precise experimental platforms and means to characterize them 
by Raman spectroscopy, we were able to address questions about water thermodynamics and 
dynamics inside carbon nanotubes, as presented in the bulk of this thesis. In Chapter 2, we 
describe how the change in radial breathing mode, ∆𝜔ோ஻ெ, varies with diameter and how this 
corresponds to different packing states of fluids in single-file, zigzag, and more complicated 
arrangements inside the carbon nanotube. In Chapter 3, we develop elastic shell models of radial 
breathing mode changes in double-walled carbon nanotubes, using these models to explain how 
double-walled nanotubes, unlike single-walled nanotubes, can distinguish between interior filling 
and exterior adsorption by RBM shifts alone. In so doing, we introduce the concept of a primary 
shift (the RBM shift primarily of the shell nearest the fluid) and a sympathetic shift (the RBM 
shift primarily of the shell farther from the fluid), where the former is larger than the latter. In 
Chapters 4 and 5, we explore the thermodynamics of water phase transitions inside carbon 
nanotubes. We developed two slightly different methods to change CNT temperature, with 
interesting ramifications for system thermodynamics. In the first case (Chapter 4), we change the 
temperature of the CNT using a bulk temperature stage at low laser power, resulting in the entire 
sample being heated or cooled with small spatial temperature gradients. This results in an 
effectively closed thermodynamic system (the “sealed ampoule”), where we observe an 
equilibrium between a liquid-like state and a vapor-like state that we analyze using a Clausius-
Clapeyron-type expression to calculate the enthalpy of phase change as a function of nanotube 
diameter. In the second case (Chapter 5), we change the temperature of the CNT by changing 
laser power. This results in local heating of the ~1 µm laser spot, with strong thermal 
temperature gradients, creating an open thermodynamic system. Rather than the language and 
modelling of phase equilibria, we analyze this system as an adsorption/desorption process, 
creating a Langmuir-type model to capture differences in enthalpy of adsorption as a function of 
nanotube diameter. These two techniques, therefore, are complementary, and prioritize the two 
different types of interactions that fluids have under extreme confinement: fluid-fluid 
interactions for the case of the temperature-controlled microscope stage, and fluid-CNT 
interactions for the case of variable laser heating. Finally, in Chapter 6, we explore dynamics of 
water filling, showing transitions on the minute time scale among filled, partly filled, and empty 
states and comparing to Kinetic Monte Carlo simulations to determine parameters including the 
diffusion coefficient of liquid-like water under conditions of nanotube confinement. 
 

8.2 Future Work 
 

The future of nanofluidics is bright. Advances in nanofabrication at smaller and smaller 
scales, incorporation of a broader set of 1D and 2D materials, and advances in characterization 
by electron microscopy, electrical measurements, and spectroscopy will all enable a broad array 
of nanofluidic platforms to address a broad number of questions in the coming years. Below, five 
topics for future work in carbon nanotube fluidics and beyond are outlined briefly that build 
upon the work presented in this thesis. 
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Filling with non-aqueous fluids: The work in this thesis largely concerns the behavior of water 
inside carbon nanotubes, but non-aqueous fluids are important for numerous applications in 
chemical separations and energy storage. The behavior of non-aqueous fluids inside carbon 
nanotubes would open numerous questions that were addressed for water over the course of this 
thesis, including questions of packing configuration, dynamics of filling, and thermodynamics of 
liquid/vapor and adsorption phase transitions. Water is a weak Raman scatterer, but other fluids 
(e.g. cyclohexane) have strong Raman peaks that do not interfere with CNT vibrational modes, 
possibly allowing the direct observation of fluid filling in addition to the indirect method of 
tracking CNT vibrational modes.  
 
Spatial patterning of nanopores: Carbon nanotubes or other nanopores may be able to be 
spatially patterned using many of the same cleanroom techniques used in sample nanofabrication 
in this work. Spatial patterning on the micron scale could create regions of greater 
hydrophobicity and hydrophilicity, encouraging or discouraging fluid nucleation and growth as 
in Chapter 6 of this work. Spatial patterning on the sub-micron scale, including localization of 
nanofluidic phenomena to individual crystallographic defects, represents the end point of this 
sort of work. While this may be many years off, the use of defects in carbon nanotubes for 
nanofluidic defect fluorescence has already been introduced. 
 
Combined spectroscopy and electron microscopy: Advances in EM capabilities, including in 
situ Raman and fluorescence spectroscopy, open the possibility of combining TEM and Raman 
to observe nanotube filling and emptying events simultaneously using multiple techniques. The 
combination of direct imaging and an indirect probe, such as Raman, could help to refine 
expectations for electron microscope images of nanopores under different fluidic conditions. 
 
Raman observation of non-CNT nanotubes: Achieving a high signal-to-noise ratio requires 
resonance between the laser excitation and an electronic transition in the nanotube. For carbon 
nanotubes, electronic transitions occur in the visible, but for boron nitride (and other) nanotubes, 
these electronic transitions occur in the UV and other less convenient regions of the 
electromagnetic spectrum for conventional spectroscopy. Notwithstanding these difficulties, 
boron nitride nanotube and other nanotubes have radial breathing modes that should respond to 
fluid filling. Given differences in slip flow between CNTs and BNNTs due to quantum effects at 
the fluid-solid interface, Raman investigation of fluid filling in BNNTs would allow further 
comparison between two analogous but highly differentiated nanofluidic systems. 
 
In-situ CNT membrane measurement: Carbon nanotube membranes are potentially promising 
for use in liquid-phase separations. While single-nanotube measurements have key advantages in 
determining properties of fluids under nanoconfinement, as discussed above, multi-pore systems 
will likely have greater industrial relevance. Membrane characterization by optical sensing of 
carbon nanotubes by Raman or fluorescence will allow large-scale transport properties 
(including permeability and selectivity) to be linked to pore-scale fluid filling state as a function 
of temperature, humidity, and time. 
 
 
 


