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Abstract

It is a scientifically accepted fact that the Earth’s climate is presently undergoing significant
changes with the potential for immense negative impacts on human society. As evidence
of these impacts become clear and common, it becomes ever more important to constrain
the nature, magnitude, and speed of changes to Earth systems. A fundamentally important
tool to this understanding is the Earth’s past, recorded in the geologic record. There, lie
examples of climate change under various forcings: important data for understanding the
fundamental dynamics of climate change on our planet. However, when a climate signal is
written in the geologic record, it is coded into the language of proxies and distorted by time.
This thesis endeavors to decode that record using a variety of computational methods on
a number of challenging proxies, to draw more information from the climate past than has
previously been possible. First, machine learning and computer vision are used to decipher
the primary, centimeter-scale textures of carbonate deposits in Searles Valley and Mono
Lake, California. This work is able to connect facies in the tufa at Searles, grown during the
Last Glacial Period, and those forming presently at Mono Lake. Next, the tracks of icebergs
purged during Heinrich Events are simulated using the MIT General Circulation Model.
This work, running multiple experiments exploring different aspects internal and external
to the icebergs, reveals wind and sediment partitioning as centrally important to the spatial
extent of Heinrich Layers. Each of these works considers a traditional geologic archive – a
carbonate facies, a marine sediment layer – and uses computational methods to approach
that archive from a different perspective. By applying these new methods, more information
can be gleaned from the geologic record, building a richer narrative of the Earth’s climate
history. The final chapter of this thesis discusses effective teaching and strategies for building
communities to support teaching practice in Earth Science departments.
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Chapter 1

Introduction

1.1 The Significance of Earth’s Past Climate

In recent years, it has become an increasing concern that anthropogenic climate change will

significantly impact the ability of current and future generations to live comfortably on the

planet. With a greater number of observed and predicted high-intensity storms, instances

of coastal flooding, droughts, ice loss, and sea level rise, the need to predict the timing and

magnitude of these changes has become more urgent (e.g. DeConto et al. 2021, Cook et al.

2018, Knutson et al. 2020, Hsiao et al. 2021). Predicting climate change, however, is made

complicated by limitations of data. By nature, records of modern climate change go back

at most only a few hundred years, to the beginning of anthropogenic forcings on climate

(i.e. the burning of fossil fuels). These data are likewise biased towards the first stages of

a long term process: our climate is still changing, and thus data of modern climate change

cannot span the full arc of cause and effect. It is therefore helpful to seek more data about

how Earth’s climate changes under different conditions, information that can be found in

the Earth’s past and used to predict its future.

In its long history, our planet has undergone massive changes in climate with varying

causes, and understanding the details of these events could provide a more robust framework

for predicting future climate change. Though no past climate event is a perfect analogue to

modern, many have qualities that may provide insight into future climate change. Even if the

analogy is imperfect, data of past climate events may span the full narrative of perturbation

to climate impact. Given adequate coverage in the geologic record, the timing, magnitude,

and rate of change for past climate change can be examined, as can the differences of these
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factors between regions. For example, concurrent with climate changes during the Last

Glacial Period, some regions experienced increases in rainfall whereas others experienced

drought (Wang et al. 2001). Though many of these changes occurred on millenial timescales,

longer than modern climate change, examining the dynamics of increases and decreases

of precipitation during the Last Glacial Period can contribute to understanding of how

precipitation changes in response to global-scale warming or cooling. In studies such as this,

the Earth’s past can be used to build understanding about the fundamentals of its climate.

In particular, Heinrich Events are times of abrupt climate change that may be particu-

larly helpful in understanding future climate change. These events occurred during the Last

Glacial Period, when extensive ice sheets covered much of North America. Periodically, the

Laurentide ice sheet purged “armadas” of sediment-laden icebergs from the Hudson Strait

into the North Atlantic where they melted, releasing sediment to the seafloor and fresh water

to an ocean current of fundamental climate importance, the Atlantic Meridional Overturn-

ing Circulation (AMOC) (Barker et al. 2009). Thus, although these events were local to the

North Atlantic, their climate impact was propagated globally: Heinrich Events are coinci-

dent with significant changes in the hydrology of the Southwestern United States, the Asian

monsoon, and other distant climate systems (McGee et al. 2018, Wang et al. 2001, Li et al.

1996).

On the modern Earth, the AMOC continues to be a main driver of heat transport on

the planet, and as ice sheets undergo significant losses during modern climate change, the

need to understand the sensitivity of these systems has become all the more clear. Heinrich

Events offer the opportunity to examine how the interactions of the AMOC and ice sheets

can impact global climate. This task is made complicated, however, by the reality that the

Laurentide ice sheet and the icebergs involved in Heinrich Events have long since melted,

leaving only traces in the geologic record. An often-used record of Heinrich Events are

layers of sediment grains larger than would typically be expected on the seafloor, which

extend across the North Atlantic from the Hudson Strait to Portugal. The vast majority of

these grains are known to be sourced from North America; stones found on the seafloor off

the coast of Portugal were transported there, by icebergs, fully across the Atlantic Ocean

from Canada. These sediments, often as diminutive as grains of sand, may hold the key to

understanding catastrophic climate change that occurred thousands of years ago.

The first chapter of this thesis explores one of the impacts of Heinrich Events, the
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filling of closed-basin paleolakes in the Southwestern United States. Particularly, it explores

methods for interrogating the filling and draining of those lakes: shoreline carbonate deposits

and their primary textures. The next two chapters investigate Heinrich Events themselves,

aiming to decipher sedimentary records and in particular what icebergs would have looked

like during Heinrich Events.

1.2 Proxies and the Difficulty of Reading the Geologic Record

While the Earth’s past holds information that is central to predicting its climate future,

efforts to uncover that past are limited by the geologic record. Only what has been recorded

in geologic proxies can be known, and so the geologic record is incomplete: it is not possible

to make a fully continuous record of past climate change, as proxies offer only a infrequent

windows into complex processes that may vary regionally. Additionally, these proxies record

in their own language: they may document a climate signal at an instant moment, or average

over some amount of time. The recorded signal may be biased, and the bias may not be

linearly predictable, or knowable without an independent proxy. Those who wish to interpret

the geologic record thus face multiple challenges: archives are incomplete, and coded into

proxy records. These records of paleoclimate, then, must be interpreted with caveats and in

the context of the sum of other records. There is additionally the possibility of discovering

new proxies, to broaden the possibility of uncovering the dynamics of past climate change.

Tufa, the first paleoclimate archive explored in this thesis, are in the best case proxies

for minimum lake depth. Tufa exist in lakes and waterways around the planet, but this

thesis will focus on two basins: Mono Lake and Searles Valley, both in California. In the

case of these basins, tufa are relevant to an enormous pluvial lake system that existed in the

Southwestern United States at the end of the Last Glacial Period on the scale of the Great

Lakes (Smith 2009). Except at time of overflow, these lakes were hydrologically closed,

meaning that their level was a function of evaporation and precipitation. Thus, these lakes

can be used as archives of past wetness, if their level is known (Reheis et al. 2014). One

tool for deciphering lake level is the aforementioned tufa (Stine 1990, Guo & Chafetz 2012,

Fendrock, Chen, Olson, Lowenstein & McGee 2022). These lake carbonates are known to

grow subaqueously, thus where tufa are found, a lake must have been. The precise depth

at which tufa may grow, is not well known, however, and thus tufa are limited in that
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they can only confidently define a minimum lake level: the lake’s surface elevation may

have been much greater than the tufa’s elevation. The first chapter of this thesis, explores

the possibility that the centimeter scale texture of tufa may contain untapped paleoclimate

information, hinting at a greater potential for the future use of these archives.

Later chapters in this thesis discuss the layers of sediment produced by ice rafting during

Heinrich Events, or so-called Heinrich Layers. These deposits vary between Heinrich Events,

and it would be a boon to tie the variations of sediment amount and extent to a volume of ice

discharge or some other climate forcing. This is an extremely complicated charge, however,

since there is very little information about how much sediment an individual iceberg can

carry or how that sediment was partitioned in the icebergs that participated in Heinrich

Events. Icebergs could have been fully laden with sediment, or there could be an unknown

volume of clean ice, with no sediment at all. It is known that Heinrich Events involved

a discharge of ice that was involved in a significant perturbation to climate, but the work

below attempts to limit the parameter space of that narrative.

In both of these cases, this thesis endeavors to apply new methods to well-studied pa-

leoclimate archives. Using computational tools, work attempts to draw more information

from the geologic record, either by exploring a lesser understood facet of the archive, as in

the case of tufa, or by limiting the range of possibilities, as in the case of Heinrich Layers.

These chapters also work to explore the possible biases of these archives, by approaching

them from new, computational angles.

1.3 Models, Data, and Modeling Data

Given the limitations of proxies for past climate, it may be tempting to turn instead to

computational models of climate. Global climate models (GCMs) can be effective tools for

experimenting on the climate state: simulations of multiple scenarios may be run to interro-

gate scenarios for past or future climate change (e.g. Meinshausen et al. 2011, Roche et al.

2014). Compared to proxies, GCMs provide high resolution, relatively gapless information

about numerous climate diagnostics, for essentially any given region. Thus, GCMs are in-

valuable tools for understanding the causes, effects, dynamics, and diagnostics of climate

change through time, on multiple timescales.

Despite the promise of computational modeling of climate, there are a number of caveats
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to their use. Though they tend to agree on general trends of climate change, various GCMs

are known to give different regional results of magnitude and even direction of change for

a given climate diagnostic for the same experiments (e.g. Screen et al. 2018, Otto-Bliesner

et al. 2021). This is likely due to differences of model resolution and physics, which are

considered differently in different models. For this reason, model ensembles are often con-

sidered in favor of individual models when predicting future climate or interrogating past

climate (e.g. Collins et al. 2011, Hargreaves et al. 2013). Even in these cases, however,

there exist significant discrepancies between model ensembles and data (e.g. Liu et al. 2014,

Neukom et al. 2018). In sum: climate proxies derived from the geologic record are in general

spatially and temporally infrequent, and may be biased in their representation of climate

events. Global climate models have the benefit of coverage in space and time, but are not

always in agreement with each other nor with the climate record. Determining the reality

of past climate change must therefore involve thoughtful use of proxy records and global cli-

mate models, and consideration of the role of the geologic processes that build paleoclimate

archives.

Previous works have shown that significant progress can be made towards reconciling

modeled and proxy paleoclimate records using forward models of geologic processes (e.g.

Dee et al. 2017, Osman et al. 2021). Specifically, an optimal parameterization of GCMs

may be found by determining the actual climate signal that is record by a proxy. This

may be done using a forward model that explicitly describes geologic processes: a proxy

system model (PSM, Evans et al. 2013). Given a range of climate forcings, these models

may be used to simulate a suite of possible proxy records. By comparing these results to

actual proxy records, they may be used to evaluate the performance of GCMs, and generally

to determine the most probable climate state that produced the record of interest. Proxy

system modeling, and in general the use of computation to decipher the geologic record,

is thus an important avenue for understanding past climate dynamics, and improving the

ability to predict future climate change.

This thesis will first apply the general concept of using computation to deepen un-

derstanding of the paleoclimate record, by applying a new computational tool, machine

learning, to tufa, carbonate deposits believed to be records of past lake level. This chap-

ter endeavors to use these paleoclimate archives in a new way: to broaden their utility as

proxies for past precipitation changes. This chapter is therefore more about creating and
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improving proxy records of climate change, rather than building proxy system models as

described above. The following chapters are more aligned with the goal of building forward

models of the production of paleoclimate archives; using an iceberg model, coupled to a

global climate model, to narrow the possible climate forcings that could have created Hein-

rich Layers. First, the impact of size of icebergs involved in Heinrich Events is explored,

determining what impact this factor could have on the geologic record. Next, possibilities

for sediment partitioning within icebergs are considered as a significant factor for the spatial

extent of Heinrich Layers. Each of these chapters successfully employs computational tools

to deepen understanding of the paleoclimate records, and uses geologic proxies to draw even

richer information from Earth’s history. Beyond their raw scientific goals, these chapters of

this thesis seek to demonstrate the importance of combining computational tools, including

climate models, with geologic records to build detailed narratives of paleoclimate.

1.4 Building Pedagogical Practices Commensurate with the

Science We Teach

At its core, academia is about learning. As undergraduate students, we learn primarily from

others. Eventually, through graduate school, we progress to creating knowledge with others.

This is a transition away from being a student in the classical sense and towards becoming

a researcher, an independent discoverer of facts. At the same time, however, should come

a parallel transition from receiving and synthesizing knowledge to sharing and creating it.

This sharing is important within the scientific community, in the form of writing academic

papers and attending scientific conferences. But it should likewise involve guiding younger

scientists in their journey to becoming independent researchers. As scientists at institutions

with graduate and undergraduate students, teaching is central to academia.

In order to be an effective academic, it is thus important to teach well. In MIT EAPS,

specifically, many faculty teach well, but there is a dearth of spaces to discuss pedagogy.

Additionally, graduate students and others who may seek to improve their teaching do not

have obvious avenues for developing Earth Science-specific pedagogy. There is an expansive

literature about the theory of good teaching, including data-supported studies of how stu-

dents best acquire and incorporate new information in class. In addition to these resources,

the support and insight of peers can be essential to building a successful teaching practice.
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In EAPS, we have built multiple spaces and platforms to share and receive feedback on

research, including seminars, reading groups, and individual lab group meetings. Parallel

structures to support sharing and discussing teaching could be invaluable to building and

maintaining a culture of celebrating pedagogy in the department.

As the Teaching Development Fellow for EAPS in the 2021-2022 academic year, I have

made a number of efforts to build spaces for the discussion of pedagogy in the department.

The last chapter of this thesis is spent discussing these efforts, including a needs assessment,

a Fall term reading and discussion group, an IAP course for credit, and a Spring term faculty

panel. In addition to the specifics of these efforts, this chapter also discusses the reasoning

behind the selection of these initiatives, as well as a vision for creating continuity in these

efforts in future years. The intention of my time as the EAPS Teaching Development Fellow

was to build momentum towards creating a community of practice around teaching in the

department. Such a community will serve not only those who presently teach, but also those

who are taught and those who wish to teach in the future.
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Chapter 2

A Computer Vision Algorithm for

Interpreting Lacustrine Carbonate

Textures at Searles Valley, USA

2.1 Abstract

Investigations of the paleohydrologies of pluvial lake systems have often employed lake car-

bonate deposits called “tufa” that grow subaqueously and can be preserved long after the

drying of the lake. For this reason, tufa have been used as a proxy for minimum lake level.

However, they exhibit a variety of textures that hold the potential to reveal richer paleocli-

matological information. With the goal of determining if tufa texture can be used as a proxy

for lake environment, this study investigates the textures of tufa at Mono Lake, California

in comparison to the fossil tufa in Searles Valley, California. While observations in the last

century suggest that the tufa in the Mono basin grew in waters similar to the modern, the

tufa at Searles formed during the last glacial period, when the Great Basin contained a

system of pluvial lakes on the scale of the modern Great Lakes. The tufa at both basins

have been observed to have a range of classifiable textures, and new methods of inspecting

visual data could be informative about what factors control these textures. To this end, a

t-Distributed Stochastic Neighbor Embedding (t-SNE) algorithm is used to project images

of the tufa at Searles and Mono into a coordinate space, allowing for simple, quantitative

comparisons of the visual similarity of textures. The textures of tufa at Searles are compared
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to each other, as well as to the tufa at Mono. This study performs a robust assessment of

the feasibility of Mono Lake as a modern analogue for Searles Valley. It finds that there is

a justifiable basis for the comparison of certain fossil facies at Searles to the tufa at Mono,

significant progress towards the goal of using texture as a metric for the environment in

which tufa formed.

2.2 Introduction

As remnants of a wetter time, enigmatic deposits called tufa have been used as proxies for

lake level in closed basin lakes. To first order, these deposits are known to have grown

subaqueously. If they are found in a known or suspected lake system, they can be used

to assign a minimum lake depth. That is, where tufa are found, there must once have

been water. Along these lines, they have been dated using U/Th and radiocarbon dating,

constraining the time when the observed lake level was reached (e.g. Broecker & Orr 1958,

Kaufman & Broecker 1965, Candy & Schreve 2007). As carbonate deposits, tufa also hold

significant potential for gleaning information about lake chemistry (e.g. 𝛿18O, biological

activity, Guo & Chafetz 2014, Petryshyn et al. 2016)). But with greater exploration, there

is reason to believe that tufa hold more paleoclimatological information than simply lake

chemistry. Depending on the mechanism of their formation, the presence of tufa could also

be revealing of specific environmental factors. For example, if the precipitation of tufa was

dependent on the presence of phototrophic organisms, tufa would only form shallow enough

in the lake that light could penetrate (i.e. the photic zone), limiting the possible range of

depths where tufa could grow (DeMott et al. 2020). Alternatively, inorganic precipitation

of the tufa may require that the lake have a high alkalinity and an input of Ca ions (e.g.

from springs). Gleaning the signature of these mechanisms in the geologic record would

thus broaden the potential use of tufa as paleolake proxies. Tufa are found in a number of

modern lakes in the United States and elsewhere (e.g. Green Lake, Pyramid Lake, Mono

Lake), as well as in paleolakes that are now at significantly lower levels or fully dry (e.g.

Lake Bonneville, Lake Manly, Searles Lake) (Ford & Pedley 1996, Ku et al. 1998, Guo &

Chafetz 2012, DeMott et al. 2020).

Both preserved and relatively modern tufa exhibit a range of primary, centimeter-scale

textures (e.g. Dunn 1953, Guo & Chafetz 2012). Even within a basin, it is likely that tufa
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Figure 2-1: Locations of basins considered in this study: Mono Lake (north) and Searles
Valley (south). Locations of tufa considered in this study are indicated by a white box at
Mono Lake and by labeling of sites at Searles Valley. Contours are at 50m intervals of meters
above sea level.
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formed in different environments in terms of chemistry, depth, biology, temperature, or some

combination of these factors: changes that may be reflected in the primary texture of the

tufa (Shearman et al. 1989, Benson 1994). An avenue for exploring this connection could

be to make comparisons of fossil tufa to modern tufa, whose growth environment is better

understood. Traditional methods such as field comparisons and petrographic observations

may be fruitful in these efforts. At Searles Valley, microscopic examinations of the microm-

eter scale structure of tufa suggested the possibility of microbial or bacterial involvement

in the construction of tufa, but could not determine the degree to which such biology was

necessary for tufa growth (Guo & Chafetz 2012). Similarly, microscopic inspection of the

tufa at Mono find evidence for microbes living on the the tufa, but suggest also that the

majority of tufa is precipitated inorganically (Brasier et al. 2018). Indeed, earlier studies of

the tufa at Mono found evidence for a purely abiotic precipitation mechanism for the tufa

at Mono, driven by mixing of spring and lake waters (Bischoff et al. 1993). Thus, while it is

likely that the tufa at Mono was precipitated abiotically, ambiguity remains about the tufa

at both of these basins, and new tools may provide valuable perspectives.

To this end, it has been demonstrated that machine learning has the ability to uncover

nuances in data sets that are too subtle or complicated for human researchers (e.g. Pérez-

Ortiz et al. n.d., Fang & Li 2019, Huntingford et al. 2019). With relative ease, machine

learning can thoroughly evaluate a data set, while at the same time rigorous computational

iteration allows for confidence that the best solution has been found. A form of this, the

field of computer vision is concerned with using computers to better understand visual data

such as digital images.

Here, a computer vision algorithm is used to objectively classify tufa textures in two

closed basins lakes: Searles Valley, CA and Mono Lake, CA (Figure 2-1). Closed basin lakes

are basins with no outflows. As a result, the level of these lakes depends on the difference

between precipitation into the lake or its inflows, and evaporation out of the lake (P – E).

Studies have attempted to solidify the relationship between past climate and paleolake level

using hydrological balance models (e.g. Hostetler & Bartlein 1990), however these efforts

are limited by knowledge of past lake level. If evidence of the depth of a closed basin lake

can be gleaned from the geologic record, it can be used to constrain modeling efforts. This

work assesses the utility of computer vision as a complement to more traditional, field-based

geologic investigations. It also investigates the relationship between computer vision-based
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classifications of tufa texture and environment, including an assessment of the comparability

of the better understood Mono Lake tufa to the fossil tufa in Searles Valley. Specifically, a

machine learning algorithm is used to compare tufa textures found within Searles and Mono

to ask the following questions: 1) Is a particular facies of tufa at Searles objectively visually

similar to those at Mono? And 2) Can the variance of tufa textures at Searles Valley, CA be

tied to their elevation – perhaps corresponding to instances of comparable lake conditions

or background climate?

2.2.1 Areas of Study

Searles Valley

During the late Pleistocene, the drainage from the Sierra Nevada flowed through the Owens

River into Owens Lake (Peng et al. 1978, Figure 2-1). When P - E was high enough, Owens

Lake would overflow into China Lake, which, with sufficient precipitation, would in turn

overflow into Searles. The chain would continue with Panamint Lake and then Lake Manly

(present-day Death Valley, Jayko et al. 2008). When Searles did not overflow, it was the

terminus of the drainage and could be considered a true closed basin lake. This was the

case for much of the lake’s history, and during these times its level was an indicator of the

up-stream hydrology of the lake system described above (Smith 2009). The lake level history

of Searles is thus of great interest for deciphering the hydroclimate of the Great Basin in

the Late Pleistocene. Past studies gleaned past lake level by inferring relative lake depth

from salts in sediment cores, revealing a history of dramatic lake level change (Smith 2009).

However, shoreline studies are necessary to accurately determine the magnitude of lake level

change and constrain the true depths that the lake reached in its past.

In addition to sediment cores, past researchers have used the extensive tufa deposits at

Searles to investigate its hydrological past. The tufa in Searles Valley exhibit a variety of

morphologies and textures from the almost 50m tall Pinnacles in the south of the basin to the

more localized mounds higher on the shores of the paleolake (locations shown in Figure 2-1).

In studies based in the Pinnacles, the Searles tufa offer a distinctive stratigraphy (Scholl 1960,

Guo & Chafetz 2012). The four reported facies are: porous, nodular, and columnar tufa;

and finely laminated crusts (Figure 2-2). The porous tufa are the most common in north and

central parts of the Pinnacles, and exhibit a somewhat open texture with subplanar fabrics,
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Figure 2-2: Examples of the endmember facies relevant to this study: (A) Porous tufa, (B)
columnar tufa, (C) nodular tufa with well defined, popcorn-like baubles, and (D) a more
weathered example of nodular tufa.

resembling the exterior of a wasps’ nest. From stratigraphic context, Guo & Chafetz (2012)

suggest that one interval of porous tufa is believed to be the youngest deposit in the Searles

tufa, and another is believed to be the oldest. The nodular tufa overlay the older porous tufa

layer and occur most commonly in the northern Pinnacles. They have a popcorn-like texture

and are composed of multiple generations. The columnar tufa overlay the older porous tufa

and occur most commonly in the middle group. They resemble asparagus bunches and are

found in various states of weathering. The finely laminated crusts areas described, and

are found draping either the nodular or columnar tufa. The stratigraphy defined by Guo

& Chafetz (2012) at the Pinnacles is thus (from inner to outer/oldest to youngest): older

porous tufa, columnar or nodular tufa (depending on part of the basin), finely laminated

crust, younger porous tufa. The finely laminated crusts are not considered in this study, as

the exposure of this facies is too limited to produce an adequate sample size.

Despite this well defined stratigraphy, the mechanism and conditions surrounding the

formation of the tufa and its various facies are not well known. While some deposits are

reasonably interpreted as “shoreline” (i.e. shallow) tufa, others, such as the Pinnacles, seem-

ingly must have formed at significant depth. The usefulness of these deposits could thus
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be improved with a better understanding of how they formed as well as what controls the

observed variability of texture. Should the variety of textures seen in tufa prove to cor-

respond to a particular depth or chemical regime in the lake (e.g. saturation state), the

carbonate deposits could be used to more precisely constrain lake level and environment at

the time of deposition. Comparison of the variability of tufa textures within Searles Valley

will address the second question posed above: does the variability of the textures of tufa in

Searles correspond to their elevation in the basin?

Mono Lake

Mono Lake is north of Searles in the Eastern Sierra Nevada. Mono is in a structural basin

of the Eastern Sierra, a tectonically and volcanically active area (Stine 1990). Also a closed

basin lake, the level of Mono reflects the drainage of the Eastern Sierra. During the late

Pleistocene, a larger lake known as Lake Russell filled the Mono basin (Benson et al. 1990)).

Like most other Great Basin lakes, the most recent highstand in the Mono basin occurred

during Heinrich stadial 1 (Munroe & Laabs 2013). Records of higher lake-level can be found

in shoreline features at high elevation in the basin, cores from the lake, and other geomorphic

evidence including stream cuts through deltas and other lacustrine deposits (Stine 1990).

At Mono Lake, the interaction of Ca2+ rich spring water with the carbonate-rich lake

water contributes to the growth of tufa (Dunn 1953, Scholl & Taft 1964, Council & Bennett

1993). These tufa are home to algal communities that are believed to promote their growth,

though not significantly enough to classify them as “microbialites” (Scholl & Taft 1964,

Brasier et al. 2018). Indeed, the saturation state of water is believed to be the primary

driver of the deposition of tufa at Mono Lake (Council & Bennett 1993). One mechanism

for their formation would be that spring water percolates through the shaft of the tufa and

is discharged from the top, and carbonate is precipitated on the outside of the structure

(Scholl & Taft 1964). The diversion of Eastern Sierra water by the Los Angeles Aquaduct

lowered Mono Lake’s level by almost 15m, exposing tufa along much of the lake’s shoreline

(Vorster 1985). The Mono Lake tufa can thus be explored in detail from land, though the

lake is believed to still be actively forming the deposits, a process that has been observed

visually within the last century (Dunn 1953, Bischoff et al. 1993). Previous researchers (e.g.

Dunn 1953) have noted the presence of 3-4 facies of tufa, with more porous tufa deeper in the

lake or at its shore, and more dense, nodular-type tufa above shore (i.e. from a time when
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Figure 2-3: Comparable textures at Searles (left) and Mono (right), as well as similar large-
scale structures (bottom row). The “towers” found at Searles (such as those shown here)
are found most commonly at the Amphitheatre site, which was found to have the highest
proportion of columnar tufa.
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lake level was higher). These facies were not necessarily observed or captured in this study.

However, given that past workers had access to the North Shore of Mono Lake (which was

not accessible for this study), it is reasonable to expect that the range of tufa seen at Mono

Lake in this study is smaller than that of previous studies. Likewise, the tufa available for

inspection to this study were all at approximately the same elevation (modern lake level),

thus a within-basin comparison of tufa texture to elevation was not possible.

Comparison of the tufa observed at Mono Lake will address the first question posed

above: how do the tufa at Searles compare visually to the tufa at Mono? How does this

comparison inform the interpretation of the environment in which the Searles tufa formed?

2.3 Methods

Data for this project were collected during field seasons in October of 2018 at Searles and

Mono Lakes, and January 2020 at Searles. The data set consists of ∼1,500 images collected

of the textures of the tufa at the two lakes. Photo sites were chosen by exposure: all

outcrops available and accessible in Searles and Mono were photographed. Photos were

taken where textures were best exposed: this means that nodular and porous tufa were

imaged in planform, whereas columnar tufa were imaged in cross section. It is possible that

this difference could introduce unexpected biases to the results of this study. However, the

orientation of images in cross-section or planform was an unavoidable limitation of how the

textures were exposed.

The field of view captured in these images varied somewhat in size, but were ∼10 cm

across (scale bar later removed for processing). In collecting images, effort was taken to

maintain uniform lighting (e.g. by shadowing on particularly bright days) and to avoid ma-

jor, non-primary textural features such as cracks or plant overgrowth. The data processing

of this project was performed in four parts, discussed in greater detail below: (1) the data

were preprocessed to normalize for visual and structural similarity, (2) A t-SNE algorithm

was applied to the images to reduce the dimensionality of the data, (3) a k-means clustering

algorithm was used on the results of (2), and (4) clusters from part (3) were compared to

environmental data (e.g. elevation, locality). These steps reduced the data from raw field

images into data points that could be more easily numerically manipulated in later steps,

and compared to each other in a quantitative manner.
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Figure 2-4: Steps in preprocessing tufa images: (A) Original image (scale bar left for ref-
erence in this paper but would otherwise be removed), (B) image converted to greyscale to
avoid color effects (e.g. the orange on the left of the original image), and (C) equalizing of
image histogram for uniformity of shading. This step has the added benefit of emphasizing
the textures pictured.

2.3.1 Pre-Processing

Images were pre-processed with the goal of eliminating all features irrelevant to the textures

pictured. The information of color and lighting were not relevant to the goal of the algo-

rithm: to classify the variability of the textures in the tufa. Thus, all pre-processing was

in effort to normalize images across these parameters (Figure 2-4). Images were considered

to be on a reasonably comparable scale as collected, so scale bars were cropped out and no

further steps were taken to normalize scale. Then, all images were converted to greyscale

to remove color effects. Though the tufa are broadly similar in color, there is a possibility

of differences between images due to lighting effects and camera white balance. The image

histogram was then equalized to remove remaining lighting effects. Though effort was made

in the field to have uniform lighting in images, this was not always possible. To minimize

the possibility of the algorithm clustering on lighting effects (rather than actual geologic in-

formation), histogram normalization brightens darker areas in the image and darkens lighter

ones creating the effect of uniform lighting. Finally, the t-SNE algorithm used here requires

image inputs of uniform size. Thus, images were trimmed to the size of the smallest image

in the data set after the scale was removed. Trimming was done from the edges to retain

the center of the image, where the image taker would have directed their focus.
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2.3.2 Machine Learning Algorithms

t-Distributed Stochastic Neighbor Embedding

t-Distributed Stochastic Neighbor Embedding (t-SNE) is an algorithm used to transform

complex, high-dimensional data sets into a more manageable space of 2 or 3 dimensions

(Van der Maaten & Hinton 2008). In addition to Uniform Manifold Approximation and

Projection (UMAP), t-SNE has become one of the standard algorithms for managing high

dimensional data by projecting it into lower dimensions, both are used commonly in health

care applications (e.g. Abdelmoula et al. 2016, Li et al. 2017, Kobak & Berens 2019), and

increasingly in the Earth sciences (e.g. Klimczak et al. 2020, Njock et al. 2020). In direct

comparisons, UMAP and t-SNE have been found to have similar results (Becht et al. n.d.,

Kobak & Linderman 2019). This study uses t-SNE, but it is expected similar results would

be found using UMAP. Other algorithms exist for comparing the similarity of images (e.g.

Convolutional Neural Nets, Artificial Neural Nets), but this study focuses solely on the

effectiveness of t-SNE.

As mentioned above, the specific function of these algorithms is to project complicated,

high-dimensional data into a more manageable space. Though images are often (and not

incorrectly) thought of as two-dimensional, in the case of digital images, their dimensionality

can also be considered equal to the number of pixels. In this case, each pixel is a vector

with magnitude equivalent to the pixel’s color value. When plotting digital image data in

this space, the relative location of the images will correspond to where the variability within

the images lies: their visual similarity (Alfeld et al. 2018, Pouyet et al. 2018, Linderman &

Steinerberger 2019). However, as this space has a number of dimensions equal to the number

of pixels in each image, working with data in this way is extremely difficult. t-SNE allows

for the projection of data from higher dimensions into two dimensions, where they can be

more easily manipulated. The projection step maintains the relative distance of data points

to each other and thus also maintains the overall structure of the data set (Linderman &

Steinerberger 2019).

In the implementation of t-SNE in this study, each image is considered an object and

each pixel in the image is considered a dimension of that object. A probability (𝑝𝑖|𝑗) of

similarity between objects (e.g. 𝑥𝑖 and 𝑥𝑗):
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𝑝𝑖|𝑗 =
𝑒𝑥𝑝(−||𝑥𝑖 − 𝑥𝑗 ||2/2𝜎2

𝑖 )

Σ𝑘 ̸=𝑖𝑒𝑥𝑝(−||𝑥𝑖 − 𝑥𝑘||2/2𝜎2
𝑖 )

(2.1)

where 𝜎 is the variance of a Gaussian surrounding object 𝑥𝑖. This Gaussian is computed

depending on the parameterization of t-SNE, and has a larger bandwidth where the spread

of the data is greater. Considering 𝑁 objects, the probability 𝑝𝑖𝑗 is computed from the

above values as:

𝑝𝑖𝑗 =
𝑝𝑗|𝑖 + 𝑝𝑖|𝑗

𝑁
(2.2)

𝑝𝑖𝑗 is thus the probability that 𝑥𝑖 and 𝑥𝑗 would be neighbors if all objects in the set were lined

up by similarity (𝑝𝑖𝑖 is set to zero). The algorithm then learns a map with corresponding

points (i.e. 𝑦𝑖, 𝑦𝑗) that represent the similarities in 𝑝𝑖𝑗 . From this space, the probability of

similarity between 𝑦-space points (𝑞𝑖𝑗) is computed:

𝑞𝑖𝑗 =
(1 + ||𝑦𝑖 − 𝑦𝑗 ||2)−1

Σ𝑘 ̸=𝑖(1 + ||𝑦𝑖 − 𝑦𝑘||2)−1
(2.3)

𝑞𝑖𝑖 is also set to zero. Finally, the locations on the final map are found by reducing the

Kullback-Leibler divergence of the distribution of 𝑄 from that of 𝑃 using gradient descent:

𝐾𝐿(𝑃 ||𝑄) =
∑︁
𝑖 ̸=𝑗

𝑝𝑖𝑗𝑙𝑜𝑔
𝑝𝑖𝑗
𝑞𝑖𝑗

(2.4)

In the resulting data, objects are projected from their higher dimensional space into two

dimensions. In simplest terms, the t-SNE algorithm calculates distances between objects in

a high dimensional space. It then iteratively organizes objects in lower dimensional space,

so that their relative distances are the same as (or as close as possible to) in their original

higher dimensionality.

In this implementation, the “distances” are calculated based on the greyscale pixel values

of the data, so the distances between objects should correlate to their visual similarity.

Each object began with a dimensionality equal to the number of pixels, and ended as a 2-D

object, each dimension a value between zero and one. When plotted by these dimensions,

with the Euclidean distances between points proportionate to the visual similarity between

corresponding images, we are able to observe the similarity of images as numerical data and

view once qualitative relationships, quantitatively.
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k-means

An unsupervised k-means clustering algorithm was then applied to each set of images cor-

responding to the basins (Mono and Searles). k-means clustering seeks to sort a data set

into k clusters by similarity, with the Euclidean distances between clusters relating to the

similarity between them (Pedregosa et al. 2011). In this study the k-means clustering was

applied to the two dimensions resulting from the t-SNE algorithm, with the dimensions

corresponding to visual similarity (Celik 2009). The parameter k (the prescribed number

of clusters) was set to three to correspond to the hypothesized number of facies (nodular,

columnar, porous).

Following the clustering of images from Searles alone, the algorithm was then run on the

full combined set of images, determining the best clustering for the full data set including the

images from Mono. A machine learning technique such as this is favored for its objectivity

in image comparison, as well as the relative facility with which it can process 1,500+ images

Kanungo et al. (2002).

Choice of Parameters

Two parameters are adjustable when using t-SNE: the number of iterations the algorithm

goes through, and the perplexity. The algorithm “learns” each time it iterates through the

steps defined above. One must then allow it enough “tries” to learn how to best project

the data into a smaller dimensional space. However, too many iterations will make the

algorithm unnecessarily slow. Perplexity is a measure of how the algorithm should weigh

the similarity of neighboring data points as compared to the data set on a whole (Wattenberg

et al. 2016). Since the nature of the clustering of the data was not well understood a priori,

multiple parameterizations were tried to determine which would be best suited to the data.

First, the algorithm was run on a representative subset of 20 images with each combination

of perplexity 1 - 20 and for iterations of 250, 500, 1000, 2000, 3000, 5000, 7000, 10000,

and 20000, with the intention of narrowing down the best possible parameterization while

optimizing computing time. From these results, the algorithm was then run on the full data

set using the parameterizations defined in Table 2.1.

For each of these t-SNE parameterizations, k-means clustering was performed and a

number of clustering metrics were computed (Silo score, Calinski score, Davies Bouldin
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Table 2.1: Parameterizations that were run on the full data set, after testing on a represen-
tative subset. Bottom row (bolded) was ultimately used for the analysis below.

Perplexity Number of Iterations
17 250
19 250
9 250
19 3000
20 250
18 20,000

index; Palacio-Niño & Berzal (2019)). Unfortunately, the t-SNE parameterizations that

were able to produce the k-means clusterings with the best metrics, also were interpreted as

demonstrating artifacts of overfitting, including elongated mapping into lower dimensional

space, as if points were plotted along a line (Wattenberg et al. 2016). Thus, the t-SNE

parameterization with the least appearance of overfitting was chosen, a perplexity of 18 with

20,000 iterations, though its clustering metrics were relatively unfavorable. The realization

that while the resulting clusters were less tight or separated, they generally contained the

same set of points instilled confidence in this choice of parameters.

2.4 Results

The products of the t-SNE and k-means algorithms on the Searles data alone as well as with

Mono data are shown in Figure 2-5. The clusters found by k-means abut each other and are

not separated by space. If the clusters found by k-means are defined by visual similarity,

they ought to each correspond to the three facies defined by (Guo & Chafetz 2012, nodular,

columnar, porous), which were also defined by visual similarity. Images in each cluster were

manually inspected to determine which facies were most common in each cluster – the result

of this inspection can be found in Table 2.2. Porous tufa were distributed approximately

evenly between clusters, seemingly not recognized as a separate facies. Rather, the more

weathered facies, particularly the weathered nodules shown in Figure 2-2, were mostly in

cluster 1 with some porous images. Cluster 2 was primarily the columnar tufa, with porous

tufa that had a more elongate texture. Similarly, cluster 3 was nodular tufa with porous tufa

with a somewhat nodular-like texture. None of the clusters excluded any of the facies, but

roughly maintained the groupings described here with proportionally more of the relevant
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Table 2.2: General distribution of facies between clusters. The right column (“20 endmem-
bers”) shows the division of the 20 images from each cluster that plotted farthest from the
mean image of the whole data set. The process for this selection is described in-text. Ex-
amples of the textures described here can be found in Figure 2-2.

Cluster Number Facies 20 endmembers
1 Weathered nodular 11 weathered nodular, 9 porous
2 Columnar 7 columnar, 13 porous
3 Nodular 2 weathered nodular, 9 nodular, 9 porous

facies. Images of porous tufa were evenly distributed between clusters, likely because the

texture of the porous tufa can at times appear like that of the other facies. Thus, in the

following discussion the porous tufa will be ignored and the clusters will be referred to by

the other facies they contained (per 2.2).

To confirm the facies assignments, the 20 images that plotted the furthest from the

center of all the clusters were found for each cluster. That is, all three clusters are plotted

on axes that range from 0-1 in x and y: the 20 points for each cluster were the farthest from

the coordinate (0.5, 0.5). These points should be farthest from the “average image" for the

whole data set, which would plot at (0.5, 0.5), and should thus be “endmember examples"

of each cluster. A facies was then assigned to the set of 20 from each cluster. About half of

each set of 20 were images of porous tufa, but the rest were as described above (cluster 1:

weathered nodular, cluster 2: columnar, cluster 3:nodular). The results of this analysis are

described in Table 2.2.

Black points in Figure 2-5 are the images collected at Mono Lake. Their distribution

demonstrates that the textures of Mono overlap well with those at Searles, indicating that

it is not necessary to consider them to be a separate facies from Searles. Likewise, the

distribution of Searles data between clusters did not change with the inclusion of the Mono

Lake data. That is, the addition of the Mono data did not significantly skew the distribution

of clusters. This confirms a general observation in the field that the Mono Lake tufa are

visually comparable to some tufa found at Searles.

The distribution of clusters between basins shows a marked preference for columnar tufa

at Mono Lake and for weathered nodular tufa at Searles (Figure 2-6). The remaining images

are approximately evenly distributed between the other two clusters at each basin, but with

slightly more nodular tufa at Mono and slightly more columnar tufa at Searles. Almost half

of the images from each basin are in the dominant cluster.
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Figure 2-5: Clusters found by k-means, clustering on the output of the t-SNE algorithm
for (left) the images taken at Searles Valley and (right) the images taken at both Searles
and Mono Lake. The 0-1 scale on each axis is dimensionless, the output of the t-SNE
algorithm. Nominally, the Euclidean distance between points corresponds to their visual
similarity. Points plotted in black are the Mono Lake data. Note that the plot on the right
is approximately equivalent to the left plot rotated by ∼ 45∘ clockwise.

Figure 2-6: Distributions of each cluster by basin. Mono is skewed towards cluster 2 (colum-
nar), while Searles is skewed towards cluster 1 (weathered nodules).
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The clustering of images collected at Searles was compared to the spatial and elevational

distribution of those images (Figure 2-8). Despite the >200m spread in the elevation of data

collected at Searles, no real elevation dependence can be observed between tufa facies. The

latitudinal and spatial distribution of clusters were also considered (Figure 2-8). Latitude

and field site were treated as separate variables to allow for inspection of local effects such

as the exposure of a site (i.e. sheltered from the wind versus exposed to wave action).

There is not a strong relationship between the clusters found in this study and latitude/field

site. Roughly, though, columnar tufa tend to be more common south in the basin, whereas

nodular is proportionally more northern. The northern sites (North Shore and Pioneer Point)

have on average 46% nodular and 19% columnar, whereas the southern sites (Amphitheatre,

Desperate Forest, and Pinnacles) have on average 22% nodular and 40% columnar.

Nodular tufa is generally found more commonly at the site referred to as “Pioneer Point”.

Weathered nodular and columnar tufa are found at the site referred to as “the Amphitheater”

(Figure 2-7). Indeed, the Amphitheatre is the only site at Searles with more than 50% of

images falling in the “columnar” classification. This is notable, as the Amphitheater is the

site in Searles with the most prominent and well-preserved “towers”, structures similar to

those found at Mono where columnar tufa was also the dominant facies (Figure 2-3).

2.5 Discussion

The poor clustering of the results of the t-SNE projection could be attributed to a number of

factors. First, the processes (e.g. biotic or abiotic precipitation of carbonate) producing end-

member tufa textures could be acting at the same time most cases, producing intermediate

textures. For example, it is possible that subsequent generations of tufa do not fully erase

past textures, and instead work over them. It was observed in the field that columnar tufa

may appear to grade into nodular as a primary texture (i.e. not as an effect of weathering).

This is not mutually exclusive with the observation of Guo & Chafetz (2012) that these

textures are distinct in different regions of the Pinnacles. Rather, it suggests that these

facies could be coeval, but variations of lake conditions lead to different morphological

expressions. It is also possible that the poor clustering of the data could be a result of a

failure or poor parameterization of the t-SNE algorithm. However, this seems unlikely given

the number of parameterizations that were tested.

41



Figure 2-7: Distribution of facies within sites. The Amphitheater has the highest proportion
of columnar tufa and is the only Searles site with more than 50% columnar. Mono Lake
similarly had proportionally more columnar tufa (Figure 2-6).
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Figure 2-8: Comparison of Searles clusters to environmental data. In the top panel, images
are binned into hundredths of a degree bins. In the bottom panel, boxes extend from lower
to upper quartile of data, whiskers show range. Orange horizontal line is plotted at the
median. Blue circles are outliers.
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Since cluster 1 seems to be a primarily weathered facies, the dominance of cluster 1

at Searles could simply be because the tufa there are older, and thus more likely to be

weathered. However, a statistical basis for correlating tufa texture to elevation could not

be found. Thus, this study finds the answer to question 2) above “Can the variance of tufa

textures at Searles Valley, CA be tied to their elevation – perhaps corresponding to instances

of comparable lake conditions or background climate?") is that the variance of tufa textures

at Searles Valley, CA cannot be tied to their elevation in the basin.

The preponderance of columnar tufa at Mono Lake could indicate that the process

responsible for producing this facies dominates tufa production at Mono Lake. Precipitation

of tufa at Mono Lake is believed to be a primarily abiotic process, the result of spring

discharge into the lake (Council & Bennett 1993). Also relevant to this comparison is the

result that columnar tufa is the most common facies at Mono, as well as at the Amphitheater

in Searles. As mentioned above, the Amphitheater at Searles is notable for the tufa “towers”

that are prevalent there. These towers are found elsewhere in Searles, but are most common

at the Amphitheater. Interestingly, Mono’s second most prevalent facies, the nodular tufa,

is the dominant facies at Pioneer Point, a site where towers can also be found. The co-

occurrence of these facies, especially the columnar tufa, with towers could indicate that the

towers at Searles (of unclear origin) are the product of processes similar to those working at

Mono (i.e. spring discharge).

2.6 Future Work

In this study, t-SNE is used largely as an unsupervised algorithm. That is, all the data are

used together to allow the algorithm to find a “best” (most statistically defensible) solution;

there does not exist a “training set” of data from which the algorithm learns. Since one of

the aims of this work was to determine if t-SNE was able to find the same set of facies as

human researchers, it was not considered necessary or even favorable to use a supervised

algorithm. However, in light of this study, it would be worthwhile to compare the results

found here to the facies defined by humans on the same data set. Such an effort would direct

future work to refine the t-SNE and k-means algorithms for use on tufa data sets. It would

likewise be of interest to compare the results of this study to the same analyses performed

using different algorithms (e.g. UMAP, Convolutional Neural Nets, Artificial Neural Nets,
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etc). This work demonstrates the utility of just one algorithm, and expanding to others

would allow for more robust interpretations of tufa textures and their contexts.

While this study uses a “large" data set of 1,500+ images, machine learning algorithms

almost always benefit from more data. A conclusion of the January 2020 field campaign was

that (short of the discovery of new outcrops) further imagery is not necessary from Searles,

as images have been collected of virtually all outcrops. However, future works could improve

this effort by collecting more images from Mono Lake. An even richer study could include

data from other basins with tufa grown in waters with a distinct chemistry such as Bonneville

Basin, Pyramid Lake, and Death Valley (Lake Manly), or in the Altiplano-Puna plateau of

the central Andes. The Eocene Green River Formation in Colorado could be another target

for future work, particularly since they are rarely exposed in three dimensions (Awramik &

Buchheim 2015, Jagniecki et al. 2021). That is, for more ancient tufa, texture may be one

of the only properties available for investigating these deposits.

Applying this method to other basins would require comparable numbers of images from

all basins considered (i.e. hundreds of images). Given a basin with enough tufa outcrop

to produce such a data set, a similar procedure to that presented in this paper would be

performed. Whether or not images from different basins clustered together or apart would

inform the viability of tufa texture as a proxy across basins. The parameterization of the

algorithm or algorithms used would need to be adjusted to suit the expanded data set,

including allowing for the possibility of different 𝑘 values in k-means. However, diversifying

the data set with a set of images from a totally distinct watershed, one whose chemistry is

known to be distinct from others in the data set (i.e. Mono), would allow for a more thorough

testing of the hypothesis that a different lake chemistry produces different textures of tufa.

If comparable tufa textures are found across multiple lake systems, that texture could be

indicative of a comparable growth environment between basins, at the time of deposition of

the tufa. This information would allow for the tufa texture to be used as a direct proxy of

lake chemistry and, in turn, depth.

Similarly, analyses like the one above would be made more rich with the inclusion of

other environmental data. With the addition of data from more modern lakes, it would be

possible to compare tufa texture to direct measurements of lake chemistry (e.g. alkalinity).

Though beyond the scope of this study, future works could perform these kinds of analyses

at Mono Lake. In older tufa, it could be revealing to compare tufa texture to the other
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proxies (e.g. Sr isotopes for groundwater). This work was limited to physical measurements

in the field, but future works could improve upon it by including other basins or types of

data, with the ultimate goal of using tufa texture as a proxy for depth in paleolakes.

2.7 Conclusions

The finding that the tufa at Mono are most visually similar to the columnar facies at Searles,

and that the columnar facies is found most commonly at sites in Searles where tufa towers

are also found, suggests that the response to question 1) posed above (“Is a particular facies

of tufa at Searles objectively visually similar to those at Mono?”) is that there is reasonable

basis for the columnar facies being analogous to the tufa found at Mono Lake. In the

context of past work, this study suggests a more abiotic, Mono-like origin for the Searles

tufa, particularly in sites where columnar tufa can be found. That is, if the tufa at Mono are

representative of the endmember spring-contribution facies, then these results would imply

that a higher prevalence of columnar tufa is indicative of a greater spring contribution. This

is a step towards the goal of tying tufa texture to formation environment.

The findings above do not exclude the possibility of a biological mechanism contributing

to the formation of the tufa at Searles, but they also do not validate it. Thus, this study

cannot recommend any biologically-based assumptions about the depth at which the tufa

at Searles Valley formed. Future work is certainly needed to solidify these results. However,

this work demonstrates that, with some tuning, machine learning studies of this kind have

the potential to be useful in gleaning rich information from the geologic past. Considering

images as 2-dimensional data that can be plotted and utilizing clustering methods allows

for more rich comparisons of geologic images and their environment.

Machine learning and computer vision methods such as the ones used in this paper have

the potential to draw further information from the geologic record than has previously been

possible. As demonstrated here, these methods have the ability to represent data differently:

images can be plotted by similarity, visual trends in facies can be quantified. By pursuing

these new avenues of interrogating the geologic record, the geologic community has the

potential to uncover new information from data sets and formations that have already been

investigated with other techniques. Machine learning, in combination with more traditional

methods and in the context of past research, can thus be a tool for deepening understanding
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of the Earth’s past.
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Chapter 3

Modeling Iceberg Longevity and

Distribution During Heinrich Events

3.1 Abstract

During the last glacial period (120-12ka), the Laurentide ice sheet discharged large numbers

of icebergs into the North Atlantic. These icebergs carried sediments that were dropped as

the icebergs melted, leaving a record of past iceberg activity on the floor of the subpolar

North Atlantic. Periods of significant iceberg discharge and increased ice-rafted debris (IRD)

deposition, are known as Heinrich Events. These events coincide with global climate change,

and the melt from the icebergs involved is frequently hypothesized to have contributed to

these changes in climate by adding a significant volume of cold, fresh water to the North

Atlantic. Using an iceberg model coupled with the MITgcm numerical circulation model,

we explore the various factors controlling iceberg drift and rates of melt that influence the

spatial patterns of IRD deposition during Heinrich Events. In addition to clarifying the

influence of sea surface temperature and wind on the path of an armada of icebergs, we

demonstrate that the same volume of ice can produce very different patterns of iceberg drift

simply by altering the size of icebergs involved. We note also a significant difference in the

seasonal locations of icebergs, influenced primarily by the changing winds, and show that

the spatial patterns of IRD for Heinrich Event 1 most closely corresponds to where icebergs

are located during the summer months. Consistent with proxy evidence, the ocean must be

several degrees colder than temperatures estimated for the Last Glacial Maximum in order
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for icebergs to travel the distance implied by Heinrich Layers.

3.2 Introduction

Figure 3-1: Panel A: Map of IRD thickness in the North Atlantic deposited during Heinrich
Event 1, adapted from Hemming (2004). Each triangle represents the location of a marine
sediment core containing HE-related IRD and the corresponding numbers the thickness (in
centimeters) of the IRD. Stippling indicates inferred HL extent. Panel B: Simulated iceberg
density in the North Atlantic releasing medium sized icebergs from Hudson Bay (red arrow)
for the full 10-year Heinrich Event. In agreement with the observation (Panel A) the model
shows that icebergs drift across the entire North Atlantic to Europe. The “forking” pattern
in IRD in the observations (∼45∘N, ∼20∘W) seen here can be observed in model results from
this study, especially in summer months (Figure 3-4 ). Note that the line running between
∼40∘N,40∘W to 45∘N,10∘W is an artifact of the seam on the models cube-sphere grid, and
not a function of the iceberg drift patterns. seam between GCM panels can be seen in these
figures.

The former Laurentide Ice Sheet (LIS) was an extensive ice sheet that covered the North

American continent for a significant portion of the Quarternary period (2.58Ma – present).

During its history, the LIS had many intervals of advance and retreat, corresponding to

glacial maxima. During maxima, the LIS was more than 4km thick at its center in Northeast

Canada, and had several large ice streams discharging icebergs into the western subpolar

North Atlantic, especially through Hudson Bay (Dyke & Prest 1987, Margold et al. 2018).

Sediment cores from the North Atlantic present evidence of episodic discharge from the LIS

in the form of ice rafted debris (IRD), which can be found from the Labrador Sea across the

basin to Portugal (Hemming 2004, Figure 3-1). The spatial extent and thickness of Heinrich

Layers varies between events, variability that has been attributed to changes in the volume

of ice involved as well as to shifting climate (Dowdeswell et al. 1995, Ruddiman 1977).
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While it is clear that these sediments were transported by icebergs, the exact mechanism

of these events is not clear. It has been suggested that the observed periodicity of Heinrich

Events is due to instabilities inherent to a growing Laurentide Ice Sheet (MacAyeal 1993a,b,

Alley & MacAyeal 1994). In this scenario as the LIS grows it periodically reaches a size

that is unstable and requires the purging of mass in the form of armadas of icebergs. An

alternative suggestion involves an ice shelf on the Labrador Sea possibly transporting ice-

bergs, particularly sediment-laden icebergs, farther than could persist in open water (Hulbe

1997). It has additionally been noted that subsurface warming in advance of a Heinrich

Event could promote the collapse of such an ice shelf, releasing the fresh water necessary

to produce the climate signal found in association with a Heinrich Event (Marcott et al.

2011). It has therefore been proposed that the removal of the ‘buttressing effect’ of a large

ice shelf led to the acceleration of the Hudson Strait Ice Stream and the production of large

numbers of sediment-laden icebergs (Alvarez-Solas et al. 2013, e.g.). Each of these scenarios

would result in a different estimate of the volume of fresh water involved and thus a different

climate forcing. Disentangling this mechanism will require a fine scale understanding of the

mechanics of a Heinrich Event.

While Heinrich Events were localized to the North Atlantic, they coincide with global

climate change (Broecker 1994). For example, stalagmite records from China indicate min-

ima in the strength of the Asian monsoon during Heinrich events (Wang et al. 2001), while

sediment cores from the Okinawa Trough in the East China Sea show cooling for Heinrich

Events 1-5 (Li et al. 2001). Additionally, lake records from the southwestern United States

show maximum lake size coincident with Heinrich Events (McGee et al. 2018). These ex-

amples along with numerous others signify the abrupt and global significance of the climate

change associated with Heinrich events. This significance suggests the existence of a mech-

anism for propagating the impacts of Heinrich Events from the North Atlantic to the rest

of the globe. It has been often suggested that the disruption of the AMOC is central to the

global impact observed to coincide with Heinrich Events (Broecker 1994, McManus et al.

2004, Boyle & Keigwin 1987).

In this scenario, the large input of cool, fresh water disrupts the formation of deep water

in the North Atlantic and slows the overturning circulation (Broecker 1994, Oppo et al.

2015, Keigwin & Lehman 1994); the resulting changes in heat input into the mid-latitude

atmosphere of the Northern Hemisphere and in cross-equatorial ocean heat transport then
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lead to global climate impacts. It has been observed that Heinrich Events coincide with

periods of Northern Hemisphere cooling and Southern Hemisphere warming (Blunier &

Brook 2001, Ahn & Brook 2008). Reconstructions of Heinrich Event 4 (∼60,000 year ago)

based on foraminifera assemblages have suggested that a 2 - 3∘C summer cooling and a

1.5-3.5‰decrease in salinity could reasonably be expected at the sea surface in the North

Atlantic during a Heinrich Event, with more cooling in different parts of the basin and during

other seasons (Cortijo et al. 1997, Maslin et al. 1995, Hemming 2004). Modeling efforts have

attempted to constrain the impact of fresh water on 𝛿18O and other proxies (Roche et al.

2014), as well as northern North Atlantic subsurface warming (He et al. 2020). Questions

still remain about the volume, origin, and distribution of the fresh water involved, however.

Iceberg models have been used in attempts to constrain the locations and trajectories

of icebergs and their melt during Heinrich Events. Some such studies have found that

directly modeling the melt of icebergs (rather than simply freshening the North Atlantic

by adding liquid fresh water) hastens the impact of fresh water on climate (Jongma et al.

2013, Levine & Bigg 2008). A separate study directly modeled the extent of Heinrich Layers

and accompanying ice volume, based upon an assumed concentration and distribution of

sediments in icebergs (Roberts et al. 2014). Both of these studies used models with relatively

coarse spatial resolution oceans (∼ 3∘). Finer scale modeling is however necessary to more

accurately resolve individual iceberg tracks and precisely where IRD was deposited during

Heinrich Events. To-date, previous modeling efforts using finer scale grids have tended to

focus on the transport of icebergs and fresh water along the Eastern seaboard of the United

States (Hill & Condron 2014, Condron & Hill 2021), rather than the more extensive region

of IRD found across the IRD belt. Using a model with a fine scale (1/6∘; 18-km) ocean,

this work investigates the sensitivity of patterns of iceberg tracks to both iceberg size and

to changes in climatic (environmental) factors. Below we attempt to constrain the impact

of the size of icebergs on their ability to reach the extents suggested by Heinrich Layers.

We also investigate climatic controls on these results, including the seasonality of iceberg

location and the influence of sea surface temperature.
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3.3 Methods

3.3.1 Iceberg Model

The Massachusetts Institute of Technology Global Circulation Model (MITgcm) was devel-

oped at MIT for studying the ocean, atmosphere, and climate (Marshall et al. 1997). In

this study, we use a version of the model with an eddy-permitting horizontal global ocean

grid resolution of 1/6∘ (∼ 18-km) and 50 vertical levels in the vertical with spacing set from

∼10m near the surface to ∼450m at a depth of ∼6000m (Condron & Hill 2021, e.g.). This

resolution is notable and important: whereas all of the models included in phase 4 of the

Paleoclimate Modeling Intercomparison Project have 1-2∘ spatial resolution, the resolution

of our configuration of MITgcm is ∼5-10 times that. This fine resolution allows for tracing

the tracks of individual icebergs, which is necessary for the results discussed below. The

experiments performed in this study are completed with the model at equilibrium in regards

to icebergs in the system. That is, the number of icebergs in the system of the model changes

seasonally, but the number of icebergs calved into the system is equal to the number that

melt on the timescale of these experiments (Figure A-1).

In the model, ocean tracer transport equations are solved using a seventh-order mono-

tonicity preserving advection scheme. There is no explicit horizontal diffusion, and vertical

mixing follows the K-Profile Parameterization. The ocean model is coupled to an iceberg

model (Condron & Hill 2021) and a dynamic-thermodynamic sea ice model (Losch et al.

2010), the latter of which assumes a viscous-plastic ice rheology and computes ice thickness,

ice concentration, and snow cover. The model was configured to simulate glacial (LGM)

boundary conditions following that of (Hill & Condron 2014): sea-level is 120m lower than

modern-day and Northern Hemisphere ice sheets are at their full glacial extent based on mul-

tiple reconstructions (Lambeck & Chappell 2001, Dyke et al. 2002). Since the atmosphere

is not coupled in these experiments, the model is forced with averaged monthly outputs

from fully coupled Community Climate System Model LGM, which is parameterized using

PMIP-2 protocols (Otto-Bliesner et al. 2006) This setup is consistent with (Condron & Hill

2021).

The iceberg module of MITgcm (Condron & Hill 2021, MITberg) can be used to track the

paths and fates of icebergs of multiple sizes. Individual icebergs are simulated as Lagrangian

particles, with their horizontal acceleration calculated from the equation of motion for an
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iceberg:

𝑚
𝑑�⃗�

𝑑𝑡
= −𝑚𝑓𝑧 × �⃗� + 𝐹𝑎 + 𝐹𝑤 + 𝐹𝑠 + 𝐹𝑝 (3.1)

where 𝑚 is the mass of the iceberg, 𝑣 is iceberg velocity, 𝑡 is time, and the five terms on

the right-hand side represent the various forces exerted on an iceberg: the Coriolis force

−𝑚𝑓𝑧 × 𝑣, where 𝑓 is the Coriolis parameter and 𝑧 is the vertical unit vector; wind drag,

𝐹𝑎; water drag, 𝐹𝑤; sea ice drag, 𝐹𝑠; and the horizontal pressure gradient, 𝐹𝑝. Icebergs have

a multi-level keel model where ocean drag on icebergs is the sum of the movement of water

at all vertical ocean model levels the iceberg penetrates through.

Additionally, iceberg deterioration (i.e. melt) with time occurs from solar radiation,

sensible heating, wave erosion, and buoyant vertically convection. The cold, fresh water

produced by iceberg melt is released into the model, and thus the impact of iceberg melt in

the ocean can be tracked.

3.3.2 Experiments

Experiments were chosen to constrain factors that are not well understood or have not

been extensively explored in previous studies, particularly the influence of iceberg size and

sea surface temperature on iceberg paths and longevity. In the default MITgcm LGM

simulations, experiments were run for 10 years, with 6272 km3 of ice discharged each year

(approximately 0.2 Sv, or 0.2×106 m3/s). Regardless of the size of individual icebergs used

in our simulations, the same volume of ice was discharged in each experiment. Icebergs were

calved at the locations close to Hudson Strait (as marked in Figure 3-1).

With this backdrop, the sensitivity of iceberg drift trajectories and longevity to changing

sea surface temperature was tested. Due to the time required to run these experiments, the

simulated Heinrich Events lasted 10 years. Simulations were performed in both the default

LGM ocean, and with the ocean cooled by 3.5°C (hereafter “LGM – 3.5∘C”). As discussed

above, past works have suggested a colder ocean during Heinrich Events than the LGM,

with a possible range of 3-4∘C (Hemming 2004, Cortijo et al. 1997). Given the uncertainties

surrounding Heinrich Event sea surface temperatures and concerning the ability of CCSM3

to represent the LGM ocean, 3.5∘C was chosen as an intermediate of the range of possible

temperatures. This choice is also consistent with previous modeling simulating Heinrich
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Events (Condron & Hill 2021). The results of these experiments are discussed in detail in

the next section.

To study the effect of different iceberg sizes on the patterns of iceberg drift and thus

where IRD would have been deposited during Heinrich Events, we performed a suite of

experiments using three size classes: small, medium, and large. In all cases icebergs begin

with a thickness of 260m, with small, medium, and large icebergs having widths of 250,

465, and 1000m respectively. Icebergs always have a fixed width to length ratio of 1.62

(i.e. Length = 1.62×Width) to mimic observed iceberg proportions (Dowdeswell et al.

1992, Mugford & Dowdeswell 2010). While much larger icebergs are have been observed

in the modern ocean and may have been involved in Heinrich Events, the parameterization

of icebergs as Lagrangian particles in MITberg prevents the realistic simulation of larger

icebergs. Thus, icebergs larger than 1000m on a side are not considered. While previous

works (Jongma et al. 2013, Roberts et al. 2014, e.g.) have used a range of iceberg sizes

meant to replicate those observed in modern icebergs, this study seeks to disentangle the

role of iceberg size. To clarify this impact, in each experiment all icebergs have the same

size when calved. Additionally, to be consistent with previous modeling experiments and

given the more realistic results in SST experiments, these size experiments used the LGM –

3.5∘C ocean.

3.4 Results

Our first set of iceberg experiments compare the trajectories of icebergs in an ocean cooler

than the LGM to the extent of observed Heinrich Layers. We find that releasing medium-

sized (465×753m wide, 260m thick) icebergs with LGM ocean temperatures cooled by 3.5∘C

leads to an iceberg drift pattern that is remarkably similar to patterns of IRD thickness in the

North Atlantic (Figure 3-1). In agreement with observations, the model shows that icebergs

fully transverse the North Atlantic basin to the western coast of Europe. Significantly, the

pattern of iceberg drift in the model is more extensive than the observations. This could

suggest that the sediment load of icebergs is entirely lost before the icebergs completely melt.

As such, the region that fresh water is added to the ocean could be much more extensive

than the patterns of IRD on the seafloor suggest. The pattern of IRD deposited during

Heinrich Event 1 shows what appears to be split, or “forking”, pattern in the trajectories
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of icebergs around 45∘N, 20∘W, with some icebergs heading in a more northeast direction

and others continuing on an easterly course. Quite remarkably, our high-resolution iceberg

model simulations also capture this feature in drift trajectories, suggesting that our modeling

captures subtleties of iceberg movements that can be traced in the geologic record.

Figure 3-2: Simulated ice flux (the sum of the volume of ice from icebergs) through each
model grid cell in the temperature sensitivity simulations (LGM [blue lines] and LGM -
3.5∘C [red lines]). Contours are drawn at mean and 1% of ice flux in the Atlantic, of which
the latter roughly shows the maximum eastward drift of icebergs in our simulations. All
iceberg are of the “medium” size class (i.e. 465×753m wide, 260m thick).

To further explore the parameters influencing iceberg drift, a number of additional sen-

sitivity experiments were then performed. In a second simulation, now with the ocean set

to default LGM temperatures, medium-sized icebergs were released. In this simulation, the

overwhelming majority of icebergs melted before reaching the distances implied by Heinrich

Layers (Figure 3-2). Additionally, the mean extent of ice flux (calculated as the sum of the

volumes of individual icebergs that reach a cell) in the North Atlantic only reached 30∘W:

most of the icebergs did not extend past the midpoint of the ocean basin. In addition, the

maximum extent of ice flux through cells (1% of the mean) barely reached 20∘W. Meanwhile,
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the Atlantic mean location of ice volume in the LGM – 3.5∘C simulation was approximately

the same as the location of 1% of the mean in the LGM simulation without cooling, with

the maximum extent of ice volume beginning to extend around the basin with the subpolar

gyre towards Iceland.

Figure 3-3: Panel A: Simulated mean ice flux through each model grid cell for the three size
different iceberg size class experiments. Panel B: Maximum extent of icebergs (based on
where ice flux at each cell is ≥1% of the mean) for the three experiments. Large icebergs
begin with 1000×1620m width and depth, medium icebergs begin with 465×753m width and
depth, small icebergs begin with 250×405m width and depth. All icebergs are 260m thick
when calved. Means are calculated using only Atlantic cells (Atlantic defined as Longitude
between 0∘ and 55∘W).

With the established result of a more realistic iceberg extent in the LGM - 3.5∘C ocean,

these conditions were used to run an additional set of experiments examining the longevity

and tracks of three different sizes of icebergs (small, medium, large). The mean extent of

the small class of icebergs (250×405m wide, 260m thick) was comparable to that found in

the LGM simulation without additional cooling, implying that increasing iceberg size and

decreasing SST have similar impacts on the longevity of icebergs. Predictably, the mean

extent of the largest class (1000×1620m wide, 260m thick) of icebergs calved from Hudson

Bay, Canada, reached farther east than that of the small and medium sized icebergs (Figure

3-3). However, the effect of iceberg size on eastward drift was even more pronounced in the

maximum extent of iceberg drift (based on 1% of the mean ice flux at each grid cell) (Figure

3-3). While the maximum eastward extent of the smallest icebergs only reached ∼ 20∘W

and the medium class began to circulate around the gyre, the maximum extent of the largest

icebergs reached the coastline of Europe before continuing back west towards Iceland.
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Figure 3-4: Locations of simulated icebergs in the North Atlantic in winter (December-
January-February; DJF), and summer (June-July-August; JJA) for the three different ice-
berg size classes based on the cumulative number of icebergs in each model grid cell. Re-
gardless of iceberg size, there is a marked difference in iceberg drift trajectories in the winter
and summer months: iceberg drift is much more zonal across much of the North Atlantic
during the winter, while the summer iceberg trajectories show a split at around ∼45∘N,
20∘W where some portion of the icebergs drifting in a more northeasterly direction. As
shown in Figure 3-1a, this split in trajectories is observed in IRD deposited during Heinrich
Event 1.

The results above suggest that increasing the size of the icebergs produces a similar

change in eastward drift to decreasing the temperature of water surrounding them. However,

these effects are not exactly equivalent. Particularly, in plots of iceberg trajectory, a “forking”

pattern can be seen particularly in the ice volume extents of the medium size class and (to a

lesser extent) the smaller size class. This behavior becomes more marked when plotting the

seasonal location of icebergs (Figure 3-4). Significantly, for all three sizes of icebergs, the

split in iceberg trajectories can be seen in the summer (June, July, August) and continuing

into the Fall (Sept, Oct, Nov), but not in Winter or Spring (Figure 3-5). For progressively

smaller icebergs, the northeast-travelling fork becomes longer relative to that travelling east,

contributing to fewer icebergs reaching more eastern parts of the basin. As noted previously,

observed thickness of IRD deposited during H1 found in marine sediment cores (Figure 3-1a)
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shows a very similar “fork” in iceberg trajectories at around 25∘W in the North Atlantic.

This agreement between the observations and our numerical model could suggest that during

Heinrich Event 1, the release of icebergs in summer months dominated the ultimate extent of

Heinrich Layers, either due to increased discharge of ice, increased sediment load in icebergs,

or a combination of factors. A more in-depth comparison of model results and core data

could reveal further observations of this kind, particularly in the case where the deposition

of IRD is more explicitly modeled.

Figure 3-5: Average locations of icebergs during all four seasons: winter (DJF), spring
(MAM), summer (JJA), and fall (SON). As described above, iceberg tracks are observed to
fork into two tracks in the summer: one traveling approximately due-east and one branching
northeast. Remnants of this forking pattern can be observed in fall months, but absent in
the spring.

In addition to exploring changes in iceberg trajectories we also examined the impact of

melting icebergs on the salinity of the North Atlantic. This was of particular interest given

the hypothesized role that melting icebergs played in altering large-scale ocean circulation
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and climate (Broecker 1994, McManus et al. 2004, Boyle & Keigwin 1987). In a 10-year

run, the salinity had not stabilized and the North Atlantic continued to freshen (Figure

3-6). However, in this time the region that experienced the highest density of icebergs, the

“IRD belt” between 40∘–50∘N, was ∼1 PSU fresher than an experiment without icebergs.

As the simulated Heinrich event progressed, however, the additional freshwater input to

the ocean from melting icebergs propagated away from this region and was seen outside of

the immediate tracks of the icebergs, particularly into the Norwegian and Greenland Sea

where open ocean deep convection is known to occur. After ∼10 years of simulation, the

entire subpolar North Atlantic basin became generally fresher compared to that without the

input of fresh water from icebergs released during a Heinrich Event. There are two notable

exceptions to this however: a ∼0.5∘ square region area east of modern-day Newfoundland

(Orphan Knoll) and a larger area in the Norwegian Sea both became saltier. Though the

salinity field is unlikely to have stabilized in the 10-year run, the result at Orphan Knoll

is consistent with past research that has noted the absence of freshening during Heinrich

Events in this location (Keigwin et al. 2005).
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Figure 3-6: Simulated change in North Atlantic sea surface salinity (salinity anomaly) during
a Heinrich event simulation of medium-sized icebergs from Hudson Bay after 2, 5, 7, and
10 years. Freshening can be seen in the North Atlantic basin between 40∘ - 50∘N where
icebergs are most heavily concentrated, as well as farther afield in the Norwegian Sea. Sea
surface salinities anomalies are calculated using the difference between numerical simulations
performed with and without icebergs.

3.5 Interpretation and Discussion

It is an intuitive result that icebergs will persist for longer in a colder ocean: if the temper-

ature difference between icebergs and the water that surrounds them is smaller, it will take

longer for them to melt due to a reduction in sensible heating. The practical extent of this

difference is quantified here, with the result that, for medium sized icebergs, the ocean would

likely have needed to be significantly colder than simulated conditions during the LGM to

produce the observed extents of Heinrich Layers. This is a reasonable interpretation, as sea

surface temperatures are believed to have been colder than LGM during Heinrich Events
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(Maslin et al. 1995). With a reasonable assumption about the size distribution of icebergs,

these results could conceivably be extrapolated to infer SST from Heinrich Layer extent.

Conversely, if SST could be constrained by an independent proxy, the size of icebergs in-

volved in a Heinrich Event could potentially be estimated. Such a strategy would be useful

for estimating the volume of ice released during a Heinrich Event, and perhaps the ice sheet

dynamics involved in producing the icebergs. It is likely that a number of combinations

of SST and iceberg size could produce geologically similar sediment layers. However, this

work emphasizes the importance of considering these factors when investigating the climatic

significance of Heinrich Layers.

Figure 3-7: Prescribed wind forcing in glacial model (CCSM3) simulations for winter (DJF),
spring (MAM), summer (JJA), and fall (SON). The seasonal shifts in the wind match the
seasonal shifts in iceberg tracks (Figure 3-4). In particular, the summer forking in iceberg
drift aligns with winds shifting to a more meridional patterns and blowing in a northeasterly
direction.

Central to considerations of the relative impact of iceberg size and SST is the result
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that cooling the ocean has a comparable effect to increasing the size of icebergs. However,

this work suggests that while the impacts of these factors are comparable, they may not be

indecipherable in the geologic record. Rather, the key to disentangling these two metrics,

and to uncovering further information from the geologic record, may involve the forking

of iceberg tracks described above. Our results suggest that in a Heinrich Event involving

smaller icebergs, more iceberg tracks would be directed to the northeast cutting across the

subpolar gyre, whereas larger icebergs will tend to follow the North Atlantic Current ap-

proximately due East across the Atlantic. These two scenarios would be recorded differently

in the geologic record, with a Heinrich event involving smaller icebergs resulting in a thicker

deposit in the center of the gyre. Overall, the fine resolution of our modeling demonstrates

that there are subtleties to the sensitivity of iceberg trajectory. The ability to accurately

resolve individual iceberg tracks reveals that the spatial extent of Heinrich Layers depends

on quantifiable factors in the environment and the icebergs themselves.

An examination of the different atmospheric model forcings and ocean and sea ice fields

shows that the only parameter that changed with a magnitude and direction that matched

the seasonal shift in iceberg drift trajectories was the wind forcing (Figure 3-7). Seasonal

changes in SST, surface currents, and sea ice could be observed, but none of these varied

to the degree that could explain the marked seasonal change in iceberg tracks. This result

is surprising, given the intuitive expectation that surface currents would have a significant

impact on the trajectories of icebergs, and would be influenced by surface winds. However,

such a relationship is not observed (Figure A-2). The glacial wind forcing prescribed in

our simulations, however, shifts toward the northeast during the summer and fall months,

tracking the seasonal shift in iceberg tracks. This suggests that, within the bounds of these

simulations, wind is the primary driver of iceberg trajectory. This effect is most marked

on our smallest iceberg size class, indicating that smaller icebergs are especially prone to

being pushed by wind compared to larger icebergs. We therefore suggest that the different

patterns of IRD produced during the six major Heinrich events that occurred over the past

60,000 years could reflect changes in atmospheric circulation patterns. For example, the IRD

layer associated with Heinrich Event 3 has a significantly shorter eastern extent, containing a

smaller volume of IRD (Hemming 2004). In order to explain this difference, past works have

invoked the possibility of a Scandinavian iceberg source with comparably less ice sourced

from North America (Grousset et al. 1993, 2000, Gwiazda et al. 1996). This work suggests
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that these differences could be explained by the involvement of smaller icebergs in Heinrich

Event 3, or perhaps by reduced winds or warmer SSTs. In either case, the same ice volume

could be sourced from North America but would result in a less extensive IRD deposit.

3.6 Conclusions and Future Work

This modeling work is the first to use a high resolution, eddy permitting ocean-iceberg

model to explicitly study how the size of icebergs and climatic conditions influence iceberg

trajectories in the glacial North Atlantic. Our results demonstrate that the longevity and

trajectory of icebergs in the North Atlantic depends significantly on the size of icebergs

involved. This is true not only in terms of the ability of icebergs to survive long enough to

traverse the North Atlantic basin, but also in the sense of the North-East spatial extent:

smaller icebergs will more frequently reach the center of the subpolar gyre while diverting in

a Northeast direction during the summer months, while large icebergs will tend to maintain

a more easterly course. Barring an exceptionally cold ocean, larger icebergs seem also to be

required to produce a significant East-West extent. The size distribution of icebergs during

Heinrich Events is not well constrained. This study suggests that a substantial population

of large icebergs was likely necessary, especially considering where IRD is found abutting

Europe. A more in-depth comparison of these modeling results with existing core data

could reveal the absence or presence of a significant iceberg track within the subpolar gyre,

suggesting the involvement of smaller icebergs.

The impact of iceberg size on iceberg extent is more prominent in the summer and fall

months, due to the seasonal shifting of the wind field. These results have significant impli-

cations for what can be interpreted from Heinrich Layers. For example, given a reasonable

assumption of iceberg size, or iceberg size consistency between Heinrich Events, shifting

distributions of IRD between events could suggest shifting wind patterns, or shifting season-

ality to the major contribution of icebergs. Seasonality to the release of icebergs could be

revealing of the ice sheet dynamics preceding or causing Heinrich Events. Results presented

by Hemming (2004) already demonstrate a forking of iceberg tracks in Heinrich Event 1

that is not observed in Events 2, 4, or 5: results that can be interpreted in the context of

this study to suggest a shifting of winds, seasonality, or iceberg size during Heinrich Event

1 that did not occur during the other events presented. A preliminary effort to compare our
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model outputs to Hemming’s 2004 data is presented above, but a more in-depth analyses

of these two data sets would be necessary to make a truly significant comparison. These

interpretations may likewise require significant assumptions about the ability of icebergs to

carry sediment, a question that requires further high-resolution modeling.

In sum, this work presents frameworks for drawing further information from the geologic

record of Heinrich Events. It likewise presents the first high resolution spatial distribution

of iceberg locations during these events, as well as the associated fresh water signature

produced by melting icebergs. These results suggest that Heinrich Layers hold even more

information about past climate than previously thought, and that further modeling and

exploration will uncover new dynamics to these enigmatic events.
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Chapter 4

A Model for the Effect of Partitioning

Sediments in Icebergs on Heinrich

Layer Extents

4.1 Abstract

In the North Atlantic, relatively coarse grained sediments can be found periodically through-

out cores spanning the Last Glacial Period. These sediments were rafted by icebergs purged

from the Laurentide Ice Sheet (LIS) in so-called Heinrich Events. “Heinrich Layers” coin-

cide with records of global climate change, suggesting that the impact of these events was

propagated beyond the North Atlantic. A possible mechanism for this climate change in-

volves the discharge of cold, fresh water from the LIS in the form of icebergs, slowing the

Atlantic Meridional Overturning Circulation and thus disrupting the transport of heat on

the planet. In probing the connection between these sedimentary layers and the coincident

climate change, it may be illustrative to consider the variation of Heinrich Layer extents

and thicknesses, and consider how or if that variation could be related to changes in ice

discharge. To tie the discharge of icebergs to the extent and thickness of Heinrich Layers,

it is necessary to make assumptions about the nature of icebergs calved from the LIS, and

in particular how they carry sediments. In this study we challenge those assumptions by

modeling Heinrich Layers as produced with the same volume of sediment and ice distributed

differently throughout icebergs. These experiments produce different Heinrich Layers, some
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totally distinct from those observed in the North Atlantic, demonstrating that the same

volume of ice can result in a profoundly different sediment records.

4.2 Introduction

As described in the previous chapter, sediment cores collected in the North Atlantic basin

contain layers of relatively coarse (>63𝜇m) sediments, that can be found at periodic intervals

of about 7,000 years (Bond et al. 1992, Hemming 2004, McManus et al. 1998). These

sediments, in so-called “Heinrich Layers” are believed to have been rafted from the North

American continent by icebergs discharged from the Laurentide Ice Sheet. Heinrich Layers

extend from where icebergs were calved near Hudson Bay, Canada, almost to the coast of

Europe in Portugal (Hemming 2004). Generally, the “belt” of IRD across the Atlantic is

described as being largely between 40-55∘N, capped on its southern margin by the Gulf

Stream. Heinrich Layers are thicker in the western part of the basin and become generally

thinner moving East, presumably as icebergs become smaller, fewer, and have dropped

more sediment. At their thickest outside of the Labrador Sea, Heinrich Layers are 30-50cm

thick, and thin to <5cm in the northeastern part of the basin (Figure 3-1, Bond et al.

1992, Hemming 2004). Though these descriptions are generally true, there are variations of

Heinrich Layer extent and thickness between events. Notably, Heinrich Events 3 (∼31,000

years ago) and 6 (∼60,000 years ago) have been considered as atypical events, due to thinner

and less extensive Heinrich Layers. Indeed, it has been suggested that these events could

involve a Scandinavian source of icebergs and sediment, a different volume of ice discharge,

a decrease in the contribution of foraminifera to sediment flux due to low productivity or

dissolution of forams, or that these events were in some way significantly different from other

Heinrich Events (Gwiazda et al. 1996, Grousset et al. 2000).

Heinrich Events and the associated Heinrich Layers are of particular interest due to

their climate significance. These events are coincident with events of global climate change:

highstands in lakes in the southwestern United States, weakening of the Asian Monsoon,

in addition to other, far-reaching climate impacts (Broecker 1994, Wang et al. 2001, Li

et al. 2001, McGee et al. 2018). Thus, though Heinrich Events were immediately local to

the North Atlantic, their climate impact was propagated globally. The mechanism often

credited with linking Heinrich Events to global climate change is the addition of cold, fresh
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water to the Atlantic Meridional Overturning Circulation, or AMOC. This current, driven by

differences in salinity and temperature, is one of the main transporters of heat on the planet.

As such, the melt associated with numerous icebergs in the North Atlantic could easily be

hypothesized to disrupt this current, and consequently global climate. Of particular interest

is the volume of ice discharge necessary to perceptibly slow or stop the AMOC, or how a

given ice discharge perturbs climate (Boyle & Keigwin 1987, Broecker 1994, McManus et al.

2004). A possible avenue of exploring this question involves investigating the signature of

the volume of ice discharged from the LIS in the geologic record.

Comparison of the spatial variation of Heinrich Layer thickness is central to discussions

of the climatological and geologic significance of those layers. Layer thickness is necessary

to calculate sediment volume, which may be related to ice flux or to the duration of the

Event. Despite the importance of this metric, there is not a standard method by which

to calculate Heinrich Layer thickness. Heinrich Layers represent a geologically abrupt but

practically gradual increase in lithic fragments >63𝜇m. It is thus up to the discretion of

a researcher to determine where the layer begins and ends, decisions that impact both the

reported thickness of the layer and the estimated duration of the associated Heinrich Event.

Additionally, multiple methods have been employed to determine where the the relatively

coarse sediments of Heinrich Layers can be found in cores. One method measures the

magnetic susceptibility of the material in the core, which increases with increasingly dense,

siliciclastic material (i.e. coarser grains, Grousset et al. 1993, Cortijo et al. 1997). This

method is fast and convenient, and as such can be performed at high resolution on-ship

soon after a core is collected. Magnetic susceptibility does not permit detailed investigation

of the grain distribution of Heinrich Layers, however, which is possible with the labor-

intensive method of grain counting. In this method, samples are collected from the core at

centimeter-scale intervals and sieved to separate grain sizes. The fraction intervals of grain

sizes can then be measured, though at relatively low resolution, and interpolated to provide

a smoother record (e.g. McManus et al. 1998). Based on the method employed and decisions

made about how to define a Heinrich Layer, there may be significant experimental error in

the reported thickness of layers. Indeed, an intercomparison of methods for measuring IRD

abundance in cores from the Antarctic margin found that, though methods tend to represent

the same trends of IRD, different methods could report IRD counts varying by a factor of

two at a given depth in the core (McKay et al. 2022).
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A possible avenue for avoiding the issue of sediment thickness involves calculating instan-

taneous flux of sediment, using the method of 230Th normalization (Bacon 1984, Francois

et al. 2004). In this method, the concentration of 230Th is measured in core sediments.
230Th produced at a known rate in seawater, and is removed by particles as they fall to the

seafloor. Given a constant sedimentation rate, the concentration of 230Th in core sediments

would be constant through time (after accounting for age decay). If there is an increase

in sediment flux, the same amount of 230Th is diluted into a larger volume of sediment,

and the concentration of 230Th decreases. Samples are thus a measure of the instantaneous

flux of sediment when it is buried, and the difficulty of measuring layer thickness is not a

concern. This method has been used to estimate the sediment flux during Heinrich Events

(McManus et al. 1998, Zhou et al. 2021), though the results of these studies are inconsistent

with sediment fluxes calculated from more traditional means (Ruddiman 1977). The likely

reason for this discrepancy is the high flux of sediment during Heinrich Events: with a suf-

ficiently high sediment flux, more sediment is deposited than is required to remove 230Th

from the water column. Thus, the concentration of 230Th in sediment becomes extremely

low, and 230Th normalization may significantly overestimate instantaneous sediment flux

(Costa et al. 2020). Though IRD fluxes based on age models (as described above) are not

perfectly accurate, the errors involved are more easily estimated than in cases where high

sedimentation rates compromise 230Th normalization measurements. For this reason, layer

thickness is the preferred metric for the amount of sediment involved in a Heinrich Event in

this study.

This study will probe the question of the relationship between the thickness and extent

of Heinrich Layers, and the volume of fresh water released from icebergs. Specifically, this

work will investigate if the same volume of fresh water could produce significantly different

Heinrich Layers by the metrics of extent and thickness, if the sediments are distributed

differently within icebergs. In the past, modeling studies have derived an estimate for

ice discharge during Heinrich Events by considering icebergs to be uniformly dirty, with

sediments evenly distributed throughout the iceberg (e.g. Roberts et al. 2014). This is a

mathematically simple scheme that can effectively produce realistic Heinrich Layers, but

the results of such studies have the significant caveat of the partitioning of sediment. By

contrast, models of sediment incorporation in ice have produce a discrete layer at the base

of an iceberg, with effectively clean ice above (Meyer et al. 2019). Observations of Antarctic
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icebergs suggest that sediment distribution in ice may in reality be even more complicated,

with layers of higher concentrations of sediment distributed throughout the entire thickness

of the iceberg at varying angles (Anderson et al. 1980, Dowdeswell & Dowdeswell 1989,

Glasser & Hambrey 2001).

Given the lack of research on how icebergs carry sediment in modern times and the further

difficulty of applying modern data (i.e. from Greenland, Alaska, Antarctica) to a calving

margin that no longer exists, modeling of icebergs is centrally important to investigating

sediment transport during Heinrich Events. Though there are a number of studies modeling

icebergs and their melt during Heinrich Events (Jongma et al. 2013, Levine & Bigg 2008),

there are few that explicitly include the transport of sediment. As mentioned above, the

studies that exist employ the simplifying assumption of icebergs with a uniform distribution

of sediment (Roberts et al. 2014). In order to effectively study the climate impacts of

iceberg melt, Heinrich Event simulations are best performed in a global climate model

(GCM). Few GCMs have an adequately fine grid to resolve individual iceberg tracks. Thus,

previous works have investigated Heinrich Layers only at a degree-scale resolution. This

work introduces an IRD module to the Massachusetts Institute of Technology Global Climate

Model (MITgcm, Marshall et al. 1997), a GCM with a high resolution (1/6∘; 18-km) ocean.

Using this particularly high resolution iceberg model, in addition to a new model for sediment

partitioning within icebergs, this work endeavors to reveal nuances and insights into the

mechanisms of Heinrich Events.

4.3 Methods

4.3.1 Iceberg Model

As in chapter 3 and Fendrock, Condron & McGee (2022), this study employs a version of

MITgcm with an eddy-permitting horizontal global ocean grid resolution of 1/6∘ (∼ 18-km)

and 50 vertical levels in the vertical with spacing set from ∼10m near the surface to ∼450m

at a depth of ∼6000m (e.g. Condron & Hill 2021). Our chosen configuration of MITgcm is

of particularly high spatial resolution: whereas all of the models included in phase 4 of the

Paleoclimate Modeling Intercomparison Project have 1-2∘ spatial resolution, the resolution

of our configuration of MITgcm is ∼5-10 times that. This fine resolution allows for tracing

the tracks of icebergs at high resolution, and for greater confidence in the location of iceberg
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melt. As in chapter 3, the model is configured for LGM boundary conditions per Hill &

Condron (2014), with ice sheets a their maximum extents and sea level 120m below modern

(Lambeck & Chappell 2001, Dyke et al. 2002). The atmosphere is not coupled: the model

is instead forced with averaged monthly outputs from fully coupled Community Climate

System Model LGM runs, which is parameterized using PMIP-2 protocols (Otto-Bliesner

et al. 2006).

The iceberg module of MITgcm (Condron & Hill 2021, MITberg) can be used to track the

paths and fates of icebergs of multiple sizes discharged during Heinrich Events (e.g. Fendrock,

Condron & McGee 2022). Individual icebergs are simulated as Lagrangian particles, with

their horizontal acceleration calculated from the equation of motion for an iceberg:

𝑚
𝑑�⃗�

𝑑𝑡
= −𝑚𝑓𝑧 × �⃗� + 𝐹𝑎 + 𝐹𝑤 + 𝐹𝑠 + 𝐹𝑝 (4.1)

where 𝑚 is the mass of the iceberg, 𝑣 is iceberg velocity, 𝑡 is time, and the five terms on

the right-hand side represent the various forces exerted on an iceberg: the Coriolis force

−𝑚𝑓𝑧 × 𝑣, where 𝑓 is the Coriolis parameter and 𝑧 is the vertical unit vector; wind drag,

𝐹𝑎; water drag, 𝐹𝑤; sea ice drag, 𝐹𝑠; and the horizontal pressure gradient, 𝐹𝑝. Icebergs have

a multi-level keel model where ocean drag on icebergs is the sum of the movement of water

at all vertical ocean model levels through which the iceberg penetrates.

Iceberg melt is caused by solar radiation, sensible heating, wave erosion, and buoyant

vertical convection. The cold, fresh water produced by iceberg melt is released into the

model, and thus it is possible to track the impact of iceberg melt in the ocean. Icebergs

melt on both horizontal and vertical axes as required by erosive forces: they change in both

thickness and width.

All icebergs are calved from three locations in the the Labrador Sea, shown in Figures

4-2 through 4-5. These locations were chosen as the most likely source of icebergs discharged

from dirty outlet glaciers at the margin of the Laurentide Ice Sheet (Hemming 2004). It is

possible that an ice shelf existed across the Labrador Sea at the time of Heinrich Events

(Marcott et al. 2011), but a continental source is favored in these experiments based on the

expectation that ice sourced at these locations would contain more sediment (Alley et al.

2005). All icebergs have the same initial size of 260m thick, 465m wide, and 753m deep. This

size is selected as it has been found to best represent the expected spatial extents of icebergs
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during Heinrich Events (Fendrock, Condron & McGee 2022). The ice flux discharged during

all simulations is 0.2 Sv. This discharge has been determined to be an appropriate flux by

averaging a collection of discharge estimates in previous works (MacAyeal 1993a, Dowdeswell

et al. 1995, Hulbe 1997, Marshall & Clarke 1997, Hemming 2004, Roche et al. 2004, Levine

& Bigg 2008, Roberts et al. 2014).

4.3.2 IRD Module

For this work, a module was added to MITberg to consider ice rafting of sediments and

their deposition. With this module, IRD can be partitioned into icebergs with user-defined

concentrations and distributions within the ice. It is thus possible to explicitly simulate the

production of Heinrich Layers, and consider how varying the concentration and distribution

of sediment can contribute to the spatial extent and thickness of Heinrich Layers.

Figure 4-1: Schematic for different sediment partitionings in icebergs: A) the “constant”
partitioning, B) the “gradient” partitioning, C) the “basal” partitioning, and D) the “striped”
partitioning. Sediment concentrations are distributed that each iceberg is calved with an
overall 4% IRD concentration.

In this study, the bulk concentration of sediment in icebergs at time of calving is 4% by

volume, using a user-defined sediment density of 2700kg/m3 (the average density of Earth’s

crust, Clarke & Washington 1924). This is consistent with past estimates (Hemming 2004,

Roberts et al. 2014), and represents the upper limit of sediment that an iceberg can carry
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before sinking. The model permits intervals of the iceberg that have a higher or lower

concentration of sediment, but the bulk concentration at the time of calving must be 4%.

Within this framework, four experiments are run, each with the same volume of sediment

partitioned differently within the iceberg.

First, consistent with previous IRD modeling studies, sediment is evenly distributed

throughout in a constant concentration (Figure 4-1A). Next, sediment is distributed in a

gradient from a greater concentration at the base of the iceberg (8% IRD) to clean ice (0%

IRD) at the top (Figure 4-1B). A third simulation places all sediments in an extremely IRD-

rich (50% IRD), 20m thick basal layer, with clean ice in the top 240m of the iceberg (Figure

4-1C). This simulation is meant to replicate the studies where sediments are partitioned

completely in the base of the iceberg. Though past studies have considered the basal layer

to be 10m thick (Meyer et al. 2019), the possible thickness of such a basal layer is very

poorly constrained. This study doubles the thickness used in previous studies as a “best

case scenario” for sediment transport in the case of a basal partitioning of sediment. A final

simulation distributes the sediment in 5m thick stripes of 50% IRD, with clean ice between.

This experiment considers icebergs with sediment distributed throughout their volume in

concentrated intervals, approximating icebergs observed in modern Antarctica (Anderson

et al. 1980).

The concentration of IRD in melt is calculated by scaling the flux of melt from the

iceberg (e.g. sediment flux = 0.04 × melt flux). As the iceberg melts, the concentration

of sediment in the melt is calculated as a function of the iceberg’s thickness based on the

sediment partitioning scenarios described above. Thus, this model only considers sediment

melted from the bottom of icebergs, not the sides, a notable limitation. The thickness of

the IRD layer is calculated by distributing the IRD in melt evenly over the entire grid cell

in which it was melted. This assumes that there is a negligible area of the grid cell into

which IRD was not deposited. Thus, these simulations may underestimate IRD thickness

at the distal parts of the Heinrich Layer. Given that the size of grains found in Heinrich

Layers is normally distributed around 125𝜇m (Andrews 2000), the size of individual grains

is considered to be negligible. IRD is deposited in the same cell in which it melts: lateral

transport of sediment by currents at the scale that would move grains between cells is not

considered. The results presented below are scaled from a 10 year run with the simulation

at equilibrium with respect to the number of icebergs in the model simulation (Figure A-1),
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to represent a 1000 year Heinrich Event. Thus, increasing the length of the Heinrich Event

will change the result of the thickness of the deposit, but not its spatial extent.

4.4 Results

As described in the introduction, Heinrich Layers are known to extend from the Labrador

Sea almost to Portugal. Though there are inconsistencies in the reporting of layer thickness

between methods, a thickness of about 30cm or more would be expected in the heart of the

IRD belt, thinning to a few centimeters approaching the most Eastern extent of the layer.

Modeling that realistically partitions sediments in icebergs will successfully reproduce both

the spatial extents of Heinrich Layers in North-South and East-West, as well as the change

in cross-sectional thickness of layers moving East.

Figure 4-2: Heinrich Layer resulting from constant IRD concentration simulation (4% uni-
formly throughout). Both the spatial extent and approximate thicknesses compare favorably
to observed Heinrich Layer extents, with a thin deposit formed near the coast of Portugal.
Icebergs are calved at the red stars in the Labrador Sea.
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4.4.1 Lateral Extents of Layers

Both the constant and gradient partitionings of sediment result in spatial extents of IRD

comparable to what is observed in the sediment record (Figures 4-2 and 4-3). Since both

of these simulations involve icebergs containing sediment throughout their entire volume,

it is expected that these simulations would result in very comparable spatial patterns. In

both cases, the bulk of sediment is deposited between approximately 55-30∘W and 40-60∘N,

with thinner deposits extending as far as Portugal. It should be noted that, while simulated

Heinrich Layers do extend to Portugal, these distal deposits were likely formed by only a

few icebergs.

Figure 4-3: Heinrich Layer produced in the IRD gradient partitioning simulation. The extent
of this layer is extremely similar to that in the constant concentration simulation (Figure
4-2), as both simulations contained sediment throughout the full volume of the iceberg. This
simulation thus also compares favorably to observed Heinrich Layers.

The “striped” simulation presents an interesting result, despite significant model artifacts

(Figure 4-4). In this experiment, all icebergs calve with sediment distributed at the same

interval. Since icebergs melt at approximately the same rate, sediments are deposited at
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comparable intervals moving eastward from their calving locations. Thus, this simulation

results in localized, relatively thick “mounds” of sediment where the majority of IRD rich

layers melted (e.g. the northern branch of the deposit at approximately 30∘N). This simu-

lation results in a sediment-free interval at the mouth of the Labrador Sea, where iceberg

melt was primarily clean ice (due in part to the model limitation that IRD is only released

from the base of simulated icebergs). Especially given that IRD is only melting from the

bottom of icebergs, this is likely not representative of reality: neither would identically sized

icebergs be uniformly striped in this manner, nor do Heinrich Layers contain the “mounds”

produced by this simulation. However, this experiment does demonstrate that sediments

can effectively be rafted further from the source, if concentrated in layers interspersed with

clean ice. Thus, while this simulation is not necessarily true to reality, it does demonstrate

the efficacy of this partitioning for transporting more sediment, farther East. In situations

where a greater concentration of sediment is carried higher in the iceberg, more clean ice can

melt earlier in the iceberg’s journey. Partitioning sediments in icebergs in this way therefore

can lead to a thicker Heinrich Layer in the Eastern part of the North Atlantic.
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Figure 4-4: The Heinrich Layer produced by partitioning sediment in a banded pattern in
the iceberg. Despite dropping relatively more sediment in the Labrador Sea, the simulation
using icebergs with the striped partitioning of sediment was able to produce a fairly thick
(∼50cm) deposit at a longitude of about 30∘W, farther East than other simulations.

Despite the basal sediment layer being relatively thick compared to those considered in

other studies (20m compared to 10m), this simulation does not produce a Heinrich Layer

(Figure 4-5). Instead, the sediments are dropped essentially at the location of calving,

creating a localized, enormously thick (∼41km) deposit, which is certainly not observed in

the sediment record. While there is a possibility that icebergs may melt too quickly in these

simulations and thus exaggerate the impact of this sediment partitioning, it is not expected

that this effect would be significant enough to compensate for the partitioning of sediment in

this simulation. Thus, this sediment partitioning is not considered to have been the primary

mode of sediment transport during Heinrich Events.
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Figure 4-5: The Heinrich Event simulation using the basal partitioning could not produce
a deposit that was either similar to a Heinrich Layer or geologically realistic. Thus, this
partitioning is not considered to have significantly contributed to the production of Heinrich
Layers.

4.4.2 Thickness of Layers

To first order, both the gradient and constant simulations were of comparable thickness to

those reported by Hemming (2004), in approximately comparable locations. These com-

parisons are somewhat complicated, however, by the considerable spatial variability of both

core and simulated data. Thus, the two metrics by which modeled and simulated data were

compared were: the thickness of the layer at a given core location or interval of longitude,

and the functional form with which the layer thins Eastward across the Atlantic. The basal

simulation is not discussed, for the reasons described above.
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Figure 4-6: Comparisons of modeled Heinrich Layers to core data reported in Hemming
(2004). Layer thicknesses in core data are compared to (A): simulated layer thickness in
the model cell where the core is located; (B): Maximum modeled layer thickness (blue
shading) by longitude for the constant concentration simulation; (C): Maximum modeled
layer thickness (orange shading) by longitude for the gradient concentration simulation;
and (D): Maximum modeled layer thickness (purple shading) by longitude for the striped
simulation. Curves of maxima for simulated core thicknesses are smoothed using a 5 point
moving mean.

First, the thickness of a Heinrich Layer in a core reported by Hemming (2004) was

compared to the simulated layer thickness in the model cell containing the core location. This

comparison is shown in panel A of Figure 4-6: the variability of thickness in a Heinrich Layer

at the same longitude, even within the same Heinrich Event, makes a comparison difficult.
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However, the trend begins to emerge that the constant and gradient partitionings tend to

be within range of the core data, especially West of ∼25∘W, and tend to underestimate core

thickness East of that boundary.

Cores are intentionally sampled from areas known to have high sedimentation rates (e.g.

Bond et al. 1992, , “drift deposits”). While IRD is coarse grained and thus not prone to

drifting, the background sediments that may have contributed to a thicker interpretation of

a Heinrich Layer are fine grained and easily drifted. Thus, it is a reasonable expectation

that layer thicknesses reported in cores may be closer to a maximum thickness for Heinrich

Layers. Given this bias, the maximum value of simulated Heinrich Layers at each longitude

was then compared to core data. Given the considerable variability of core data even at

the same longitude, the constant and gradient simulations compared favorably to core data

West of approximately ∼25∘W, but were much too thin East of that meridian. West of

about ∼30∘W, the constant concentration partitioning tended to overestimate the core data,

whereas the gradient partitioning compared quite favorably to core data.

In the Western part of the basin, the striped simulation compared unfavorably to core

data (Figure 4-6D). Moving Eastward, however, the core data tended to overlap with the

“mound” of the striped simulation in the central Atlantic (∼33-25∘W). As in the case of other

simulations, the most Eastern portion of the simulated deposit was too thin. Thus, though

the striped simulation generally produced a less realistic Heinrich Layer than the constant or

striped simulations, this experiment did perform better than others in reproducing Heinrich

Layer thicknesses in the central part of the Atlantic.

In addition to the actual magnitude of modeled and core thickness, it is helpful to

consider the “functional form" that the thickness of the deposit takes across the Atlantic: the

rate at which it thins, and at what longitude major changes of thickness occur. Within the

context of the spread of the data when plotted against longitude, thicknesses reported from

sediment cores tended to be of relatively stable thickness across the Atlantic basin, whereas

both the constant and gradient simulations had a marked Eastward decline in thickness.

This decay is particularly evident in the constant concentration simulation, which thins by

about an order of magnitude from 45-10∘W. Though the constant concentration simulation

tended to have more comparable average thicknesses to the core data, the gradient simulation

has a preferred functional form because its layer thickness decays more slowly progressing

East from ∼45∘W. The striped partitioning is thus again not considered comparable, due
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to the increase in IRD in the mid-Atlantic which is not observed in core data.

4.5 Discussion

Generally, maps of simulated Heinrich Layers give a positive impression of the comparability

of simulated and core data. Particularly for the constant and gradient concentration, the

spatial extents are comparable and the thickest parts of the Heinrich Layer are in approx-

imately the correct location (i.e. ∼40-50∘N and 45-30∘W). In map view, the thicknesses

of these layers are compellingly on the correct order of magnitude. In a more detailed

examination of the cross sectional thickness of layers, however, comparisons become more

challenging. Particularly at the thinner, Eastern extents of the layers, averaged simulated

deposits tend to underestimate the thicknesses reported in core data.

Beyond factors external to sediment transport in the model, such as incorrect parameter-

ization of climate conditions, there are a number of possible explanations for the discrepancy

between core and simulated layer thickness. First, it is possible that simulated icebergs sim-

ply need to be slightly bigger in order to reproduce the distal extents of these deposits.

Previous work favored the iceberg size used in this study due to the favorable comparison

between iceberg tracks of this size and Heinrich Layers, as well as for the tendency of much

bigger icebergs (1000m on a side) to become grounded on the European margin (Fendrock,

Condron & McGee 2022). However, previous works have not considered an intermediate

iceberg size (e.g. 750m on a side), and did not consider the possibility of clean icebergs out-

lasting their sediment load. The discrepancy in the distal thickness of Heinrich Layers may

thus be reconciled with the involvement of larger icebergs. There are a number of antici-

pated downsides to simulations of larger icebergs, including the aforementioned possibility of

grounding, as well the possible loss of the more favorable comparison between thicker parts

of simulated and core deposits. It is likewise possible that there is a geologic reason for

this discrepancy, and that adjustments in model parameters are not necessary. As described

above, it is known that sediment cores tend to be collected from locations known to have

relatively high sediment accumulation rates. Given that the maxima of more Eastern bins

of modeled data are within range, or close to within a standard deviation, of core data, it is

possible that the maxima of bins are a more reasonable metric for the success of modeling

in areas of lower sedimentation rate.
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It is also possible that where sedimentation rates are lower, the natural randomness of

iceberg drift and sedimentation becomes a more significant factor. Where there are fewer

icebergs, it is more likely that not all areas of the seafloor will see IRD, or IRD distribution

will be more inconsistent. This may partially explain the discrepancy between model and

data where there is less sediment, as well as the spread within the core data themselves. At

all parts of the basin, core data of Heinrich Layer thicknesses are spread by up to a factor of

ten. This is a feature of the data: Heinrich Layers have been examined in cross section (e.g.

Roberts et al. 2014), but these analyses are complicated by the both zonal and meridional

thinning of layers. Additionally, even cores sampled relatively close to each other may have

discrepancies of tens of centimeters (e.g. Bond et al. 1992, Hemming 2004). This is also

true of all model simulations: the constant concentration simulation, for example, results

in adjacent grid cells at ∼45∘W with layer thicknesses <10cm and >40cm. Heinrich Layers

thus are evidently spatially variable by nature, likely due to the fairly inconsistent tracks

of icebergs involved. Beyond a possible explanation of the discrepancy between model and

data, this reality complicates any attempt to draw a comprehensive narrative of Heinrich

Layer extent and thickness, and thus the total volume of sediment involved.

Despite these difficulties, the modeling performed in this study is progress towards the

goal of determining what volumes of ice and sediment are necessary to produce a Heinrich

Layer. Given the inherent variability of the thickness of Heinrich Layers, the model-data

discrepancy of a few centimeters is a considerable success. For the 0.2Sv ice discharge used,

both the constant and gradient simulations reasonably simulated a Heinrich Layer. In reality,

icebergs will not be of uniform size or sediment distribution as simulated here. However, the

success of these two experiments demonstrates the necessity of exceptionally dirty icebergs:

not only were simulated icebergs carrying the maximum possible sediment load, that load

was distributed throughout the entire iceberg. If the overall flux of ice during the Heinrich

Event is increased, clean icebergs of comparable size may also be involved. However, for a

1000 year Heinrich Event with a 0.2Sv flux of ice, all icebergs must have 4% of their volume

of sediment distributed throughout the volume of ice.
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4.6 Significance

The above simulations each discharge the same volume of ice, containing the same volume of

sediment, for the same amount of time. Given the same starting conditions, each experiment

would thus cause an identical climate impact. By simply changing how sediment is carried in

icebergs, however, these experiments produce drastically different signatures in the geologic

record. To first order, this result contributes uncertainty to the interpretation of Heinrich

Layers: the link between ice (climate impact) and sediment (geologic record) is complicated

at best. Though it is unlikely that Heinrich Events would involve icebergs of uniform size

or sediment distribution as simulated in these experiments, it is quite possible that, due to

a change in the Laurentide Ice Sheet or the surface it eroded, the amount of sediment in

icebergs and how it was distributed could change between Heinrich Events. Model results

from this chapter suggest that the same volume of ice could produce a different Heinrich

Layer, or a different volume of ice could produce comparable Heinrich Layers. This study

thus suggests caution is necessary when attempting to draw climate conclusions from the

spatial extent and thickness of Heinrich Layers without the context of additional proxies.

Additionally, this study demonstrates that the nuances between Heinrich Layers pro-

duced by different sediment loadings would likely be difficult to glean from sediment cores.

The spatial variability of Heinrich Layers (both in cores and as modeled) is such that geo-

graphically proximal cores may present Heinrich Layers with thicknesses that differ by up to

a factor of ten. The existing spatial frequency/resolution of cores needed to draw a compre-

hensive narrative of IRD thickness across the Atlantic is likely not possible, but modeling

studies such as this may work to bridge the gap between the sparse and variable geologic

record, and the processes required to produce it.

To this end, this study takes the significant step of limiting the ice volume discharge

associated with sediment during a Heinrich Event. For a flux of 0.2Sv, 1000 year Event, all

icebergs must be approximately 4% sediment by volume. The flux of ice may be greater,

but involved ice would need to be largely sediment free. For this discharge of ice, this work

suggests a Heinrich Event of approximately 1000 years or slightly longer. Regardless of du-

ration of Event or the flux of ice, however, the participation of icebergs containing sediment

throughout their volume was central to reproducing Heinrich Layers in this study: these

icebergs were responsible for transporting sediment the farthest East in Heinrich Events.
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This result could have significant implications for the calving and erosive potential of the

Laurentide Ice Sheet, the dynamics of which are not well constrained. Thus, one of the

primary findings of this study is that the upstream dynamics of the Laurentide Ice Sheet

must allow for the incorporation of large amounts of sediment throughout the volume of

icebergs.

4.7 Future Work

The model developed in this work is the first to allow user-defined partitioning of sediment

in icebergs. The research presented in this chapter uses this model to clarify the relationship

between ice discharge and sediment distribution during Heinrich Events. However, there are

a number of possible avenues that could improve these results and leverage their impact.

As described above, it may be clarifying and fruitful to repeat the experiments of constant

and gradient partitionings, using slightly larger icebergs. This may permit the transport of

more sediment to the distal parts of Heinrich Layers, reconciling differences between model

and data. This may be at the expense of areas of better model-data agreement (typically

where IRD is thicker), and may not be necessary given the qualifiers to layer thicknesses

reported in sediment cores. However, performing these experiments would allow for confident

discussion of whether the mean size of icebergs should be bigger during Heinrich Events.

Additionally, given that icebergs are not expected to have been of uniform size during

Heinrich Events, it would be productive to perform the same set of simulations using a

distribution of icebergs sizes. Previous works (e.g. Levine & Bigg 2008, Roberts et al. 2014,

Condron & Hill 2021) have used a size distribution based on modern Antarctic icebergs, and

using such a distribution would likely produce a more realistic result.

The experiments performed in this study test only one manner of partitioning sediment

at a time, and should thus be considered extreme endmembers for Heinrich Layer produc-

tion. In a more realistic experiment, some fraction of icebergs would carry sediment in the

four partitionings described here. Given that the constant and gradient modes of sediment

transport best matched Heinrich Layer core data, a higher fraction of icebergs should use

these partitionings. Including all modes of sediment transport would likely be more true

to reality, and reproduce more of the variability observed in core data. Adjusting the ice

discharge involved or the duration of the event, further simulations could test the impact
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of a lower concentration of sediment in a higher volume of ice. This study does not assess

variations of ice flux, though such variations could significantly impact the interpretation of

Heinrich Layers.

This study motivates a number of works that could illuminate the nature of Heinrich

Events and the circumstances surrounding the. Particularly, it illustrates a need for further

sediment cores of the North Atlantic, and measurements of the thicknesses of the Heinrich

Layers therein. Increased spatial resolution in cores would allow for more specific estimates

of sediment fluxes during Heinrich Events, which would provide more firm boundary con-

ditions to modeling studies such as this. The combination of more data about Heinrich

Events and modeling of those data could effectively bridge the gap between the geologic

record of Heinrich Events and the associated climate impacts and forcings. Modeling ef-

forts could likewise be aided by further observations of how modern icebergs carry sediment,

data which are severely lacking. Though the Laurentide Ice Sheet could very possibly have

produced icebergs unlike those that exist today, observations of modern icebergs, their IRD

distributions, and how those sediments become entrained in ice, could build further under-

standing of the relationship between ice sheet dynamics and IRD. Such observations and

further theoretical work could reconcile the the result of this study that icebergs must be

extremely dirty with modern observations favoring transport of sediment in the base of ice-

bergs. This understanding would build a more complete view of the fundamental dynamics

of the Laurentide Ice Sheet and its role in the production of Heinrich Layers.
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Chapter 5

Towards a Sustained Community of

Practice Around Pedagogy in EAPS

5.1 Abstract

As the Teaching Development Fellow (TDF) for EAPS in the 2021-2022 academic year, it has

been my role to develop resources and host events to encourage discussion and engagement

with teaching practice in the department. This has involved conversations with community

members at multiple levels of the department in order to determine how best to serve the

department’s needs. This has resulted in two actions beyond my standard TDF duties:

the development of a syllabus and materials for an IAP course on teaching in the Earth

Sciences, and a faculty panel to convene a department conversation about ongoing teaching

practices. Both of these efforts are directed towards the overarching theme of the department

needs assessment: developing a community practice around teaching in EAPS. This chapter

describes these efforts and includes resources developed in their support. It also makes

recommendations for future actions to encourage the continuity of efforts in this space.

5.2 Introduction

As in most, if not all, academic departments, teaching is central to EAPS. Prominently, both

faculty and graduate students may be required to teach at some point during their tenure

in the department, as the instructor of a course or a TA. Additionally, both undergraduate

and graduate students will participate in courses taught in the department, courses whose
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impact depend on good teaching. Teaching is one of the central pillars of academia, and thus

it is reasonable that graduate students would hope or expect to gain teaching experience

or to learn pedagogical theory in graduate school. Despite this, there are few avenues

for pedagogical instruction at MIT, and even fewer that are department specific. MIT’s

Teaching and Learning Lab (TLL) has worked to fill this gap with the Kaufman Teaching

Certificate Program (KTCP) and other workshops directed towards pedagogical theory. One

such effort is the development of the Teaching Development Fellow (TDF) Program, where

graduate students are tasked with assessing the pedagogical needs of their department, and

organizing efforts to meet those needs.

As the EAPS TDF for the 2021-2022 academic year, it was my goal to build a community

of practice around pedagogy in EAPS. A community of practice for teaching is a space where

teachers can meet to discuss lessons, class time, assignments, or generally their experience

of leading and teaching a class. These spaces are meant to foster discussion and encourage

feedback: teachers may solicit each others’ thoughts and share insights into the strengths and

growth areas of each others’ teaching practice (Printy 2008). While the skill of teaching well

can be learned in classroom as a student, it has been observed that teachers develop their

pedagogical skills primarily on the job, in the classroom and, importantly, in communities

of practice (Viskovic 2006, Laksov et al. 2008). Additionally, while classroom experience

may or may not be available to graduate students in EAPS, an open community of practice

would allow a space for graduate students to develop practical experience of teaching. For

these reasons, and following the results of my departmental needs assessment, I sought to

build a community of practice around teaching in EAPS.

As mentioned above, I began my work as a TDF by assessing the needs of the department

in conversations with faculty, students, and pedagogically focused staff. With the confidence

from these conversations that a community of practice would suit department needs, I worked

towards this goal by organizing a bi-weekly discussion group. To build a greater community

momentum, the Fall discussion group was transitioned into a for credit seminar for the IAP

term. These efforts are described in detail in this chapter, as are plans to propagate the

momentum of this community into future years, with future generations of TDFs.
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5.3 Needs Assessment

The needs assessment was performed in conversation with EAPS community members.

These discussions, over the course of a few weeks, were with individual faculty members,

graduate students, and the EAPS Education Committee. The goal of this needs assessment

was to determine which existing programs serve the department well, and what kinds of

additional programs could further facilitate discussions of teaching in the department. It

was my a priori impression that a community of practice around teaching would be helpful

in the department, but these discussions codified that impression and helped to determine

how to most effectively design this community. Undergraduate students were not involved

in these conversations due to the expectation that those students would have less interest,

availability, and experience with teaching in the department. This assumption is likely true

to an extent, but future efforts of this kind will optimally involve the voices of undergrad-

uates, especially those who TA, are Undergraduate Teaching Fellows (UTF), or have an

interest in teaching as a career.

In conversation, individual faculty were in agreement that the department lacks spaces

for conversation about teaching theory and practice. Actual desire for such a space ranged

from enthusiastic to generally interested, and no faculty expressed an active disinterest or

an opinion that there would be no value to conversations around pedagogy. Admittedly, the

faculty whose opinions were solicited were chosen for their perceived interest in teaching.

Even given this bias, however, there is evidently a sizable number of faculty wishing for

greater opportunity to discuss pedagogical practice. The primary barrier to faculty partici-

pation cited as a limitation on time: faculty expressed a concern that they did not have the

availability to attend regular meetings or to set aside time for discussion of pedagogy. Thus,

any effort to involve faculty in discussions of pedagogy would need to consider their limited

ability, and thus not require too much of their time.

Individual graduate students were not uniform in their opinion about teaching experi-

ences in EAPS. This is likely due to the inconsistency of teaching opportunities available,

as well as the inconsistency of the experience of those who were able to participate in those

experiences. Particularly, there are two primary avenues for participation in teaching avail-

able to EAPS graduate students: participating in the KTCP, and serving as a Teaching

Assistant. The former is external to EAPS, and thus largely beyond the scope of this chap-
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ter. Broadly though, many who had participated in the KTCP felt the desire for a more

specialized experience of teaching: the program serves all departments at MIT, and thus

cannot provide discipline-specific instruction. In contrast, experiences of being a Teaching

Assistant may be extremely discipline specific, but were varied in the actual teaching ex-

posure allowed to TAs. That is, some TAs serve in an ad hoc role, providing support to

faculty however needed and not always in ways related to pedagogy, while others are given

greater opportunity to participate in the teaching of the course. Regardless of the actual

role as a TA, students varied in their appreciation of the role: some valued the opportunity

to be involved in teaching in any capacity, while others felt that it was a obligation outside

of their goals for graduate school. There is thus a variety of opinion regarding the utility or

necessity of pedagogically focused spaces in EAPS among graduate students. However, there

does exist a significant population among graduate students who wish for more opportunity

to spend directed time studying and discussing teaching.

Following the conversations described above, I met with the EAPS Education Committee

to solicit their feedback on my impressions of the needs of EAPS and my plans for the

semester. In particular, I hoped to hear their thoughts on the idea that any efforts to

facilitate discussion of pedagogy must involve the faculty. My primary goal would be to

create spaces for both students and faculty to discuss teaching theory and practice, at regular

intervals, in the form of a bi-weekly discussion group. These meetings would alternate in their

goal: reading-based discussions of pedagogical theory, and discussions of practice based on

classroom experiences. The Education Committee was generally supportive of this plan, but

emphasized the context that faculty may not be available to attend all meetings. This caveat

emphasized that maintaining continuity in attendance may be difficult. The Committee also

made two helpful suggestions. First, they noted that a for-credit seminar over IAP would

be possible, and may be an effective way to increase attendance among students. They also

noted the feedback they had received from students that more practical workshops (e.g. on

writing a teaching statement) would be well-attended.

Following these meetings, I proceeded with the following plan: For the fall, I would

lead the discussion group as planned, meeting every other week with faculty and students

to discuss either readings or classroom practice. During IAP, this format would transition

to twice a week in a for-credit seminar. The Education Committee’s recommendation for

practical, skill-based workshops will be addressed later in this chapter.
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5.4 Fall Semester Discussion Group

The discussion group described above met three times over the second half of the Fall

semester: an orientation meeting to discuss goals for the group, one practice-based discussion

to solicit student feedback, and once to discuss a reading about Backwards Design (Wiggins

& McTighe 2005). Due to starting a bit later in the semester, it was impossible to have

more than three meetings. The reality of only having three sessions emphasized that meeting

every other week would make it difficult to create a sense of continuity. While individual

sessions were well attended (∼3 faculty and ∼8 students), it was a challenge to maintain

the momentum of individual meetings to two weeks later. This is the fundamental challenge

to creating a community of practice around teaching in EAPS: it is difficult to maintain

the momentum necessary to build a community while balancing the demanding schedules

of students and faculty.

5.5 12.s597: Seminar in Teaching in EAPS

Following the encouraging attendance of the Fall discussion group, and to build the community-

facilitating momentum described above, the discussion group was transitioned into a for-

credit seminar for the January “Independent Activities Period” (IAP), co-taught with David

McGee. This course met twice a week (Tuesdays and Thursdays) for one hour from January

4-27 (8 total meetings). Class sessions were divided into two formats, mirroring the Fall

term discussion group: Thursdays were discussions based on a reading about a pedagogical

concept, theory, or practice; and Tuesdays were an activity called “Bring a Thing”, invit-

ing students to bring a reading, concept, activity, or anything else related to the previous

Thursday’s theme, to discuss with classmates.

This section will offer brief summaries of the readings covered in the course, their rele-

vance and significance to the arc of the course. Next, I will describe Bring a Thing in greater

detail, providing examples of the conversations that were facilitated by that space. Later in

this chapter, I will reflect upon what worked well in this course, what the growth areas are,

and how best to run this class in future years.
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5.5.1 Topics and Readings

The one topic that was covered in the Fall discussion group was “Backward Design” (Wiggins

& McTighe 2005). As not all students in the IAP seminar had attended this session, students

were asked to read the assigned book chapter before the beginning of the term. The principle

of Backward Design argues that courses are best conceived with intended learning outcomes

in mind: that course design must start with a firm grasp of what students ought to learn.

This idea contrasts with other methods of course design that may begin from the activities

that the instructor wishes to facilitate in class, or the topics they wish to cover, and may

not have an a priori sense of the specific learning goals for students. Backward Design posits

that learning can be maximized in a course by beginning by determining those learning

goals, considering what evidence could demonstrate that the goals were being met, and

then finally building lesson plans that facilitate achieving that evidence. This workflow

is centered on student learning, rather than on classroom practice, and is thus more able

to achieve desired learning outcomes. Backward Design has the added benefit of making it

possible to communicate to students what their own learning goals should be: this knowledge

can direct their work and focus, and allows them the opportunity to assess for themselves

whether or not they are meeting the goals for the course. Backward Design serves as the

basis for good course design and effective learning in the classroom. Beginning with this

topic provided a firm basis for future discussions, with the understanding that learning starts

with learners.

Differences of Prior Knowledge

The first session of 12.s597 was an organizational one, where participants introduced them-

selves, the goals of the course as defined by students and instructors were discussed, and the

syllabus was summarized. The first reading-based discussion was on the subject of differ-

ences of prior knowledge. In EAPS, it is common for students in courses to have significantly

different backgrounds and statuses: the same class may have students who had completely

different undergraduate experiences or who have disparate research topics. Classes may

also teach undergraduate students at the same time as graduate students at any point in

their first to fifth year. It is thus important to consider the research concerned student

differences of these kinds, and how best to manage them. Broadly, research on differences
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of prior knowledge recognize that, regardless of prerequisites, students in a course will each

have different backgrounds that contribute to different abilities to engage with the material

presented in a course. The reading that served as a basis for this discussion (Ambrose &

Lovett 2014) names four areas where students can have different backgrounds and abilities:

content knowledge, intellectual skills, epistemological beliefs, and metacognition.

Content knowledge is often what comes first to mind when contemplating differences

of prior knowledge: some students may already know some of the content covered in the

class, because they may have learned it previously. While this form of prior knowledge may

give students a leg up in completing assignments, it additionally has been demonstrated to

improve students’ ability to incorporate new material: prior content knowledge can thus have

a multiplicative effect on students’ performance in class. In the context of EAPS, content

knowledge differences could arise when a class includes students whose primary research

area is the subject of the course, when students attended undergraduate institutions with

varying specialty in one subject or another, or in any other context where students have

differences in past exposure to content.

Rather than actual information, intellectual skills are tools that are central to learning,

completing assignments, and otherwise succeeding in the classroom. These may include

strategies for studying, reading papers, writing ability, any number of skills that facilitate

and demonstrate learning. These skills may be rewarded but overlooked: those students

who are better writers will likely receive a better grade in writing assignments, whereas

those who have less experience writing are likely to under-perform on assignments with

a writing component. If writing skills are not considered one of the learning goals of a

course, students may not receive instruction on how to improve their writing. In general,

assignments include skills that are beyond the intended learning outcomes of that activity:

let it be math, problem solving abilities, writing, coding, reading for comprehension, or any

other number of skills that are not actively taught in the course but influence students’ ability

to effectively complete assignments. This is particularly true in EAPS, where students in

the same course may often be undergraduate or graduate students at any stage.

Students may also have varying epistemological beliefs about the nature of knowledge

and learning. Beliefs about the nature of knowledge can lead students to value certain

activities or exercises more than others. Some students may think that reading papers is

the primary way to acquire knowledge; others may believe that the majority of knowledge
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is determined from experience in the lab or field. Additionally, students may have varying

beliefs about the nature of learning, the speed at which it happens, or their own ability to

learn. Students may have an expectation that certain learning exercises are fruitless, and

these opinions may vary between students.

Lastly, students’ metacognition, or understanding of their own learning, is central to

their ability to become independent learners. Some students may have a firm and accurate

grasp of their own strengths and growth areas as learners will be more able to navigate a

classroom environment successfully. Those who are able to honestly reflect on where their

learning is lacking, and what learning strategies work best for them, will be able to more

efficiently direct their efforts in compensating for those weaknesses. Students with weaker

metacognition may double down on strategies that do not work for them, for example

believing they simply failed to spend enough time reviewing material, when rather their

efforts would be better spent changing their method of reviewing.

It is not necessarily the instructor’s responsibility to compensate completely for all dif-

ferences of prior knowledge. However, learning outcomes can be improved if these differences

are recognized and structures are put in place to allow students opportunity to reflect on

the four areas described above. Surveys throughout the semester can allow instructors to

recognize these differences and direct students to resources that can support them. For ex-

ample, intellectual skills and content knowledge can be improved with visits to office hours

or time spent with a TA. Metacognition and epistemological beliefs can be encouraged or

challenged by building in space for reflection in assignments or class time: simply posing

questions about where learning is happening may make a significant difference in students’

ability reflect.

Active Learning

Active learning has been demonstrated to be one of the most effective ways to promote

learning in a classroom. Wieman (2014), one of the readings for this unit of the course, points

out that were a medical drug demonstrated during a trial to be as effective as active learning,

that trial would be stopped so that the drug could begin to be used publicly. Using active

learning can cut failure rates in courses by more than 10%, and can significantly improve

test scores. Active learning is thus an invaluable tool to achieving desired learning outcomes,

though there are barriers to its effective use that cannot be overlooked. Since active learning
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is a tool primarily for use during class time, this session of 12.s597 allowed students to think

more concretely about teaching practice, and the action of leading a classroom. Particularly

in EAPS, active learning can be thoughtfully and authentically applied in lab and field

settings. Thus, the class discussions and activities surrounding this subject were important

for students to begin to consider themselves in the role of leading a classroom, and what

strategies exist for effectively doing so.

Active learning includes any activity, particularly classroom activity, that requires stu-

dents to be actively engaged with content (Felder & Brent 2016). This could include clicker

questions, working on practice problems alone or in groups, reflecting through writing or

discussion, or any number of other activities. Active learning contrasts with traditional

didactic lectures, which allow students to receive information passively, their engagement

primarily dependent on their own note-taking. It has been demonstrated that, in such a

setting, student attention peaks 10 minutes into lecture and then declines with time (Bunce

et al. 2010). Active learning disrupts this pattern by introducing a stimulus that re-engages

student attention, allowing students to make more out of class time.

Additionally, active learning requires students to practice recall of information learned:

in an optimal active learning activity will synthesize what they have learned by discussing it

with classmates, reflecting independently, or applying concepts to practical examples (Brown

et al. 2014). Many active learning classroom activities may be similar to what would be done

in homework. However, students have the benefit of receiving immediate feedback on their

work in class from instructors or other students. This facilitates the process of integrating

new information, applying that learning, reframing the information in response to feedback,

and proceeding with learning.

The primary drawback of active learning is that it may involve more work by the in-

structor to design multiple activities, rather than simply lecturing from slides from previous

semesters. However, once the activities are designed, they can likewise be recycled in fol-

lowing years. Additionally, instructors may find class time to be less onerous if students

are independently engaged with activities during time that would otherwise require lectur-

ing. A further barrier to the effective use of active learning is that it may be more taxing

on students. Rather than being able to “zone out” during lecture, students are required

to repeatedly, actively engage with the class, which may feel demanding. It may thus be

helpful to explicitly explain to students what active learning is, and that the work they are
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doing in class will likely mean they need to spend less time outside of class synthesizing

information. Such transparency may help otherwise resistant students accept the benefits

of active learning.

Since we all live on Earth, it can feel natural to incorporate active learning in EAPS

classrooms: field trips and labs are a common and often fundamental part of how classes

are structured. EAPS thus lends itself to many authentic active learning exercises, and

most classes include some such element. The challenge is more often that active learning

can be relegated to the lab or field, while class time itself remains didactic. While keeping

these valuable field and lab experiences, it would likely improve learning to include smaller,

related activities in class meetings throughout the semester. These activities could scaffold,

or build skills, towards a longer, more focused field or lab experience while also keeping

students engaged with classroom material.

Effective Assessments and Feedback

The final readings of the IAP term were concerned with assessing learning and giving effective

feedback. This subject was meant to prompt 12.s597 participants to reflect upon ways of

assessing the impact of their teaching and incorporate the feedback of those assessments as

a course progresses. In EAPS, assessments may come in many forms in a variety of subjects.

Thus, this topic also allowed for some creativity about the role of field courses, labs, writing,

coding, and traditional tests in an Earth Science classroom. The intention of these readings

and the associated class times was for students to discover that effective feedback can come

in many forms, and that Earth Science in particular lends itself to developing engaging,

rewarding assessments.

Effective assessments give both students and instructors feedback on how well students

are learning information. Instructors can use this information to adjust the pace of the

class, emphasize or revisit areas where students are tending to struggle. For students, being

assessed and receiving effective feedback can be one of the most important tools for learning

effectively and growing skills (Ambrose et al. 2010). To give an extreme example, if a

student was simply given a letter grade at the end of the semester with no other context,

they would not know which material they understood correctly or where they had gaps of

skill or information. It is thus important to give adequate feedback, throughout the course

of the class to give students time to iterate on their learning and make adjustments. It
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is likewise important that assessments both be well written in the sense of interrogating

students on the information and skills they are meant to be learning in the course, and that

those learning goals be communicated transparently to students (Andrade 2001).

An important aspect of effective feedback is striking an appropriate frequency. While

it is generally good to receive more feedback, it is possible to overwhelm students with too

much. Ideally, feedback is given frequently, in small amounts (Hattie & Timperley 2007,

Martin et al. 2005). This can come in the form of low stakes in-class exercises where both

students and instructors can check for understanding, and students have the opportunity to

ask clarifying questions in the moment. For larger, higher stakes assignments such as tests

and written reports, feedback may be best given infrequently, perhaps once on a draft and

once on a final grade. Essentially, the quantity of feedback must be balanced against the

significance of the activity: it is neither productive nor practical to give detailed feedback

on smaller exercises, and that effort is better spent on assignments of greater weight.

Effective feedback must also be well timed in order to give students the ability to incor-

porate it into their learning in a way that is both effective and fair (Ambrose et al. 2010).

Optimally, the majority of feedback will be given in a low stakes environment, where stu-

dents have the freedom to be wrong and check for understanding. Feedback given after an

assignment has been submitted (i.e. in association with a final grade) may provide some

opportunity to check for understanding, but does not necessarily give opportunity to in-

corporate that feedback. If the same feedback could be given earlier in the class, perhaps

on a draft of the assignment, students are allowed the opportunity to actually employ the

feedback on their final submission. Within the bounds of time, each iteration will lead

to an improved product and greater learning. Thus, planning feedback to allow for itera-

tion, particularly in advance of higher stakes assignments, will lead to improved learning

outcomes.

Importantly, aspects of feedback may occur in advance of students completing an assign-

ment. If instructors are transparent about the goals of an assignment, students may more

effectively meet those goals (Rothkopf & Billington 1979). This does not necessarily require

being prescriptive in one an assignment should look like or providing a rubric for students to

check boxes (though both may be effective in the right context). Rather, it is important that

instructors communicate to students what they would like students to learn or get out of an

assessment, or what particular areas they are attempting to assess. This is particularly true
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in diverse groups including underserved students: students of a more privileged background

are more likely to be privy to instructor intention or know how to look for cues of learning in

assignments. Thus, simply being explicit and explaining outright what an instructors goals

are can lead to a more equitable learning environment (Winkelmes et al. 2016).

Giving effective feedback can seem time consuming or onerous, so it is important to

consider strategies that can render the process less taxing. Namely, peer feedback can be

invaluable for equalizing learning outcomes in class. In assessing each others’ understand-

ing, more advanced students can communicate their learning to their peers who may be

struggling. This has a benefit to both students: the struggling student improves their un-

derstanding, and the advanced student can deepen their own understanding through the

process of teaching. This requires minimal effort from the instructor, who must simply fa-

cilitate a peer feedback activity. Generally, feedback is central to student learning, and thus

ought to be considered a priority in teaching. An appropriate frequency and timing can

allow students to iterate on their understanding to much improved learning outcomes. To

facilitate equitable learning, these learning outcomes are best communicated openly to the

class when an assessment is assigned. This can be an intensive process, but peer feedback

and other strategies can lessen the burden on instructors.

5.5.2 “Bring a Thing”

Following reading-based discussions on Thursdays, Tuesday class time was spent on an

activity called “Bring a Thing”. For this, students were asked to bring some sort of artifact

or idea related to that week’s reading (i.e. differences of prior knowledge, active learning,

or effective assessments and feedback). The “Thing” they brought could be an additional

paper on the subject, a classroom practice they had either used or experienced as a student,

a syllabus, simply an idea, or anything really: intentionally, the only limit that was placed

on the “Thing” was that it ought to be related to the subject of the week. Prior to class,

students were asked to write a short reflection about their Thing and what they would like

to discuss during class time. Then, the entire class period was spent broken into smaller

groups of 3-4. Each student was given 10 minutes to use as they wished: they could speak

for the full 10 minutes about the significance of what they brought, describe it briefly and

use the remainder of their time to facilitate a discussion or solicit feedback, or anything

in-between. After all students in the group had presented, any time that remaining in the
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class period could be used to share lingering thoughts or discuss the Things in the context

of the collective presentations.

The general consensus in the class was that Bring a Thing was an effective activity and a

positive experience. Both students registered for the class and listeners actively engaged in

this exercise, and while some students failed to write their reflection, no student ever failed

to Bring a Thing. There was a broad diversity of items brought, though students tended

away from things that they had created themselves. Nonetheless, in what they brought,

students demonstrated thoughtfulness and insight into the challenges of teaching effectively,

especially in the Earth Sciences. For example, one student brought the question of giving

effective feedback in a the context of a mineral identification quiz. The student pointed out

that the possible feedback to give can feel limited (i.e. is it the correct mineral or not?),

and that examples can likewise be limited to the number of hand samples available in the

department. At the same time, the task of learning mineral identification is largely one of

memorization and seeing many examples, so teaching strategies that involve active learning

may or may not be possible. This led to an interesting, practical discussion of effectively

teaching mineral identification and material like it. Solutions included rubrics that allowed

partial credit for explaining the reasoning: mis-remembering the crystal of a mineral may

lead to wrong identification, even if the rest of a student’s reasoning is correct. It was

likewise suggested that it may be helpful to limit grading of tasks of this kind and instead

providing many opportunities to mutually work through identifications.

For a different session of Bring a Thing, a student brought an in-class activity that had

been used in a class he took at his undergraduate institution. The activity (a worksheet)

asked students quick, low-stakes content questions, then asked them to rate their confidence

in their answer. The worksheets would be handed in for feedback but not graded. For

students, these worksheets provided in-class opportunities to practice recall, and encouraged

metacognition as they reflected on their own understanding. For the course instructor, the

worksheets served as a barometer to gauge student understanding, and adjust the pace of the

class accordingly. The discussion of this Bring a Thing was largely about these worksheets as

a successful strategy for achieving learning goals. Thus, while the discussion of mineralogy

was largely a thought partnership to solve a challenging pedgagogical problem, the discussion

of the worksheets was an opportunity to reflect on the positive aspects of a teaching strategy,

and how it might be incorporated into any particular class. Bring a Thing was varied in its
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expression, but effectively created a space for students to apply pedagogical concepts.

This activity served multiple purposes. First, it worked toward the pedagogical goal of

allowing students to practice recall. In presenting and giving feedback on other presenta-

tions, students had the opportunity to explore the subjects of the readings in greater detail,

particularly the aspects that most interest them. In this setting, students received immedi-

ate, low-stakes feedback, primarily from their peers, allowing them to make adjustments in

their understanding quickly, as needed. Bring a Thing also served the purpose of allowing

students to lead a subset of the class, and in that sense practice teaching. This activity gave

students a microcosm of preparing a lesson plan, and deciding how best to spend the class

time allotted to them. This was of course not a fully authentic experience: 10 minutes is not

a full class period, and the intention of Bring a Thing was more to learn collectively than

to teach. However, it did provide the opportunity to experience facilitating a discussion or

lecturing on a topic of one’s choice. Finally, Bring a Thing served the important purpose

of building community. While Tuesday class sessions intentionally provided ample space for

discussion in and out of smaller groups, the discussion spaces of Bring a Thing were inten-

tionally facilitated by the students themselves. Because of this, the momentum of the class

was driven by student involvement, building a collective responsibility for the trajectory of

class. This sense of mutual responsibility served both the classroom environment and my

own EAPS-level goal of building a community around teaching in the department. Segueing

this goal beyond the space of 12.s597 in January of 2022 remains an open question, and

ideas for this are discussed in detail later in this chapter.

Super Bring a Thing

For our final class, it was our goal promote a conversation that included applications all areas

of all three reading areas. To do this, each instructor Brought a Thing, and students were

divided into two groups to give feedback on these things. Both Things were assignments:

a writing assignment for a paleoclimate course taught by co-instructor David McGee, and

a project assignment written to be intentionally difficult and obtuse for a fictional climate

modeling course. In their two groups, students were asked “What would need to happen to

make this a successful assessment, both in class and in the assessment description itself?”,

and to edit or annotate the provided document to make it a more effective assessment.

In doing this exercise, students were asked to assimilate all of the information they had
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learned, and apply it to a product that could be used in a real classroom setting. Whereas

previous iterations of Bring a Thing allowed some flexibility in terms of goals and ownership

of the product, Super Bring a Thing required a firm, written or communicated stance of

how the Thing should be changed, and what the basis was for that change. In that sense,

this final activity was higher stakes: each group was required to present a justified edit to

both their classmates and instructors. As was the case for the rest of the term, this activity

was not graded. However, there was an attempt to raise the stakes by removing students’

advanced knowledge of content (they were not the ones Bringing the Thing), and requiring

them to commit their thoughts to writing (editing the document). This was not a perfect

final exercise, and certainly could be improved upon. However, it made a solid effort towards

the goals of raising the stakes for a final exercise, and adding a more public report-out.

5.5.3 Strengths and Growth Areas of this Course

This course was effective towards one of my primary goals as a TDF: creating a community

of practice towards pedagogy in EAPS. Twice a week for the month of January, a group of

about 11 EAPS members (including instructors: 9 graduate students, 1 postdoc, and one

faculty member) met to discuss pedagogical theory and practice in the context of Earth

Science. The frequency of these meetings effectively created a sense of continuity and com-

munity, at least from my own perspective as an instructor. While graduate students have

access to TLL programming and faculty are able to teach courses, for the one postdoc this

provided perhaps a sole on-campus outlet for an interest in teaching. Additionally, while TLL

programming is available to graduate students, those resources span departments and thus

do not allow a space for very specific content. Though participants in this seminar spanned

subdisciplines (PAOC, Geology, the Joint Program, etc.), all had at least some background

in Earth Science. This allowed for discussion and feedback on much more specific examples,

situations, and applications.

Despite these successes, a number of growth areas remain for 12.s597. As an IAP course,

the seminar was necessarily limited in the number of topics it could cover. With an intro-

ductory session and a final reflective session, only three readings and related Bring a Thing

sessions were possible. This is a very limited scope of possible teaching topics, and while the

topics were chosen to be appropriately introductory, a greater diversity of subjects and more

specificity would be helpful. The short duration of the course was also limiting in regards to
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providing opportunity for practical applications. With more time, students would have the

opportunity to learn material, time to discuss and synthesize the material, and then space to

apply what they learned by producing their own deliverables. The time frame of IAP simply

does not allow for all of these steps to happen. Lastly, while the twice weekly frequency

allowed for momentum to be built towards community among participants, it also limits

participation by faculty. It seems, then, that different strategies are necessary to involve

faculty in a pedagogical community of practice.

5.6 Faculty Panel

This term, I will organize a panel of faculty to discuss teaching in EAPS. This panel will be a

group of about four faculty who have demonstrated a particular interest in teaching. Ideally,

the panel will involve faculty with expertise in teaching for the field, lab courses, writing

intensive courses, and coding intensive courses, spanning many of the teaching challenges

in EAPS. Faculty will be able to speak to the specific difficulties they face in their courses

and, since most courses involve some subset of these categories, other panelists will be able

to engage in discussing what works or does not in different types of classes.

This panel will serve two purposes. First, it will offer attendees the insights shared by

the faculty panelists from their diverse perspectives. Other faculty attendees will have the

opportunity to hear their colleagues’ insights and incorporate new strategies into their own

courses. Students who attend the panel will hear practical discussions from faculty who have

taught for years, a resource that is not formally available in other EAPS-specific settings.

The second purpose of this panel will be to facilitate a conversation among the faculty about

teaching in EAPS, and hopefully include them in the community of practice that we have

been working to build in the department. This panel will likely only require an hour of

time from both panelists and attendees, and thus will be accommodating of faculty’s busy

schedules. If a panel such as this were hosted every semester, it would significantly contribute

towards the goal of having regular discussions and spaces dedicated towards pedagogy in

the department.
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5.7 Reflections and Looking Forward

As I finish my time as EAPS Teaching Development Fellow, it has become clear that there is

plenty of work left for future TDFs. The challenge of facilitating events frequently enough to

create momentum towards a community of practice, while not so frequently as to over-exert

faculty, is nontrivial. It is my belief that a combination of the projects described above could

strike this balance: offering 12.s597 each IAP would build momentum and enthusiasm for

EAPS-specific pedagogy among students, and a faculty panel in each of the Fall and Spring

terms would propagate this momentum and facilitate faculty involvement. Were I the TDF

next year, those events and activities are where I would place my effort each year. In service

of this, a roadmap for a 3-year rotation of topics for 12.s597 is laid out below. However, it

is my hope that future Teaching Development Fellows in the department will see the flaws

and shortcomings of my vision, and improve upon it with their own insight and creativity.

5.7.1 Future Iterations Of 12.s597

Myself, my co-instructor, and a number of participants in 12.s597 expressed interest in

finding ways to make it possible for the course to be taught every year, and to be taken

more than once without repeating the same material. Having a rotation of three years of

course materials would allow students to take the course three times, and would also address

the shortcoming that only three topics are possible with the IAP format. Optimally, the

course that was taught this year would be a “Teaching Theory” version of the course. Next

year, a hyper-specific iteration of the course could mirror the faculty panel to focus on the

specific challenges faced in teaching in an EAPS classroom, and a third year in the rotation

would be a more practical, application-heavy iteration themed “Classroom Practice”. Each

year would have three topics distinct from previous years. The rotation could thus be:

• Year 1: Teaching Theory

– Differences of Prior Knowledge

– Active Learning

– Feedback and Effective Assessments

• Year 2: Teaching Challenges in EAPS
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– Managing Coding-Heavy Courses

– Leading Effective Field Trips

– Teaching in the Lab

• Year 3: Classroom Practice

– Syllabus Writing

– Scaffolding a Lesson

– Designing Authentic Assessments

Year 2 and especially Year 3 would likely leverage Bring a Thing to require students

to produce their own products: an outline of a syllabus, an in-class exercise, a brief lesson

plan. This trajectory would allow students who took all three years of the course a firm

basis in the theory of teaching well, how that theory can be applied specifically to Earth

Science classrooms, and the practice of actually writing the class materials. Students would

likely not be able to take these courses in order, so care would need to be taken to bolster

students who had not taken previous iterations of 12.s597, while encouraging other students

to leverage their prior knowledge for maximum outcome.

5.7.2 Future Teaching Development Fellows

I believe that the goals I had this year as the EAPS TDF were worthy, and that the actions

I have taken have been effective in progress towards those goals. However, I have also found

that one of the great strengths of the Teaching Development Fellow program is that it is

collaborative. In my biweekly meetings with TDFs from other departments, I have received

feedback and insights that I could never have reached on my own. In that sense, the work

that I did this year in EAPS is the product of many invaluable thought partnerships. But it

also demonstrates the importance of acknowledging the limitations of any one perspective.

So, while I hope future TDFs in EAPS will frame their efforts with my past work in mind,

I have a much greater wish that they will build their efforts around their own passions and

insights, and with the growth mindset that is so common in TDF cohort meetings. While I

am proud of what I have done, there is very much still to do and I have great faith in future

EAPS Teaching Development Fellows to do it.
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Appendix A

Supplementary Figures
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Figure A-1: Time series of icebergs in the model system from the beginning to end of a
10-year Heinrich Event. The number of icebergs varies by calving season but is stable on
the time scale of the experiment.
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Figure A-2: Average seasonal magnitude of surface currents during Heinrich Events. These
currents do not change with the magnitude or direction necessary to explain the change in
iceberg trajectories.
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