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Abstract

Recent years have seen a surge of interest in nano vacuum channel (NVC) devices
due to their low power requirements, radiation hardness, integrability, and ultrafast
switching times. Planar NVC devices are ideal candidates for electronics that need to
operate in harsh environments such as space. Moreover, recent work, some of which
is discussed in this thesis, has demonstrated a rectified, field driven current response
from planar NVCs that extends to petahertz-scale frequencies. Such petahertz elec-
tronic devices enable field-resolved measurements of ultrafast phenomena and the
capability to decode information stored directly on the optical field waveform. In this
thesis, state of the art nanotechnology techniques are leveraged to develop a reliable
nanofabrication process to pattern planar NVC devices using metallic and refractory
materials. Their emission properties in response to both electrical and optical fields
are investigated through simulation and testing. Finally, their use for electronics and
optoelectronics applications is demonstrated and discussed. In particular, this thesis
focuses on their use for building NVC devices for radiation-resistant logic, and for
the development of novel optical-field processing techniques such as field sampling to
perform time-domain spectroscopy with attosecond resolution. The results from this
thesis have direct application in many fields, from metrology to communication to
information processing, and represent an important contribution for the development
of radiation resistant and petahertz electronics.
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5-1 (a) Schematic of the device. A bias is applied in between the emitter
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5-2 (a-b) Evolution of the right propagating wavefunction inside the struc-
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generated by 1 µm photons. The inset shows a cartoon representation
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case (red curve) follows a 2nd order power rule (𝐼2). This is consistent

with the highest peak in (c) being the one corresponding to a 3-photon

and 2-photon process in the 1 V and 5 V bias cases respectively. (e)

The energy spectrum of the emitted electrons due to optical pulses

with a duration of 30 fs (red curve) and 10 fs (green curve). . . . . . . 88
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5-3 (a) Time-dependent Schrodinger equation (TDSE) simulation of the
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electrons extracted for 1 ns time window coming from the background

emission due to the bias is shown with a dashed line. (b) TDSE simu-

lation of the charge density emitted for materials with work functions

𝜑 ranging from 2 eV to 5 eV extracted in a 1 ns time window with

an impinging optical pulse is shown by the solid lines. The fraction

of these electrons due to the bias (dashed) and the photon (dotted)

are also highlighted. Here the field peak strength was assumed to be

1 V nm−1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

5-4 (a) Time-dependent Schrodinger equation (TDSE) simulations of the
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6-1 (a) Schematic of the device. (b) Depiction of the optical-field sampling

process. Attosecond electron bursts are driven from an electrically-

connected gold nanoantenna (see (a)) by a strong optical waveform

driver (𝐸D(𝑡), red), collected by an adjacent gold wire, then measured

using an external current detector (see Methods). The weak signal

waveform (𝐸S(𝑡), blue), with a peak intensity of 1 × 10−4 that of the

driver pulses, modulates the average photocurrent generated by the

driver pulse, 𝐼(𝜏), as a function of delay, 𝜏 (grey). The amplitude of

the signal waveform is artificially magnified in (a) and (b) for visibil-

ity. (c) Photograph of the nanocircuit embedded on a printed circuit

board. (d) Scanning electron micrograph of the device. (e) Simulated

electric field enhancement around a nanoantenna. The maximum field

enhancement is ∼35 (on resonance). FE: field enhancement factor. E:

polarization direction of the incident electric field. . . . . . . . . . . 98
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6-4 Laser spectra and experimental setup. (a) Spectrum at the output
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Chapter 1

Introduction

Free-electron devices played an important role in the early days of electronic systems

development. In fact, vacuum tubes constituted the main building blocks of the first

electronic computers, including Colossus[1], used by the British to decipher German

encrypted communication during the WWII, and ENIAC[2], the first general-purpose

electronic computer, developed by the US Army to calculate ballistic trajectories.

Vacuum tubes were then gradually substituted by semiconductor technology that

could deliver faster switching times, lower power consumption, improved scalability,

and integrability, and did not require vacuum packaging.[3, 4] The technology sur-

vived in a few niche applications. Notably microscopy, high-power electronics such

as klystrons, photomultipliers tubes, cathode ray tubes, and a few others.[5, 6, 7]

However, in the last few decades, the advancement in nanofabrication techniques al-

lowed for the miniaturization of vacuum free-electron devices,[8] which have started

to regain interest due to their interesting properties when shrunk to the nanoscale,

especially in terms of speed and low-power operation.

Nano-vacuum channel (NVC) electronics promise fast switching times, and low

power-delay product due to reduced turn-on voltages and high velocities. This is

achieved thanks to ballistic transport across the channel free of phonon and charged

impurity scattering. Also, since free electrons are effectively insensitive to ionizing

radiation and temperature fluctuations, these devices are attractive for applications

in harsh environments such as space technology [3, 9, 10]. Field-emitter devices
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commonly use vertical geometries [11, 12] because with this approach it is easier

to achieve sharp nanotips. However, it also makes them difficult to integrate with

traditional electronics. On the other hand, planar NVC field-emitters could be easily

incorporated into integrated circuits on a large scale. However, these devices are

relatively recent and not fully understood in their emission mechanism. Moreover,

it is more difficult to ensure they truly have a free-space channel and not leakage or

tunneling through the substrate. Fig. 1-1 illustrates the evolution of vacuum devices

throughout the years. This thesis focuses on the development of planar nano-vacuum

channel devices, their characterization, and applications.

100 nm

(a) (b) (c)

Figure 1-1: (a) Triode vacuum tubes throughout the years[13]. (b) Vertical
emitters[12]. (c) planar NVCT from this work.

These planar nano-vacuum channel field-emitters can not only find a great appli-

cation in radiation-resistant electronics but, thanks to their speed, are also a great

candidate for optoelectronic applications. In fact, the free-electron tunneling emission

into the channel can be initiated by both electrical and optical fields. While conven-

tional solid-state optoelectronics generally rely on light intensity to be operated, nano-

materials and nanostructured solids could be used to build lightwave-based petahertz

electronics[14, 15]. Moreover, nanostructured materials exhibit unique properties in

terms of quantum confinement effects[16, 17, 18, 19, 20, 21, 22]. Field confinement

and plasmonic effects can also be exploited to achieve strong field enhancements which

allow low-power operation[23, 24]. To reach sufficient speed, the devices need to be

small enough so that the electron motion happens on an attosecond time scale, and

the transport has to be ballistic.[14]

NVC devices’ geometry and material have been demonstrated to be tunable so
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as to enhance optical field thanks to geometric and plasmonic enhancement. Their

emission has also been demonstrated to have sub-cycle sensitivity with respect to the

optical field [25, 26, 27]. These characteristics make NVC devices a natural candidate

for petahertz-scale processing of optical fields such as lightwave electronics, ultrafast

metrology, and time-resolved optical field microscopy.

This thesis addresses the nanofabrication challenges to reliably manufacture pla-

nar nano-vacuum channel devices using metallic and refractory materials; the design

of useful electronics elements with this technology; the study of the different mech-

anisms of emission and the electrical and optical properties of NVC both through

experimental testing and simulation; the use of NVC devices for electronics a ap-

plications; and the use of planar NVC devices use for petahertz-scale optical-field

sampling.

This thesis is organized as follows:

Chapter 2 - Fabrication of Metallic and Refractory pNVC devices

In this chapter, the development of a reliable fabrication procedure for both metal-

lic (Au) and refractory (TiN) planar nano vacuum channel devices is described. In

particular, the different important obstacles, challenges, solutions, and critical pa-

rameters of each step are addressed. This process resulted in the nanofabrication of

pNVC bowties, diodes, and transistors with sub-10 nm features.

Chapter 3 - Electrical Simulation of pNVC Devices

In this chapter, the important parameters for the design of devices to be used for

NVC logic are explored. The electrical characteristics of these devices are analyzed

through electrostatic and particle trajectory boundary element simulation, in order to

assess the influence of the most critical geometrical parameters involved in the design

of useful and reliable NVC devices. Particular attention was paid to the transistor

performance in terms of the optimization of their transcharacteristic.
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Chapter 4 - Electrical Characterization

In this chapter, the IV characteristics of planar NVC emitters are studied to extract

information on their emission properties. A comparative analysis is conducted on Au

and TiN devices in different environmental conditions. The devices are demonstrated

to be operable with sub-10 V turn-on voltages and three main regimes of operation

are identified: Schottky, Fowler-Nordheim, and saturation. Finally, the testing of a

three-terminal gated device to demonstrate the feasibility of transistor-like devices is

presented.

Chapter 5 - TDSE Optoelectronic Simulation

In this chapter, the optical-electrical mixed-mode operation of NVC devices is stud-

ied through the time-dependent Schrodinger equation simulation of the wavefunction

evolution in a NVC nanoantenna. In particular, this work focuses on how the appli-

cation of an external electrical bias can be leveraged to modify the optical properties

of the nanoantenna. It is demonstrated that the DC bias can reduce the threshold

of the transition between multiphoton emission to the optical-field-driven tunneling

regime, therefore enabling sub-cycle sensitivity of the nanoantenna to an incident op-

tical field, as well as more than 3 orders of magnitude increased photocurrent level,

allowing for weak field detection. The influence of several parameters such as work

function and field intensity on the photocurrent and background level is also analyzed.

Chapter 6 - PHz Processing of Optical Fields

In this chapter, the use of NVC devices to process petahertz optical fields is exper-

imentally demonstrated. In particular, planar NVC nanoantenna arrays are used to

develop a platform for on-chip optical field sampling with attosecond resolution. This

detection scheme allows to extract both frequency and phase information from weak

optical fields with unprecedented accuracy. In fact, this method is used to perform

time-domain spectroscopy of a fJ-level mid-IR pulse, which is 6 orders of magnitude

lower than the competing state-of-the-art techniques. More advanced designs are also

explored to introduce polarization sensitivity, which is achieved through a meander-
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ing configuration of the electrodes and using nanoantennas with different orientations.

These NVC nanoantennas are also used to study carrier dynamics in Au such as plas-

monic response and hot electrons generation.

Chapter 7 - Conclusion and Outlook

In this chapter, the central findings of this thesis are reviewed and some future av-

enues to continue the development of this technology are proposed.
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Chapter 2

Fabrication of Metallic and

Refractory NVC devices

The development of planar nano vacuum channel (NVC) electronic devices requires

the development of a process that consistently achieves sub-10-nm feature sizes. We

explored two different materials for these devices: Au and TiN. Au has a very strong

plasmonic response and a fast carrier recombination so it is very suitable for peta-

hertz electronics applications, but it is a very soft material, so not adapt to high-

temperature applications. Instead, TiN has slower recombination times[28], so it is

less suitable for optical applications that require sub-cycle response times. But on the

other hand, it is a refractory material, hence much more resilient to harsh environ-

ments, which makes it the perfect candidate for building electronics able to sustain

high temperatures or that need to be radiation-resistant. Therefore, two different

fabrication techniques were developed for these materials. For the development of

these processes the critical requirements are:

1. reduced size of the gap: given that the current is coming from an exponential

field emission process, a small gap results in a higher current for the same

applied potential, this allows to operate these devices at voltages comparable

to common electronics, in opposition to vertical emitters that typically requires

tens to hundreds of Volts;
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2. large aspect ratio: to maximize the area of emission;

3. small radius of curvature: to maximize the field enhancement, hence decreasing

the operating voltage;

4. undercut: to eliminate leakage through the substrate and charging effects re-

sulting in hysteretic behavior;

The patterning process builds on the PMMA-based process developed by Yujia Yang[25].

The patterning of the Au devices is achieved through a lift-off procedure. Instead,

the patterning of the TiN is achieved through etching using a hard mask. Each step

was carefully characterized using SEM imaging, ellipsometry and reflectometry mea-

surements, and/or feedback from the electrical characterization. In the following, we

are going to illustrate the main steps of these fabrication processes.

2.1 Au Devices

This process was developed for Au devices but, in general, it can be extended to the

patterning of any metallic material that can be e-beam evaporated.

2.1.1 Device Patterning

The first important step in this process is the patterning of structures having sharp

features and very small gaps (∼ 10 nm). This was done with electron beam lithog-

raphy (EBL). The resist used for this process was 2% polymethyl methacrylate in

anysol (PMMA A2), a high-resolution positive resist. Before spinning the resist the

substrate should be cleaned from all impurities. This was done with a 5 min sonica-

tion in Acetone and then in IPA, followed by an Ashing step to get rid of any organic

residue that could affect the result. The resist was then spun at 2.5 krpm for 1 min

and then baked for 2 min at 180∘C. This resulted in a resist thickness of ∼ 80 nm,

which was measured with a reflectometer. A thin resist will yield better results in

terms of resolution, but since it is going to be used for a lift-off process it needs to be

at least ∼ 3 times thicker than the evaporated film.
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These devices have to be patterned on an insulator to avoid a short circuit be-

tween the electrodes. If this is done on a thin oxide, charging due to the electron

beam exposing the resist is not an issue because the substrate will carry away excess

electrons. However, if this is not the case (i.e. the oxide is thick or the whole substrate

is insulating), a conductive layer has to be added on top of the resist to get rid of the

charges and avoid overexposure. Different conductive layers were used in this work,

all with similar results:

1. spin Espacer� at 2 krpm (1 min in DI water to remove after EBL);

2. spin Electra92� at 2 krpm and bake for 2 min at 90∘C (1 min in DI water to

remove after EBL);

3. spin Discharge� at 1 krpm (1 min under DI running water to remove after

EBL);

The resist is then exposed with an Elionix EBL tool at 125 keV. To get very small

gaps the resist is exposed with ∼ 5000 µC/cm2, a larger dose than what is typically

used with PMMA. If the devices are arrayed over large dense areas, it is appropriate

to implement a proximity effect correction (PEC), where the dose is varied depending

on the background dose of the surrounding structures in the layout. This correction

was implemented in the Elionix exposure software, Beamer, after importing a Monte

Carlo simulation of the electron beam interaction volume depending on the substrate

stack, which can be performed using Tracer software. The exposure was performed

with a current of 2 nA for the critical features and 40 nA for the rest, such as alignment

marks and leads.

After exposure the resist is cold developed in a 3:1 IPA:MIBK solution for 1 min at

0 ∘C and then an adhesion layer of Cr or Ti (2-5 nm) was e-beam evaporated, followed

by a 20-25 nm layer of Au. The speed of the evaporation is particularly important

because determines the grain size and roughness of the film.[29] Evaporations that

are either too fast or too slow can produce larger grain size. The optimal speed was

found to be approximately 1Å/s. Fig 2-1 illustrates the difference between two films

evaporated at 0.2Å/s and 1Å/s
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Figure 2-1: Deposition speed optimization. (a) AFM of a Au film deposited at
different speeds, showing a smaller root mean square roughness 𝑅𝑞 for higher speeds.
Figure adapted from Ref. [29]; (b-e)SEM micrographs of planar nano vacuum channel
transistors fabricated using 0.2Å/s (b,d) and 1Å/s (c,e) evaporation speeds, seen in
top view (b,c) and from a 45∘ angle (d,e).

Finally, the lift-off of the resist is performed by immersing the sample in NMP for

1 h at 70 ∘C.

Fig 2-2 illustrates an example of different kinds of patterned devices. Fig 2-2a

shows a bowtie architecture which should show IV symmetric behavior (i.e. emitter

and collector are interchangeable); Fig 2-2b shows a diode design, where the IV char-
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acteristic is expected to be rectified due to the asymmetry between the two electrodes;

and Fig 2-2c shows a transistor design, which is similar to the diode one but two ad-

ditional gate electrodes were added to control the potential between the emitter and

collector.

200 nm200 nm 200 nm

(a) (b) (c)

Figure 2-2: SEM micrographs of patterned planar nano vacuum channel devices. (a)
bowtie; (b) diode; (c) transistor.

2.1.2 Contacts Photolithography

(a) (b)

20 μm100 μm

Figure 2-3: Contacts. (a) Optical microscope micrograph of the gold contact pads
connected to an array of devices. (b) Enlarged detail illustrating the array region,
highlighting the localized etched region.

In order to test the devices, we also need to fabricate pads for wire-bonding to

external contacts. This was done using photolithography. To get better features a

bilayer process was used.[30] In a bilayer process, the bottom layer is developed faster

than the top layer generating an undercut. In a lift-off process, this undercut ensures

that the evaporated layer in the developed region is disconnected from that on top

of the resist (i.e. there is no contact through the sidewalls), which results in much
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cleaner edges. In this process, first, a layer of PMGI SF9 is spun at 4.5 krpm, and

baked at 180 ∘C for 90 s. Subsequently, a layer of S1813 is spun at 4.5krpm and

baked 100 ∘C for 90 s. Then the resist is exposed using a Heidelberg direct-write

photolithography system with 7 mW power, 365 nm, and 20% duty cycle laser. Then

the resist was developed by immersing the chip for 80 s in CD26 and then for 1 min

in DI water. Finally, a 40 nm Cr + 160 nm Au layer was e-beam evaporated and then

lifted off by immersion in NMP for ∼ 5 h. Fig 2-3 shows a micrograph of patterned

pads.

2.1.3 Substrate Etching

During preliminary testing, two-terminal planar nanoemitters exhibited very low cur-

rent (fA) and hysteretic behavior in their IV characteristic. This behavior was iden-

tified to be caused by the charging of the oxide due to some emitted electrons not

reaching the collectors and landing on the oxide. The repulsive force due to these

electrons prevented further emission of electrons.

To solve this problem, an etch of the oxide around the tip was necessary to form

an undercut. This undercut was achieved by introducing two etching steps in the

fabrication process: a reactive ion etch (RIE) and a wet etch step. The first, being

anisotropic, was used to cut a trench in between the tips. The second, being isotropic,

was used to create an undercut, as illustrated in Fig. 2-4.

The reactive ion etching time and power need to be calibrated in order not to

damage the gold surface. Gold is a soft material and we have to take into account

that even if it is chemically inert it can be easily damaged by ion bombardment

during RIE and softened by the temperature increase due to a long process. This

is shown in Fig. 2-5, which illustrates the effect of an etching step that destroyed

the gold film. The use of intermittent 100W CF4 RIE steps of 1 min and a half

(correspondent to 30 nm oxide etching as shown in Table 2.1) with 3 min pauses

to cool down the sample, didn’t significantly damage the gold for up to 300 nm of

etching (the maximum amount tested).

To produce the undercut, HF 7:1 buffered oxide etchant (BOE) was used. How-
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Figure 2-4: Substrate etching and undercut. (a) Schematic showing the trapping of
charges in the oxide between the emitter and the collector. (b) IV characteristic of a
bowtie device with (main figure) and without (inset) undercut (c) Two-step etching
process comprising of an RIE anisotropic step to cut the trench and an isotropic wet
etch step to undercut the metal electrodes.

Table 2.1: SiO2 etch rate using CF4 RIE

power [W] etch rate [nm/min]
100 20
150 30
200 40

ever, to create a slower more reproducible process, this was done in a 9:1 DI:BOE

solution. A process that is too fast may be difficult to control as illustrated in Fig.

2-6b, showing a collapsed gate due to an undercut that is too deep. The adopted

solution provides an etch rate of 20nm/min, as shown in Table 2.2, characterized

through reflectometry measurements.
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200 nm

(a)

200 nm

(b)

Figure 2-5: Excessive reactive ion etching result. (a-b) SEM micrograph of a diode
structure before (a) and after (b) an aggressive RIE step resulting in the damage of
the structure.

Table 2.2: SiO2 etch rate using DOE HF wet etch

concentration [DI:BOE] etch rate [nm/min]
1:1 60
4:1 30
9:1 20

500 nm

(a)

100 nm

(b)

Figure 2-6: Wet etching failures. (a) Delamination of the metal layer due to HF
etching of the Ti adhesion layer. To avoid this issue the Ti layer was substituted with
a Cr one which is not susceptible to HF. (b) SEM micrograph showing an excessive
etching of the substrate underneath the gate electrodes resulting in collapsing of the
structures. This can be prevented using a better layout that avoids thin and long
features or by decreasing the etching time.
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It is also important to notice that the Ti adhesion layer is not compatible with

the HF etching, which results in delamination. To avoid this issue the Ti layer was

substituted with a Cr one.

Fig. 2-7 illustrates a bowtie structure after RIE and after HF, showing a remark-

able 10 nm gap, with the undercut highlighted in the inset.

undercut

10 nm gap

Figure 2-7: SEM micrograph of a Au bowtie with 10 nm gap between emitter and
collector electrodes after the HF wet etching. As shown in the inset, this process
allows to create an undercut.

2.1.4 Process Flow

Fig 2-8a is a graphical illustration of the different steps of the process which is sum-

marized below :

1. spin of PMMA A2 resist (2.5 krpm and bake for 2 min at 180 ∘C) on a thermal

oxide on Si substrate;

2. EBL patterning of PMMA A2 resist at ∼ 5000 µC/cm2: this step is performed

to pattern the devices;

3. resist cold development in 3:1 IPA:MIBK at 0 ∘C for 60 s;
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4. e-beam evaporation of 5 nm Cr and 20 nm Au;

5. lift-off in heated NMP at 70 ∘C for 1h;

6. spin resist bilayer: PMGI SF9 (4.5 krpm, bake at 180 ∘C for 90s) and S1813

(4.5 krpm, bake at 100 ∘C for 90s)

7. photolithography of a bilayer PMGI+S1813 resist with Heidelberg MLA100 at

7 mW, 365 nm, and 20% duty cycle : this step is performed to pattern the pads

for the electrical connections;

8. resist development for 80 s in CD26, and 60 s in DI water;

9. e-beam evaporation of 40 nm Cr and 160 nm Au

10. lift-off in 5h NMP soak;

11. 1.5 min 100 W CF4 RIE etching;

12. 40 s wet etching in (9:1) DI:BOE HF to create the undercut;

We did some preliminary tests without the last step, but we observed a low current

and hysteretic IV characteristics of the devices. We concluded that such an effect was

caused by emitted electrons that get trapped in the oxide creating a repulsive potential

that prevented further electrons to be emitted. Once the etching step used to create

the undercut was introduced the effect disappeared. An example of a completed

structure done with this process is shown in Fig. 2-8c.

2.2 TiN Devices

The hardness of TiN is both what makes it an interesting material and what makes it

hard to pattern. In the following, I describe the different steps and challenges involved

in the development of this nanofabrication process. This process was developed for

TiN devices but, in general, it could be adapted to the patterning of many hard

materials, modifying the first etching step chemistry.
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19 nm gap

Figure 2-8: Au fabrication. Illustration of the process flow (a) and typical resulting
bowtie structure after RIE (b) and wet etching (c) processes.

2.2.1 Device Patterning

In this case, the devices cannot be patterned using a lift-off process since e-beam

evaporation is not a viable option to lay down TiN. The TiN film was instead deposited

through reactive sputtering of Ti in an argon/nitrogen atmosphere. The deposition

was performed using a 300 W power at the Ti target and injecting in the chamber

20 sccm of Ar and 15 sccm of N2 at a total pressure of 3 mTorr. The patterning was

performed by transferring the pattern from a hard mask through an etching step. 50

nm TiN film was used for this process.

The hard mask itself was patterned using a process analogous to the lift-off process

described for the Au devices, but with a different material. An exhaustive analysis
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(a)

100 nm

(c)

100 nm
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Figure 2-9: TiN device patterning (a) SEM micrograph of a bowtie after device
patterning; (b) SEM micrograph of a bowtie after localized etching of the substrate;
(c) SEM micrograph of a bowtie after TMAH sonication to remove the hard mask.

of different hard mask materials and etching procedures was performed to develop

the process that would give the best performance in terms of gap aspect ratio, edge

roughness, and sidewalls steepness after etching. This analysis was carried out to-
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gether with Alberto Nardi.[31, 32] The best result was obtained with a bilayer hard

mask of 15 nm Al and 15 nm Cr followed by a 100W CF4/O2 9:1 RIE etching, which

corresponds to a 5 nm/min etch rate of TiN. The reason why this mask is so effective

is that the Cr gives the best performance in the aforementioned metrics but on its

own is very hard to remove from TiN (it leaves residues), while Al is too soft to be

an effective hard mask but it can be easily removed in TMAH. The bilayer solution

exploits the best characteristics of both materials.

The TiN patterning was then performed in 5 steps of 2min RIE, in order to etch

down all 50 nm. Fig. 2-9a illustrates an example of this process.

2.2.2 Substrate Etching

The next step is to cut a trench in the substrate to avoid charging, similarly to

what was done for the Au devices. However, in this case, there are two important

differences:

1. The etching has to be performed with the hard mask on otherwise the RIE

would damage the devices while etching the substrate.

2. The etching has to be performed before the photolithography of the contacts,

otherwise you wouldn’t be able to remove the hard mask afterward.

Hence, the etching has to be localized to the device region, isolating the region

where the contacts need to be laid down, otherwise there would be a short between

all the electrodes through the substrate.

However, this localized etching cannot be done by employing the same photolithog-

raphy process explained in the previous section to mask the contact region, because

the development in CD26 would damage the hard mask, since CD26 is essentially

diluted TMAH. To avoid this issue, a new photolithography process using AZ salty

developer was studied. Fig. 2-10 shows the result of different development times on

the sidewalls of S1813 resist. A development time of 90 s was found to be optimal.

After development, the trench in the device region was created by RIE analogously

to what was described for the Au devices. Following this, the resist was removed first
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Figure 2-10: Salty development optimization. (a-c) SEM micrographs of the devel-
opment process immersing the chip in AZ salty developer for different times, namely
30 s, 60 s, and 90 s. It is clear that the 90s development time gives a better result in
terms of sidewall steepness. (d) SEM micrographs at an angle of the developed S1813
resist showing the sidewalls’ verticality.

with a 70 ∘C NMP bath for 1h, and then the mask was removed with a 15 min

sonication in TMAH. The final steps of laying down the contacts with photolithogra-

phy followed by wet etching to create the undercut are analogous to the Au devices’

process.

2.2.3 Process Flow

Fig 2-11a is a graphical illustration of the different steps of the process, which is

summarized below:

1. reactive sputtering of TiN on a thermal oxide on Si substrate;

2. spin of PMMA A2 resist at 2.5 krpm and bake for 2 min at 180 ∘C;

3. EBL patterning of PMMA A2 resist at ∼ 5000 µC/cm2: this step is performed

to pattern the hard mask;

4. resist cold development in 3:1 IPA:MIBK at 0 ∘C for 60 s;

5. e-beam evaporation of bilayer hard mask (15 nm Al and 15 nm Cr);
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6. lift-off in heated NMP at 70 ∘C for 1h;

7. 5×2 min 100 W 9:1 CF4:O2 RIE etching: this step is performed to pattern the

devices;

8. spin S1813 (4.5 krpm, bake at 100 ∘C for 90s)

9. photolithography of a S1813 resist with Heidelberg MLA100 at 7 mW, 365 nm,

and 20% duty cycle: this step is performed to pattern the localized etching

regions;

10. resist development for 90 s in AZ Developer, and 120 s in DI water;

11. 2 × 2 min 100 W 9:1 CF4:O2 RIE etching;

12. resist stripping in NMP overnight;

13. mask lift-off through 15 min sonication in TMAH;

14. photolithography of a bilayer PMGI+S1813 resist with Heidelberg MLA100 at

7 mW, 365 nm, and 20% duty cycle: this step is performed to pattern the pads

for the electrical connections;

15. resist development in 80 s CD26, and 60 s DI water;

16. e-beam evaporation of 40 nm Cr and 160 nm Au

17. lift-off in 5h NMP soak;

18. 70 s of (9:1) DI:BOE HF to create the undercut.

An example of a completed structure fabricated using this process is shown in Fig.

2-11b.

2.3 Conclusion

In conclusion, nanofabrication processes for metallic (Au) and refractory (TiN) pla-

nar nano vacuum channel devices were developed. This chapter focuses on all the
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Figure 2-11: TiN fabrication. (a) Illustration of the process flow. (b) Typical resulting
bowtie structure.

challenges that had to be addressed during this process development phase, and all

the main fabrication parameters and decisions involved. These processes allowed us

to reliably obtain sub-10 nm features and represent the fundamental step that all the

applications of NVC-based electronics discussed in this thesis are built upon. We are

currently expanding upon this work by modifying these processes to introduce a third

terminal in an arrayed layout. This requires the development of a VIA process and

an aligned deposition of the terminal connections.
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Chapter 3

Electrical Simulation of pNVC

Devices

To design and build useful electronics using these nano vacuum channel planar devices,

it is necessary to understand their emission properties. Knowing how the different

geometrical parameters influence these properties is fundamental information to de-

sign and optimize the devices. This study was done through the simulation of the

IV characteristic of NVC devices. Both two-terminal and three-terminal devices were

simulated using Lorentz, a boundary element simulation tool. When two terminals

are present the devices behave as a diode, whose symmetry and rectification behavior

can be controlled via the geometry. A third terminal can be used as a gate, which

can modulate the potential between the other two electrodes (the emitter and the

collector) as shown in Fig. 3-1. This can be used to develop transistors, the building

block of electronics.

In the following, the simulation of NVC devices is presented, with a focus on the

influence of geometrical parameters on the electrical characteristic. These simulations

are performed first in 2D which allows for faster optimization, and then in 3D, which

allows taking into account the out-of-plane emission.
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Figure 3-1: Planar nano vacuum channel transistor (pNVCT) concept. (a) Schematic
of a pNVCT highlighting the emitter, gate, and collector electrodes, as well as the
electron trajectories emitted from the emitter to the collector. (b) Schematic of the
potential in the vacuum channel with and without the gate, showing how the gate fixes
the potential at the center of the structure making the current from the emitter to the
collector ideally independent from the collector potential and being only controlled
by the gate potential.

3.1 Two-Dimensional Simulation

As a first approximation, the system can be simulated in 2D, especially for two-

terminal devices. Two different device types were simulated in this way: bowtie and

diode. A bowtie structure is composed of two electrodes facing each other shaped as

tips, which means that the IV characteristic of the system is symmetric. In a diode

configuration, on the other hand, one electrode, the emitter is shaped like a tip, while

the other, the collector, is flat. This geometrical asymmetry causes a rectified IV

response, as shown in Fig. 3-2.

Each system is simulated first by performing an electromagnetic simulation which

evaluates the electrical field in the tip region. The field a the tip surface is needed to

calculate the current density emitted from the tip, and the field between the emitter

and the collector is going to b used to evaluate the trajectory of the emitted charges.

The geometry of the device dictates the field enhancement 𝛾 which can be defined as

the ratio between the calculated field at a certain spot and that which is expected if

you had a parallel plate capacitor.

Once the field is calculated, the emitted current density is evaluated using the

Fowler-Nordheim rate equation[33]. Fowler-Nordheim emission can be modeled ana-
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Figure 3-2: Bowtie and diode 2D simulation. (a) Electric field simulation of a bowtie
structure, which clearly shows the high electric field regions at the tips. (b) Parti-
cle trajectory simulation of a bowtie structure. (c) Simulated IV characteristic of a
bowtie, showing the symmetric behavior of the emitted current. (d) Electric field
simulation of a diode structure. (e) Particle trajectory simulation of a diode struc-
ture. (f) Simulated IV characteristic of a diode, showing the rectified behavior of the
emitted current. The inset illustrates the normalized current response, which shows
how the more the gap size becomes comparable to the radius of curvature (5 nm),
the less rectified the IV characteristic becomes.

lytically as:

𝐼 ∝ 𝜑−1 (𝛾𝐸)2 exp

(︂
−𝑏𝜑

3/2

𝛾𝐸
𝑣(𝑓)

)︂
, (3.1)

where 𝑣(𝑓) = 1 − 𝑓 + (1/6)𝑓 ln(𝑓), 𝑓 = (𝑞3/4𝜋𝜖)𝜑−2𝛾𝑉/𝑑, 𝐸 is the electric field, 𝜑 is

the work function of the material, and 𝑏 = 6.83 𝑒𝑉 −3/2𝑉 𝑛𝑚−1.
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Then, for each emitted surface a particle trajectory is performed to evaluate which

charges are going to reach the collector. This will be particularly important once we

introduce a gate that controls as well as block some of the emission. All the charge

densities (in C/m) that reach the collector are then summed and multiplied by the

thickness of the device (≈ 20 nm) to get the total current.

Fig. 3-2 illustrates all the different phases of the calculation as well as the resulting

IV characteristic. In particular, it is clear from these results that the diode rectified

behavior becomes less prominent the smaller the gap becomes. When the gap becomes

comparable with the radius of curvature, here taken to be 5 nm, the more the system

resembles a parallel plate, hence a symmetric system. A radius of curvature of 5 nm

was chosen as this closely approximates the minimum radius of curvature that we can

achieve via nanofabrication.

The next step is to add a gate so to create a transistor. In a vertical configuration,

this can be done with a circular electrode all around the emitter. In the planar

configuration, this can be achieved by adding two fingers in between the emitter and

the collector, leaving a gap for the electrons to flow through. These electrodes set the

potential in front of the emitter, ideally isolating it from the collector potential, to

achieve a current level set only from the gate voltage.

Fig. 3-3b illustrates a typical geometry used to build a planar nano vacuum

channel transistor. In particular the different geometrical parameters that influence

the performance of the device are highlighted:

1. Emitter-gate gap;

2. Gate thickness;

3. Gate gap width;

4. Emitter semi-angle;

5. Emitter radius;

6. Gate radius;

52



0 5 10 15 20 25
1E-10

1E-09

1E-08

1E-07

1E-06

1E-05

1E-04

1E-03

1E-02

1E-01

1E+00

I E
C

  (
µ

A
)

V
G
 (V)

emitter

gate

collector

emitter

gate

collector

(a) (b)

0 5 10 15 20 25
0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

I E
C

  (
µ

A
)

V
G
 (V)

(c) (d)

Figure 3-3: pNVC transistor 2D simulation. (a) Electric potential simulation of a
pNVCT structure. (b) Particle trajectory simulation of a pNVCT structure, high-
lighting the different geometrical parameters that influence the device behavior. (c,d)
Resulting calculated IV transfer characteristic of a pNVCT, showing three different
region of operation.

7. Gate-collector gap;

8. Height.

Analyzing how the collector current depends on the gate voltage reveals 3 regions

of operation. The first region is for potentials below the turn-on voltage. Here the

field is not sufficient to extract many electrons from the emitter because the bending of

the barrier is significantly lower than the work function. The second region is where

the devices behave as expected, the gate extracts electrons from the emitter and

accelerates them toward the collector. Finally, there is a linear region, where the gate
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potential is high enough that even some of the trajectories that are directed toward

the collector do not reach it and are instead reverted back to the gate. These regions

are highlighted in Fig. 3-3c,d which shows the transistor transfer characteristic.
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Figure 3-4: 2D simulation of the IV output characteristic of a pNVCT, showing a
clear distinction between the ohmic and saturation region.

As can be seen in Fig. 3-4 this device design behaves like a transistor. Different

potentials 𝑉𝐺 can be effectively used to control the current between the emitter and

the collector. The typical ohmic and saturation regions are clearly visible in this

graph, which portrays the transistor simulated output characteristic. It is noteworthy,

that the saturation region is not perfectly flat as in an ideal transistor, but a small

slope is present which suggests that the gate is not fully shielding the gate potential.

Next, the dependence of the output characteristic on several important geometrical

parameters was studied. The result of this study is shown in Fig. 3-5. An increase

in the gate gap width results in an increase in the current that reaches the collector.

However, it also results in a less flat saturation region, which is not ideal. A trade-off is

necessary. As expected a smaller radius of curvature results in a higher current. This

parameter however is limited by the fabrication procedure and material used. While

the gate-collector gap does not influence the current due to the shielding of the gate,

the emitter-gate gap is the parameter that influences the most the emitted current.
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This is of course due to the exponential dependence of Fowler-Nordheim tunneling

emission with the barrier thickness. While a thicker gate improves the saturation

due to better shielding, it also decreases the collector current because it has a larger

surface to attract electrons. Hence, in this case, a trade-off is also necessary. Finally,

a sharper tip (i.e. a smaller semiangle) also increases the emitted current, because it

increases the field enhancement due to the lightning rod effect.

3.2 Three-Dimensional Simulation

To develop an accurate model for the electrical characteristics of pNVCTs, we per-

formed field and trajectory simulations of the devices in 3D as well. Because the

ballistic trajectories of NVCTs can extend into three dimensions, and are not con-

fined within a material, as shown in Fig. 3-6b. To reliably model the device behavior,

a complete three-dimensional field and trajectory simulation is necessary. We per-

formed a comprehensive analysis of the effect of various geometrical parameters and

demonstrated how such parameters might be used to improve the devices’ design

through geometrical optimization. Electron emission and transport in the simulated

pNVCTs are controlled by two gate electrodes. The gate potential generates a high

field close to the emitter tip which causes electrons to tunnel out from the tip surface.

These electrons are transported through the fields surrounding the emitter, gate, and

collector before being collected.

The simulations were performed by first solving for the electrical field of the struc-

ture and then evaluating the trajectories which were assigned current densities based

on a Fowler-Nordheim tunneling model. Fig. 3-6a shows the simulated potential lines

for a selected device configuration. Fig. 3-6b instead portrays the simulated electron

trajectories for the same device. It is clear from this figure that a significant num-

ber of trajectories jump over the gate. While these are not necessarily trajectories

that carry a charge density as high as the ones emitted on-plane, we can nevertheless

expect a less flat saturation region with respect to the two-dimensional simulation.

This assumption is easily confirmed once we plot the output characteristic of the
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Figure 3-5: 2D Simulation of the IV output characteristic of a pNVCT structure while
varying multiple geometrical parameters. In particular gate gap width (a), radius of
curvature (b), gate-collector gap (c), gate thickness (d), emitter-gate gap (e), and
emitter semi-angle (f). When one parameter is swept, all the other are maintained
constant. The reference parameters are emitter-gate gap = 10 nm ; gate thickness =
20 nm; gate gap width = 10 nm; emitter semi-angle = 𝜋/4; emitter radius = 5 nm;
gate radius = 5 nm; gate-collector gap = 20 nm; height = 20 nm
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Figure 3-6: 3D Simulation of a pNVCT structure. (a) Electric potential simulation
on the horizontal and vertical plane in the active region of the pNVCT (b) Particle
trajectory simulation of the electrons emitted toward the collector, assuming a Fowler-
Nordheim emission to weight each trajectory with the proper current density. (c)
Simulated I-V output characteristics for different gate potentials 𝑉𝐺 for this pNVCT
configuration, showing transistor behavior. In particular, it is noteworthy that the
saturation region is less flat than in the 2D simulation due to electrons jumping over
the gate. (d) Simulated transfer characteristic of the pNVCT for different collector
potentials 𝑉𝐶 .

transistor, shown in Fig. 3-6c. The device still exhibits a clear transistor-like be-

havior, i.e. a saturation region where the current is gate-controlled with significantly

reduced dependence on the collector voltage. However, the slope of the saturation

region is significantly higher with respect to the 2D simulation. The overall current

is also higher due to the addition of the top and bottom edges of the emitter, which

contribute to the emission but which are of course neglected in a 2D simulation.

Fig. 3-7 shows I-V curves obtained for various thicknesses, emitter-gate gaps,

and gate width values. As expected, thicker devices correspond to higher currents.

However, it is noteworthy to point out that, from a nanofabrication perspective,

the thicker the device layer, the worse the resolution is going to be. In fact, it
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Figure 3-7: 3D Simulation of I-V output characteristics of a pNVCT structure while
varying geometrical parameters. In particular the device thickness (a), the emitter-
gate gap (b), the gate-collector gap (c), and the gate thickness (d). When one pa-
rameter is swept, all the other are maintained constant. The reference parameters
are emitter-gate gap = 10 nm ; gate thickness = 20 nm; gate gap width = 10 nm;
emitter semi-angle = 𝜋/4; emitter radius = 5 nm; gate radius = 5 nm; gate-collector
gap = 20 nm; height = 20 nm

becomes more challenging to pattern small features in thick layers. Similar to the

2D simulation, a smaller emitter-gate gap corresponds to larger currents. Also, a

larger gate decreases the current reaching the collector but at the same time results

in an improved saturation of 𝐼𝐶 . This effect arises because larger gate widths more

efficiently shield the collector potential at the cost of increased leakage current to

the gate, and is more pronounced in the 3D simulation. Finally, the gate-collector

gap that seemed to have no effect in the 2D simulation, plays a significant role when

we take into account the real three-dimensional device. It is clear in this case that
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a larger gap coincides with a lower current but a flatter saturation region. This

happens because when the real thickness of the device is taken into account instead

of assuming an infinitely thick device as in the 1D case, some of the fields from the

collector leak through the gate influencing the emitted current.

3.3 Conclusion

In this work, the influence of the various distances and thicknesses, structure height,

radii of curvature, and tip acuteness, was extensively analyzed to demonstrate how

each property affects the I-V characteristic of two- and three-terminal planar NVC

devices, providing valuable information to better understand the physics of the device

and optimize desired device performance characteristics. This study was instrumental

in developing effective designs for planar nano vacuum channel devices. Future work

will make use of shape optimization and machine learning algorithms to expand the

optimization space beyond parametrization.
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Chapter 4

Electrical Characterization

In this chapter, the emission characteristics of planar vacuum nano-diodes having few-

nanometer radii of curvature and free-space gaps between the emitter and collector

are systematically studied. Most of this work has been submitted for publication.

The preprint can be found on arXiv [34].

Free-electron devices played an important role in the early days of electronic sys-

tems development. In fact, vacuum tubes constituted the main building blocks of

the first electronic computers, including Colossus[1], used by the British to decipher

German encrypted communication during WWII, and ENIAC[2], the first general-

purpose electronic computer, developed by the US Army to calculate ballistic trajec-

tories. Vacuum tubes were then gradually substituted by semiconductor technology

that could deliver faster switching times, lower power consumption, improved scala-

bility, and integrability, and did not require vacuum packaging.[35] The technology

survived, but only in a few niche applications where high power is needed.[7, 36, 37, 38]

However, in the last few decades, the advancement in nanofabrication techniques have

allowed for the miniaturization of vacuum free-electron devices, which have started

to regain interest due to their interesting properties when shrunk to the nanoscale,

such as high frequency/power output, stability in a harsh environment, integrability

and cold emission.[39]

Nano vacuum channel (NVC) electronics promise fast switching times, and a low

power-delay product with robust operation in harsh environments [3]. Nanoscale vac-
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uum channels allow for true ballistic transport with no phonon and charged impurity

scattering, enabling higher electron velocities in the channel. Since these devices do

not require vulnerable oxides and free-electrons are effectively insensitive to ionizing

radiation and temperature fluctuations, these devices are attractive for applications

in harsh environments such as space technology [3, 9]. Field-emission devices com-

monly use vertical geometries [11, 12, 8, 40] because with this approach it is easier

to achieve sharp nanotips. However, it also makes them difficult to integrate with

traditional electronics. On the other hand, planar NVC field emitters could be eas-

ily incorporated into integrated circuits on a large scale. Moreover, thanks to their

small size and low capacitance (down to tens of attofarads), they can be operated at

petahertz-scale bandwidths, which makes them an ideal candidate for femtosecond

electronics [41] and other optoelectronic applications that require sub-optical-cycle

response times [14, 27, 26, 42].

Despite these clear advantages, the underlying emission mechanisms of these de-

vices are poorly understood. In literature, these devices are typically described using

a pure Fowler-Nordheim tunneling emission model[43]. While such a model can be

used to fit the measured data, to do so requires the use of field enhancement factors of

𝛾 > 100. This stands in stark contrast to electromagnetic modeling of the tips which

indicate only modest field enhancement factors of 𝛾 ∼ 10 for tips with nanometer-

scale radii of curvature and gaps of few to tens of nanometers. For instance, Nirantar

et al. [44] had to assume a 𝛾 = 590 to accurately fit their results. Such discrepan-

cies, exceeding more than one order of magnitude, were also noted by De Rose et al.

[45], where they had to assume 𝛾 = 133 while their electromagnetic simulation would

suggest 𝛾 = 3.5. This implies that these emitters are most likely not operating in the

Fowler-Nordheim/Murphy-Good field emission[46] but some other emission mecha-

nism was dominant, unless some other effect is causing the relationship between the

emitters’ surface field and the measured voltage to be non-linear at low voltages. Un-

derstanding the dominant emission mechanisms involved and demonstrating how to

reliably determine the proper regime of operation is critical if these devices are going

to be used to design and build electronic circuits that operate robustly in extreme
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environments.

In this chapter, the emission characteristics of metallic (Au) and refractory (TiN)

vacuum-channel bow-tie devices having few-nm radii of curvature and sub-20-nm

air/vacuum gaps were compared. This comparison is of interest as Au devices have

high electrical conductivity while being chemically inert, which makes them great

candidates for operation in a variety of environments, including operation in ambient

conditions, but the TiN devices are more resilient, allowing us to reach higher peak

field strength and current densities from the emitters and thus transition to different

emission regimes, as well as being able to be operated at higher temperatures.

These vacuum nano-diodes were shown to be able to be operated reliably with

turn-on voltages of < 10 V and from nA to 𝜇𝐴-level operating currents per device.

Repeatable behavior over many devices and over several scans per device was demon-

strated. The measured IV characteristics were analyzed under variable temperature

and atmospheric pressure to reveal the dominant mechanisms responsible for electron

emission, and to rule out substrate conduction. In particular, three distinct emission

regimes were isolated from single devices for the first time: Schottky, Fowler-Nordheim

field emission, and saturation, which we attribute to Child-Langmuir space-charge ef-

fects. The transition between these regimes is still under scrutiny from a theoretical

perspective, where some important effort has been done to build a model that would

encompass all three[47]. The result was fitted with analytical models to better under-

stand these behaviors ensuring that the field enhancement factor reasonably matches

that from electromagnetic simulations.

Additionally, the lifetime characterization of Au devices was performed in collabo-

ration with colleagues at Boise State University demonstrating the long-term stability

of these devices. Finally, preliminary testing on three-terminal planar nano vacuum

channel transistors (pNVCT) was performed demonstrating the successful use of a

gate to modulate the collector current.
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4.1 Electrical Characterization of the Emission

To analyze the emission behavior of these planar vacuum nanoemitters both metallic

(Au) and refractory (TiN) planar nano vacuum channel (pNVC) bow-tie devices hav-

ing 10-20 nm vacuum gaps were fabricated using the procedures laid out in Chapter

2. Typical examples of the resulting structures are illustrated in the scanning elec-

tron microscope (SEM) micrographs shown in Fig. 4-1a and Fig. 4-1b. Particularly

important was the implementation of an undercut in the fabrication process. In fact,

preliminary testing showed that, without this undercut, the device often showed hys-

teretic behavior, which we attribute to the charging of the insulating layer underneath

the devices. The introduction of an undercut reliably eliminated this effect. An ex-

ample of the effect of the undercut can be seen in Fig. 4-1c where an I-V curve of a

metallic emitter was measured with (main figure) and without (inset) the undercut.

Moreover, an undercut allows us to ensure that the measured current is all due to

emission in the vacuum gap and there is not a significant contribution due to sub-

strate conduction, for example, Frenkel-Poole emission[48, 49], which can skew the

analysis. To make sure there was no appreciable leakage through other pathways the

substrate current was monitored as well, which was more than 2 orders of magnitude

lower than the collector current. Moreover, as will be discussed in more detail later

on, there is a strong pressure dependence on the emission, which demonstrates that

the emission is indeed in the vacuum gap. Additionally, the devices were never imaged

before testing since the SEM electron beam causes the deposition of a carbon layer,

and this was observed to contribute to ohmic conduction. For imaging purposes, a

twin device was always fabricated next to each device.

After the fabrication, the I-V response of tens of devices fabricated was analyzed

to investigate the underlying emission mechanisms. The testing was performed in a

vacuum chamber with a pressure of 10−6 mbar using a Keysight B2912A SMU. Fig.

4-2a shows an example of experimental data for a gold bowtie nano emitters having a

gap of < 20 nm. The device current exhibited an exponential behavior with respect

to the applied field with a turn-on voltage of approximately 5V which is consistent
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Figure 4-1: (a) SEM micrograph of a typical Au device. (b) SEM micrograph of a
typical TiN device. We note that the thicknesses of the devices are different: the
Au device is 25 nm thick while the TiN one is 50 nm thick. The radius of curvature
is typically of the order of 5-10 nm and the tip semi-angle is 26°. (c) Schematic of
an IV measurement (bottom-right inset) and I-V curve of a metallic emitter with
(main figure) and without (top-left inset) an undercut. As can be seen from the
inset, without the undercut the current is very low and hysteresis is present. With
the undercut, the current is orders of magnitude higher and the hysteresis disappears.

with the Au work function of 5.1eV.

The inset shows the same curve plotted in a 𝑙𝑜𝑔(𝐼) vs 𝑉 1/2 plot, which is useful for

identifying emission in the Schottky regime. The Schottky emission regime applies

to field-enhanced thermionic emission. In the Schottky emission regime, the applied

field reduces the work function barrier height, and enhances the thermionic emission.

Schottky emission can be modeled as [50, 51]:

𝐼 ∝ 𝑇 2exp

(︃
𝑞

2𝑘𝐵𝑇

√︂
𝑞𝛾𝑉

𝑑𝜋𝜖0

)︃
, (4.1)

where 𝛾 is the field enhancement factor, 𝑇 is the temperature, 𝜖0 is the vacuum

permittivity, 𝑞 is the elementary positive charge, 𝑘𝐵 is the Boltzmann constant, 𝑉

is the voltage across the gap between the tips, and 𝑑 is the gap between the tips.

Schottky emission therefore would appear linear with a positive slope when plotting

𝑙𝑜𝑔(𝐼) vs 𝑉 1/2. As such, we refer to these plots as “Schottky plots” for simplicity

throughout the remainder of this work. We can see that the tested gold device

exhibits a linear characteristic in this plot over the entire range of bias voltages
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Figure 4-2: Typical behavior of an IV sweep of a Au (a,b) and a TiN (c,d) device.
(a) Au experimental results with inset 𝑙𝑜𝑔(𝐼) vs 𝑉 1/2 plot, which highlights Schottky
emission. We can see that the Au device exhibits Schottky behavior in this test,
which can be identified by a linear dependence in the inset. (b) Au experimental
results in 𝑙𝑜𝑔(𝐼/𝑉 2) vs 1/𝑉 plot, which highlights Fowler-Nordheim emission. Inset
illustrates a 3D electromagnetic simulation showing the field enhancement factor (𝛾)
in the region around the two tips, highlighting a 𝛾 = 7 at the edge of the tip. From
these data, to fit a Fowler-Nordheim emission we would need to assume a 𝛾 = 50,
which is inconsistent with simulation.(c) TiN device experimental results with inset
Schottky plot. In this plot, we can identify a Schottky regime that manifests as a
linear dependence in the inset. This is followed by a superlinear regime and then
saturation. (d) TiN experimental results in Fowler-Nordheim plot. Here, we can
identify that the superlinear regime that was visible in the Schottky plot is indeed
driven by Fowler-Nordheim emission. In fact, this region can be fitted with a FN
model, assuming a 𝛾 = 10, which is consistent with the simulation. These tests were
performed at 10−6 mbar.
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tested, indicating that Schottky emission could be dominant.

To ensure our interpretation is correct, emission due to Fowler-Nordheim tunneling

was also considered. The Fowler-Nordheim regime applies to cold-field-emission where

the electrons tunnel through the work-function barrier from the Fermi surface of the

material, and is the most commonly used theory for modeling field-induced electron

emission in literature. Fowler-Nordheim emission can be modeled analytically as:

𝐼 ∝ 𝜑−1

(︂
𝛾
𝑉

𝑑

)︂2

exp

(︂
−𝑏𝑑𝜑

3/2

𝛾𝑉
𝑣(𝑦)

)︂
, (4.2)

where 𝑣(𝑦) = 1 − 𝑦2 − 𝑦2log(𝑦)/3, 𝑦 = 2
√︁

𝑒2𝛾𝑉
16𝑑𝜋𝜖0

1
𝜑
, 𝜑 work function and 𝑏 = 6.83

𝑒𝑉 −3/2𝑉 𝑛𝑚−1. For the Fowler-Nordheim (FN) fit we used a more complete version

of this formula, which can be found in Kyritsakis e al. [52]:

𝐼 ∝ 𝜑−1

(︂
𝛾
𝑉

𝑑

)︂2(︂
𝑡(𝑦) +

𝑑𝜑

𝑒𝛾𝑉 𝑅
𝜓(𝑦)

)︂
exp

(︂
−𝑏𝑑𝜑

3/2

𝛾𝑉

(︂
𝑣(𝑦) +

𝑑𝜑

𝑒𝛾𝑉 𝑅
𝜔(𝑦)

)︂)︂
, (4.3)

where: ⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

𝑡(𝑦) = 1 + 𝑦2/9 − 𝑦2ln(𝑦)/11

𝜓(𝑦) = 4/3 − 𝑦2/500 − 𝑦2ln(𝑦)/15

𝑣(𝑦) = 1 − 𝑦2 − 𝑦2ln(𝑦)/3

𝜔(𝑦) = 4/5 − 7𝑦2/40 − 𝑦2ln(𝑦)/100

(4.4)

and 𝑦 = 2
√︁

𝑒2𝛾𝑉
16𝑑𝜋𝜖0

1
𝜑
, with 𝑅 radius of curvature, 𝜑 work function and 𝑏 = 6.83

𝑒𝑉 −3/2𝑉 𝑛𝑚−1.

Fig. 4-2b illustrates the same data as in 4-2a, but now plotted in a Fowler-

Nordheim plot (𝑙𝑜𝑔(𝐼/𝑉 2) vs 1/𝑉 ). In such a plot, FN emission would appear linear

with a negative slope. While a linear trend with a negative slope does indicate

field-emission as likely, it, unfortunately, does not guarantee that Fowler-Nordheim-

like tunneling is truly dominant. We note that Schottky emission can also appear

quasi-linear when plotted in this fashion over a given bias voltage range. Indeed,

this is the case with the data from our gold devices. However, when the curve is
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fit with a FN model, 𝛾 = 50 has to be assumed, which is not consistent with the

electromagnetic simulation results. Electromagnetic simulations consistently predict

𝛾 ∼ 10. An example of such a simulation illustrating 𝛾 around the two tips is shown

in the inset of Fig. 4-2b, which shows a peak of 𝛾 ≈ 7. Taken together with the

Schottky plot, this provides strong evidence that across the tested bias range Schottky

emission dominated from the gold devices. This is further confirmed with temperature

testing which is described below. Unfortunately, the device could not be run at higher

potentials to determine if there was a point where Fowler-Nordheim emission appears

dominant due to degradation of the devices. This may be due to reshaping of the

tips due to high current density or modification of the work function due to current-

assisted adsorption on the tips. This latter phenomenon is less commonly discussed

in the nanoemitter community where current-assisted desorption is more prevalent,

especially when the devices are operated in a high vacuum. However, it is well known

to the electron microscopy and field deposition communities, since the electron beam

induces deposition of molecules on the sample[53, 54]. We believe the two phenomena

may be competing, with net desorption or adsorption resulting depending on the

environment.

Before concluding that this emission is in the Schottky regime other possible ex-

planations have to be considered. In literature, low current emission has also been

associated with Frenkel-Poole emission[55]. However, in our case, this can be excluded

since when monitoring the substrate current of devices with a fully etched insulating

layer, no appreciable current contribution was measured. Another possible expla-

nation would be an unaccounted resistance path[43]. This can be excluded because

this path would be present also in the case of non-etched devices and in the case of

devices with larger gaps (where such resistors would just scale linearly so they would

be easily detectable). In both these situations, no appreciable current was measured.

This emission behavior could also be due to space-charge effects[56? ]. However, if

this was the case, there would not be a temperature dependence of the current, which,

as will be discussed later on, is indeed present in these devices. Whilst not totally

excluding the possibility of alternative explanations, the most plausible explanation
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of the observed results is that at low voltages the emitter is operating in the Schottky

emission regime.

To investigate what impact the emitter material might have on the emission prop-

erties, similar testing on the TiN devices was then performed. Thanks to their more

resilient nature and a thicker oxide, the TiN devices can be run at higher fields

and current densities, which allowed to unveil transitions between different emission

regimes as can be seen in Figs. 4-2c and d. At low voltage (approximately from 4 V

to 10 V) you can observe what appears to be Schottky emission behavior (see linear

response over this range in the Schottky plot shown in the inset of Fig. 4-2c). Unlike

the gold devices, at higher potentials (between 10V and 13V) you can see a transition

away from Schottky emission where the emission grows at an even higher exponential

rate. Fig. 4-2d illustrates the same data in a Fowler-Nordheim plot. In this case, the

slope is considerably steeper than the slope for Au for bias voltages between 10 to 13

V. Indeed, the data in this region can be fitted using the aforementioned FN model,

which predicts 𝛾 ≈ 10, which is physically consistent with the 𝛾 ≈ 7 obtained from

our electromagnetic simulations. Finally, above 13V the current reaches a saturation

region. It is worth noting that this behavior is repeatable in forward and backward

scans so it is not due to damage to the devices. We attribute this saturation behavior

to space-charge effects [57, 58, 59, 60, 61].

To further investigate our findings, the temperature dependence of the devices’

IV response was then tested. Such tests should clearly differentiate between Schottky

and Fowler-Nordheim emission as Schottky emission depends strongly on tempera-

ture, while Fowler-Nordheim emission does not. The temperature tests were done

by placing a heating stage inside the vacuum chamber in thermal contact with the

sample. The apparatus used for the test is depicted in Fig. 4-3. This apparatus in-

cludes a vacuum chamber to control the pressure, a heating stage (1st stage), a heat

sink stage (2nd stage), high-temperature PCBs for the electrical connection, roughing

and turbo-molecular pumps, a UV lamp to induce water desorption, a nitrogen line

for venting, a thermocouple for temperature feedback, and a source measuring unit

(SMU) for performing the electrical characterization.
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Figure 4-3: Testing Apparatus. (a) Schematic of the apparatus. This apparatus
includes a vacuum chamber to control the pressure, a heating stage (1st stage), a heat
sink stage (2nd stage), high-temperature PCBs for the electrical connection, roughing
and turbo-molecular pumps, a UV lamp to induce water desorption, a nitrogen line
for venting, a thermocouple for temperature feedback, and a source measuring unit
(SMU) for performing the electrical characterization. (b) Picture of the 2 stages with
the sample glued on the high-temperature PCB. (c) Picture of the vacuum chamber
used for the testing.

The results of this test are shown in Fig. 4-4 for both Au and TiN devices. The

Au devices (Fig. 4-4a) exhibit a clear temperature dependence over the entire range

of applied voltages. Each scan appears in the Schottky plot as a series of spaced,

roughly linear traces consistent with the expected behavior for Schottky emission. In

this regime, the temperature provides the necessary energy to overcome the barrier

set by the work function and applied bias voltage.

On the other hand, for the TiN devices, all three regimes are clearly visible. In

the Schottky regime, which dominates at the lowest voltages, there is a temperature
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Figure 4-4: Temperature dependence of Au (a) and TiN (b) devices. The devices’
IV characteristics are recorded while varying the device temperature using a heater
placed in thermal contact with the sample. The insets illustrate the same data plotted
in a 𝑙𝑜𝑔(𝐼) vs 𝑉 1/2 axes. The Au devices exhibit Schottky behavior which manifests
as parallel traces in this plot. On the other hand TiN devices exhibit all three regimes
(Schottky, Fowler-Nordheim, and saturation). While Schottky regime shows temper-
ature dependence similarly to the Au devices, Fowler-Nordheim does not which is
consistent with the model. The saturation regime also does not show any temper-
ature dependence. It is worth noticing that in this case the TiN device transitions
to the Fowler-Nordheim regime and then to saturation at a lower voltage than the
Au device. This can be due to different gap sizes or a sharper tip: both parameters
can vary with slightly different fabrication conditions. The same Au and TiN data is
plotted in a FN plot in (c) and (d) respectively.

dependence which manifests as vertically-spaced parallel traces in the Schottky plot

in the inset of Fig. 3-7b. This dependence gradually shrinks and then disappears

when Fowler-Nordheim tunneling begins to dominate at higher voltages. This reduc-

tion in temperature dependence is consistent with cold field emission, where tunneling
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from near the Fermi level dominates. Finally, we also observe no temperature depen-

dence in the saturation regime. This is consistent with space-charge effect induced

saturation that does not depend on temperature or material properties.

When the same data is plotted on a FN graph (Fig. 4-4c,d), you can see that

the TiN device reaches Fowler-Nordheim regime approaching the 𝛾 ≈ 13 curve (fitted

using the 20∘C data) and then saturates due to space-charge effects.

Au

(a) (b)

TiN

Figure 4-5: Pressure dependence of Au (a) and TiN (b) devices. The devices are
first tested in a vacuum chamber with a 10−6 mbar vacuum. Then the chamber
is vented with air and a series of consecutive traces are recorded at different time
intervals: 1, 5, 10, 30, and 60 min. The drop in current is due to adsorption on the
tip surface and shows that the conduction is indeed in the vacuum channel with no
significant contribution due to substrate conduction, which would not be affected by
the pressure.

The influence of ambient air pressure on the devices was also investigated. To do

this, the devices were initially tested at 1e-6 mbar and then the chamber was vented

and the IV characteristic was recorded at different intervals after exposure to ambient

pressure. The sub-20nm gaps ensure that even in ambient pressure the conduction

through the emitter to collector gap happens in an effective vacuum, not mediated

by the gas. This is because the air molecules’ mean free path at atmospheric pressure

is larger than the gap size. However, as can be seen in Fig. 4-5, when exposed to

the atmosphere, these devices, nonetheless experience a strong reduction in current.

The current stabilizes after about an hour to a level much lower than that in vacuum

conditions, both for the metallic and refractory devices. We attribute this effect to

72



the adsorption of molecules (e.g. water) on the tips which modify the work function

at the emission surfaces.[62] In the case of TiN devices oxidation might also play a

role. In both cases, the vacuum emission characteristics can be fully recovered after

a few burn-in cycles (i.e. running a few IV sweeps that clean the emission surface

from adsorbed molecules) once they are placed back in vacuum. This effect cannot be

attributed to the variation of cooling time at different pressures because is unaffected

by whether the IV sweeps are performed in close succession or at different times.

It is also noteworthy that the current drop experienced by the refractory devices

when exposed to atmospheric pressure is less dramatic than that experienced by the

metallic devices. Indeed, the refractory device in Fig. 4-5 experiences a current drop

of 16×, while the gold device experiences a current drop of 50×. These findings

further confirm the ballistic nature of the electron emission and transport through

the vacuum channel as a contribution to the conduction due to leakage through the

substrate would not exhibit such strong sensitivity to air exposure.

4.2 Lifetime Testing

(a) (b)

100 nm
20 nm gap

Bowtie

200 nm

16 nm gap

Diode

Figure 4-6: Bowtie and Diode IV Characteristic. (a) IV characteristic of one of the
lifetime-tested Au bowtie devices showcasing its symmetric behavior. The inset is an
SEM micrograph of a typical bowtie. (b) IV characteristic of one of the lifetime-tested
Au diode devices showcasing its rectified behavior. The inset is an SEM micrograph
of a typical diode.[63]

A characterization of the lifetime of the two-terminal Au devices was also per-

73



formed in collaboration with Boise State University, in particular with Dr. Ranajoy

Bhattacharya and Prof. Jim Browning.[63] Boise is equipped for long-term testing.

Therefore, after preliminary characterization at MIT, the devices were sent to Boise

state for lifetime testing and then back to MIT for post-test imaging.

(d)

(e)

(f)

Figure 4-7: Long-term Stability Testing. (a-f) Lifetime electrical characterization of
multiple devices showing stability in the order of at least ∼ 1000 h. The test was
performed applying a 6V potential and recording the current every minute with an
SMU.[63]
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Fig. 4-6 shows an example of a typical IV characteristic of one of the bowtie

and diode tested. It is worth noting that, as explained in Chapter 3, while the

bowtie exhibits symmetrical behavior, the diode characteristic is rectified due to its

geometrical asymmetry that favors the current flow from the tip (emitter) to the plate

(collector).

Then multiple devices were tested setting a DC potential of 6V between the emit-

ter and collector and recording the current for many hours. In particular, 7 devices’

lifetimes were tested. One of the devices failed after 350 h, while the other 6 main-

tained a fairly stable output for more than 900 h as shown in Fig. 4-7.

200 nm 200 nm

before after

200 nm200 nm

before after

(a) (b)

(c) (d)

Figure 4-8: Post Imaging. SEM micrographs of before and after testing of a tip that
survived the testing (a,b) and one where an arc occurred (c,d). The latter shows that
the arc generated a very high current density to flow between the emitter and the
collector with subsequent melting of the tip.

When a device fails, what typically happens is that an arc occurs between the

emitter and the collector which causes the melting of the metal. This can be due to

external instability of the voltage source which generates an instance of high potential

between the tip, or it could be a problem intrinsic to the device, such as electromi-

gration of the metal causing a reshaping of the tip with consequent formation of a

high field region which, in turn, generates a local high current density resulting in an

arc and then the melting of the tips. An example of such occurrence is shown in Fig.
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4-8, where the imaging of before and after testing of a tip that survived the testing

(a,b) and one where an arc occurred (c,d).

This lifetime test conclusively demonstrated that planar nano vacuum devices

can be operated for long periods of time with excellent current stability. Moreover,

it is worth noting that the DUTs were all individual devices. Arrays would have an

even more stable behavior and could resist the loss of a few tips, therefore further

increasing their lifetime.

4.3 pNVCT Testing

Characterization of three-terminal devices was also performed. In these devices, two

gate electrodes are added in between the emitter and the collector. Ideally, the gate

would set the potential in front of the emitter and would shield the collector potential,

therefore univocally determining the current flowing from the emitter to the collector.

Figure 4-9: Output characteristic of a Planar Nano Vacuum Channel Au transistor.
In this test, the collector current was recorded while sweeping the collector voltage for
different values of gate potential. Clearly, the gate potential can be used to modulate
the collector current but a saturation region is not present. This test was performed
in a vacuum.

However, preliminary testing of these pNVCT output characteristics (i.e collector
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current vs voltage sweeps at different gate voltage), shows a dependence of the collec-

tor current with the gate voltage as expected, but a saturation region is not present in

the graph, as can be seen in Fig. 4-9. Moreover, this first batch of tested devices ex-

hibited low reliability over time. Therefore, further testing and geometrical iterations

are going to be necessary to optimize these devices, in order to obtain planar nano

vacuum transistors that could be effectively used to build useful radiation-resistant

electronics.

4.4 Conclusion

The emission physics of planar NVC diodes was investigated. To do so, the IV

characteristics of two different emitter materials, Au and TiN, were analyzed under

varying temperatures and atmospheric conditions. While past work had primarily

used Fowler-Nordheim tunneling to model the emission physics of such devices, a

large discrepancy was found between the fitted electric field enhancement factor and

that expected from electromagnetic modeling. Upon closer inspection in this work,

Schottky emission was found to dominate at lower applied bias values. In particular,

it was found that for the Au devices temperature-dependent Schottky emission was

the only observable regime before the onset of damage. Instead, for TiN, thanks to

the possibility of exploring higher potentials given their higher physical robustness,

the transition from Schottky to Fowler-Nordheim tunneling and then a final transi-

tion to saturation were clearly identifiable. The saturation regime was ascribed to

the Child-Langmuir space charge limitation. Depending on the device requirements

(e.g. low voltage or high transconductance) devices could be designed to operate in

different regimes. These findings mark an important step toward the development of

accurate models necessary for the design and realization of high-speed[41], robust[63]

and radiation-resistant[3] vacuum nanoelectronics.

A pressure analysis also revealed a large reduction in the emission rate and an

increase in the turn-on voltage of the devices due to a combination of oxidation

and absorption of molecules on the surface. While this sensitivity verifies tunneling
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emission and transport through free-space dominates compared to substrate leakage,

it, unfortunately, indicates that such devices should be properly packaged despite

the reduced free-space channel width. However, it is worth emphasizing that this

degradation is reversible once the vacuum was restored. Additionally, the Au devices’

lifetime was tested demonstrating long-term stability and the effect of possible arcing.

Finally, a preliminary analysis of three-terminal planar vacuum channel transis-

tors was conducted revealing that indeed a gate electrode can be used to modulate

the current between the emitter and the collector. Further testing and geometrical

optimization of these devices are necessary to study and improve their reliability and

reach a configuration that allows for a saturation region of operation in the output

characteristic. This would be an important step toward the development of reliable

nano vacuum channel electronics for operation in a harsh environment.
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Chapter 5

TDSE Optoelectronic Simulation

In this chapter, the multiphoton and optical field tunneling emissions from metal-

lic surfaces with nanoscale vacuum gaps are investigated. Most of this work was

originally published in [64].

Developing ultrafast photosensitive devices has become increasingly important as

these devices are instrumental for the realization of petahertz electronics as well as

the further development of ultrafast metrology and information technology[14, 65,

66, 25, 42]. Ideally, a device for these applications would be simultaneously fast,

sensitive, and capable of operating at room temperature. Photodetectors based on

thermal absorption can be both sensitive and broadband, but, since thermal events

happen on longer timescales, they have relatively slow response times. Superconduct-

ing detectors, on the other hand, are faster (they can achieve few-picosecond response

times [67]), broadband, and can achieve single-photon sensitivity [68], but they re-

quire a cryogenic environment to work, which makes them expensive and difficult to

integrate with other systems. While nanoscale and low-dimensional hot-electron de-

tectors are easier to integrate and can operate at a similar speed (on the scale of 100s

of GHz [69]), this is still orders of magnitude slower than recently demonstrated de-

tectors based on multiphoton or optical-field tunneling emission [27, 70, 41]. However,

while the instantaneous current response from multiphoton and optical-field devices

has demonstrated the capability to respond at petahertz-level frequencies, they also

require strong fields (> 10 V nm−1) and are less sensitive than many alternative pho-
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todetection schemes.

In this chapter, the impact of small DC bias voltages on the photoemission proper-

ties of surface-enhanced multiphoton and optical-field emission from broadly tunable

photodetectors having nanometer-scale vacuum channels [27, 25, 71] was theoretically

investigated. In particular, the analysis focus on how the additional DC bias can en-

able entry into the petahertz regime at reduced incident optical field strengths, while

simultaneously improving detection efficiency. With adequate detection efficiency

improvements, such detectors could provide a photodetection scheme capable of op-

erating in ambient conditions that is simultaneously sensitive, ultrafast[41], compact,

and easy to incorporate into integrated photonics platforms.

5.1 Biased Nanoantenna Photodetector Concept

In Fig. 5-1a, a schematic of one possible configuration for a nano-vacuum gap opti-

cal detector is presented: a plasmonic bowtie nanoantenna sitting on an insulating

substrate. The antenna is comprised of an emitter and a collector electrodes, with

a nano-vacuum gap on the order of a few to tens of nanometers in between (the

materials do not necessarily differ and the coloring is simply for visualization). The

two electrodes can be comprised in a bowtie configuration where two tips face each

other as in the schematic, in a diode configuration where the collector is flat and is

adjacent to a tip, or in a slot-waveguide configuration that supports traveling waves

that travel within the gap. The latter case may be preferred in cases where large

effective surface areas are desired for increased signal generation. In all cases, when

the gap is very small, the preferential emission direction is dictated by the applied

bias[72]. The emitter would ideally be fabricated from a plasmonic material, such

as gold, enabling large optical field enhancements. For a gold bowtie nanoantenna

configuration with an emitter-collector gap of 10 nm, optical-field enhancements on

the order of 100× were calculated, which is consistent with what has been simulated

and observed in similar devices [71, 25, 73]. The emitter and collector are connected

to an external readout circuit via a nanowire, that with proper placement does not
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(a)

(b)

e-

Figure 5-1: (a) Schematic of the device. A bias is applied in between the emitter
(yellow) and the collector (red) of the nanoantenna while an optical pulse impinges
on the device perturbing the field emission. (b) Emission mechanism with or without
a bias applied between the emitter and collector (𝑑 being the gap between the two),
showing how the presence of a bias bends the barrier which makes the emission more
sensitive to an external optical field. In the schematic, the Fermi energy 𝐸𝐹 , the
barrier potential 𝑉𝑏, the work function 𝜑, and the bound energy state of the emitted
electron with respect to the vacuum level 𝑊𝑜 are also highlighted.

impact the field enhancement at the metal surface [25]. When bias voltages of just a

few volts are applied to the device, fields on the order of and exceeding 1 GV m−1 are

achieved at the metal surface in the gap region, dramatically modifying the potential

barrier of the surface electrons and interacting with the bound electronic states at

the surface.

The potential profile along the length of the device when in a biased and unbiased

state is sketched in Fig. 5-1b. When unbiased, the bound electronic state on the

emitter side has a vanishingly low probability of tunneling through the nano-vacuum
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gap. The effect of a weak infrared pulse is just that of small modulation of the

barrier, which has a limited effect in modifying the emission probability (Fig. 5-1b

dashed potential). Of course, a higher energy ultraviolet photon could excite an

electron in the material to an energy state above the barrier for photoemission, but

for the sake of this work only emission from longer wavelengths in the near- to mid-

infrared is considered, where multiple photons would have to be absorbed to excite the

electron to a state above the barrier. In contrast to the unbiased configuration, under

a high bias, the barrier is bent by the applied potential and the tunneling probability

increases exponentially. Thus, by placing a high bias on the collector, even a mild

modulation of the barrier due to external alternating optical fields could lead to

detectable tunneling photocurrents. Furthermore, by tuning the structure’s size and

geometry, the wiggling of the potential at the surface can be greatly amplified due

to localized resonances. Together, these two effects make the device highly sensitive

to any electromagnetic fields oscillating at the emitter’s resonant frequency. The

resonance of the nanoantenna at the laser frequency is not a requirement for the

scheme to work, but can significantly increase the optical field enhancement. This

increased field enhancement lowers the incident field intensity needed to generate a

detectable signal. While the optical field enhancement works concurrently with the

bias in lowering the detection threshold, the DC bias also sets a preferential direction

of emission.

Unlike conventional photodetection where the photoelectron-conversion probabil-

ity depends on material band structures that are difficult to engineer, field emission

depends primarily on the peak surface field strength at the surface and the material’s

work function. This distinction means that by tuning the material geometry, it is

possible to tune the operating bandwidth of such photodetectors from visible radia-

tion through to the infrared and even into the terahertz range. While the focus of

this work is to study the impact of the bias on the photoemission properties we limit

our investigation to a single central wavelength in the near-infrared (IR). However,

this detection scheme could also have a strong impact in the mid-IR[71] where there

is a scarcity of competing technologies.
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Due to the high non-linearity of cold-field electron tunneling with respect to the

local field outside a material surface, applying a small DC bias between the anode

and cathode of the nanoantennas can dramatically increase the probability of emis-

sion of a photoelectron from the surface for a weak incident optical field strengths

(see below where it is shown a predicted increase of more than 3 orders of magnitude

for an incident optical field strengths on the order of [10−4 − 101] V nm−1). Previous

studies have investigated the effect of superimposed electric fields from optical and

low-frequency electrical sources in different regimes and length scales[74, 71, 72, 75].

However, in this work, the effect of such a combination of optical and DC bias fields is

investigated at the nanoscale in the weak-field (sub 10 V nm−1) ultrafast (sub 100 fs)

regime, which has received increasing attention in recent years given the rapid devel-

opment of nanometer-scale fabrication processes and compact ultrafast optical sources

[76, 77, 14, 24].

Taking advantage of the nanoscale gaps between the nanoantenna electrodes is

crucial for high-speed weak field operation because the nanofabricated sharp tips can

provide enhancement of both the DC and optical field and the nanogap allows for

ultrafast operation. Subcycle response times of the instantaneous surface current

have already been observed with similar structures in Refs. [25, 27, 78, 72], and

the traveling time of the electrons in the gap is on the order of a femtosecond or

less.[41, 79]. The effective capacitance of nanoantenna vacuum-gap photodetectors

like those used in Ref. [25] was calculated to be ∼10 aF. When combined with the few-

Ω-level resistances of typical antenna structures and connecting wires, this yields a

time constant of one unit cell of the device of 𝑅𝐶 < 1 fs. In this work, it is shown that

in the few-nm-gap regime, the application of a few-volt DC bias could enable sufficient

detection efficiencies to sense fJ-level near-infrared pulses at room temperature. The

ability to detect weak optical pulses with such simple, broadband, and high-speed

devices would constitute an invaluable contribution to the development of modern

ultrafast photodetector technology for applications such as carrier-envelope phase

(CEP) detection [25], lidar[80], and petahertz-scale optical field sampling [81].

In the following sections, the time-dependent Schrodinger equation (TDSE) sim-
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ulations used to model the bias-enhanced photoemission process and our simulation

results are described. In particular, the focus is on the impact of high and low static

electric fields on the evolution of the wavefunction in the nanoscale gap when excited

by ultrafast optical pulses, as well as the dependence of the induced photocurrent

with respect to both the optical and static field strengths. Finally, the impact of

the material work function was analyzed before discussing our results and potential

applications.

5.2 Bias-Enhanced Photoemission Model

In this section, the model used to simulate the bias-enhanced photoemission mecha-

nism described in the previous section is discussed. First, the free space photon field

was approximated as:

𝐸o(𝑡) = 𝐸o 𝑒
− 2 log (2)𝑡2

𝜏2 cos(𝜔𝑡+ 𝜑CE), (5.1)

where 𝐸o is the peak field, 𝜏 is the full width half maximum (FWHM) of the pulse,

𝜔 is the frequency and 𝜑CE is the phase. When an optical pulse interacts with the

nanoantenna structure, it can excite a surface plasmon that confines the optical field,

therefore enhancing it close to each tip (in the gap region between the emitter and

collector).

In the case of a nano-vacuum gap detector, with one electrode at 𝑥 = 0 and one

at 𝑥 = 𝑑, the electric field can be written as:

𝐸(𝑥, 𝑡) = 𝐹𝐸o(𝑡)
(︁
𝑒−

𝑥
𝐿 + 𝑒

𝑥−𝑑
𝐿

)︁
, (5.2)

where 𝐹 is the field enhancement factor (polarization dependent) at the surface and 𝐿

is the enhancement decay length, which is typically of the order of 15 nm. Therefore
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the time-dependent potential energy of an electron with charge 𝑞 is:

𝑈(𝑥, 𝑡) =

∫︁
𝑞𝐸(𝑥, 𝑡)d𝑥 = −𝑞𝐹𝐸o(𝑡)𝐿

(︁
𝑒−

𝑥
𝐿 − 𝑒

𝑥−𝑑
𝐿

)︁
+𝐶 = −𝑞𝐹𝐸o(𝑡)2𝐿sinh

(︂
𝑥− 𝑑/2

𝐿

)︂
+𝐶.

(5.3)

For gaps 𝑑≪ 𝐿 and evaluating the arbitrary constant C so that 𝑈(0, 𝑡) = 0, this can

be approximated as:

𝑈(𝑥, 𝑡) ≈ −𝑞𝐹 ′𝐸o(𝑡)𝑥, (5.4)

where 𝐹 ′ = 2𝑒−
𝑑
2𝐿𝐹 ≈ 2𝐹 is the field enhancement of the whole nano-vacuum gap

detector. Putting this all together, in the biased and illuminated condition we can

write the potential energy of the entire structure as

𝑈(𝑥, 𝑡) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
−𝑞𝑉b if 𝑥 < 0

+𝑞
(︀
𝑉o
𝑑
− 𝐹 ′𝐸o(𝑡)

)︀
𝑥 if 0 < 𝑥 < 𝑑

−𝑞𝑉b + 𝑞𝑉o − 𝑞𝐹 ′𝐸o(𝑡)𝑑 if 𝑥 > 𝑑,

where 𝑉b is the barrier at the interface between the material and vacuum, and 𝑉o is

the DC bias.

To properly account for the total emitted current from the structure, you need

to consider emission from the entire ground-state electron population. Since here

metallic emitters were considered, the emission from initial bound energy states 𝑊o,

populated according to the Fermi distribution, was integrated. The Fermi energy 𝐸F

was also considered to have an energy difference with respect to the vacuum level

equal to the work function 𝜑. In this framework the kinetic energy of the electrons of

a specific bound state is 𝑉b−𝑊o. A method similar to that used in Refs. [33, 82] was

then followed to estimate cold field emission from static and optical fields, employing

a custom TDSE solver, using discrete transparent boundary conditions [83]. Once

solved for the wavefunction 𝜓, the transmission coefficient is evaluated as the ratio Γ

between the transmitted and incoming probability currents, 𝑗trans and 𝑗inc respectively.

The following equations are in atomic units.
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Γ(𝑊o) =
𝑗trans
𝑗inc

=
Im
(︀
𝜓* d𝜓

d𝑥

)︀√︀
2(𝑉b −𝑊o)

. (5.5)

The total charge density emitted in the time interval [𝑡0, 𝑡1] can then be calculated

as:

𝑄 =

∫︁ 𝑡1

𝑡0

d𝑡

∫︁ 𝑉b

0

d𝑊o ·𝑁(𝑊o) · Γ(𝑊o), (5.6)

where 𝑁(𝑊o) = 𝑘𝐵𝑇/(2𝜋
2)ln{1+exp[(𝐸𝐹 +𝑊o−𝑉b)/(𝑘𝐵𝑇 )]} is the incoming charge

supply distribution for each ground state energy.

While the ambient device temperature is considered in determining the initial

state electron distribution, it is worth noting that optically-induced thermal effects

were ignored. This is reasonable since prior experimental work has shown that such

optically-induced thermal effects play a negligible role in the device emission even in

the case of much stronger optical fields when similar nanoantenna emitters are excited

with ultrafast optical pulses [78, 25, 84, 85].

It is also noteworthy that alterations to this simplified potential model due to

space-charge reshaping of the barrier and field penetration into the emitter were also

considered. The photocurrent simulation results when incorporating these effects

indicate that they do not impact the primary conclusions of this work, so are not

discussed explicitly in this manuscript for the sake of clarity. In general, the impact

of space charge is similar to that experienced by a slight alteration of the effective

work function. Field penetration is rather weak for metals (for example, due to the

large magnitude of the material’s permittivity, the field strength inside gold is roughly

42× weaker than the surface field at 1 µm), and when incorporated only leads to a

slight alteration in the power scaling slope for large optical field strengths.

5.3 Simulation Results

A metallic structure with a 5 nm gap was initially simulated using the model described

in the previous section, imposing a work function of 4 eV. Fermi-Dirac statistics in

the metallic electrodes and a potential profile as in Fig. 5-1b were assumed. The
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fabrication of nanostructures with comparable features has been reported in the lit-

erature using a lift-off based patterning processes [78, 27, 70], where the size of the

nanostructures can be adjusted to provide field enhancements on the order of 100×

when a plasmonic material such as gold is employed according to our electromag-

netic modeling. This enhancement is in line with recent experimental observations

for similar structures [86, 73]. The system was perturbed with an external optical

field waveform assuming a central wavelength of 𝜆 = 1µm and a pulse duration of

30 fs FWHM. All the results in this work are expressed in terms of the field present

in the gap instead of the incident field. This allows generalizing these results for any

geometry regardless of the field enhancement that it can provide. The peak field

strength used in this simulation was 10−2 V nm−1. It is worth noting that if the field

enhancement of the structure were to be indeed 100×, you would obtain this field

strength with an applied field of 10−4 V nm−1.

In Fig. 5-2 a,b the result of this simulation is plotted. In particular, the wave-

function evolution under the potential barrier inside the gap region is shown for two

different bias conditions: 1 V and 5 V. This plot shows only the wavefunction of

the electrons emitted from the emitter to the collector. The smaller and opposite

contribution to the current due to the electrons emitted from the collector to the

emitter is also taken into account but not shown here. For the case of a 1 V bias, the

applied bias is not sufficient to bend the barrier enough to significantly enhance the

photoemission and the photocurrent signature is very weak. One can also see that

a non-negligible amount of the wavefunction is reflected back and forth within the

barrier. On the other hand, for a bias of 5 V, one can clearly see a sub-optical-cycle

modulation of the wavefunction and the probability amplitude of the wavefunction is

more than 3 orders of magnitude higher than in the 1 V case (the scale of the plot is

3000× higher). This sub-cycle modulation is a signature of the optical field enhanced

tunneling through the barrier. Therefore, from 1 V to 5 V bias, the system transition

from envelope to subcycle emission. Moreover, the amplitude of the tunneled wave-

function in the 5 V case is more than 3 orders of magnitude higher than for the 1 V

case, as can be clearly seen from the plot scales.
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Figure 5-2: (a-b) Evolution of the right propagating wavefunction inside the structure
in a condition of (a) low (1 V) and (b) high (5 V) bias. The optical field used in these
simulations was 10−2 V nm−1. The position of the emitter, gap/barrier, and collector
are also highlighted on top of the graphs. The high bias case exhibits a probability
of more than 3 orders of magnitude higher of emitting photoelectrons, as can be seen
from the color bar scale. Moreover, in the second case, the fingerprint of the optical
pulse is clearly visible in the wavefunction modulation after the barrier. The insets
show the wavefunction evolution 1 nm after the barrier. (c) The energy spectrum of
the emitted electrons at the two bias conditions. The energy plotted is taken with
respect to the initial Fermi level 𝐸𝐹 and after removing the bias potential. In the
low bias case, only 3-photon processes are possible which results in a single peak in
the spectrum. In the high bias case 1-, 2-, and 3-photon processes are all possible.
Also the 4-photon process peak starts to appear, which corresponds to the case of
an electron that absorbs enough energy to go over the barrier without any tunneling.
The 3 peaks are separated by 1.24 eV, consistent with the fact that the optical field is
generated by 1 µm photons. The inset shows a cartoon representation of the emission
process. (d) Dependence of the charge density emitted at each pulse on the optical
intensity 𝐼, showing that the low bias case (blue curve) follows a 3rd order power rule
(𝐼3), while the high bias case (red curve) follows a 2nd order power rule (𝐼2). This is
consistent with the highest peak in (c) being the one corresponding to a 3-photon and
2-photon process in the 1 V and 5 V bias cases respectively. (e) The energy spectrum
of the emitted electrons due to optical pulses with a duration of 30 fs (red curve) and
10 fs (green curve).

A semi-periodic wavefunction modulation in time translates to frequency-domain

peaks in the wavefunction that are integer multiples of the optical frequency, and thus
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in the photoelectron energy spectrum, we observe photoemission peaks at multiples of

the photon energy (the so-called above-threshold photoemission peaks [87]) as shown

in Fig. 5-2c, where the emitted electron energy is taken with respect to the initial

Fermi level 𝐸𝐹 and after removing the bias level. In fact for a 1 V bias only 3 photon

transitions are significant, explaining the single photoemission peak. On the other

hand, for the case of the 5 V bias 1-,2-,3- and 4-photon events are all possible, so you

see multiple peaks in the energy spectrum, all spaced by }𝜔 ≈ 1.24 eV apart from

each other. This is also demonstrated in Fig. 5-2d when examining the power-law

scaling of the photoemission for each biasing condition. Increasing the optical power,

or equivalently increasing the peak optical field strength at the nanoantenna surface,

increases the probability of extracting an electron. The intensity corresponding to

the case portrayed in Fig. 5-2c is highlighted with solid dots. The two curves in

Fig. 5-2d show the emission rate as a function of optical power for the two bias

cases shown in Fig. 5-2a and b. The 1 V bias case shows a 3rd power dependence

on incident optical power which is consistent with the fact that 3 photon transitions

dominate. On the other hand, the 5 V bias case shows a 2nd power dependence

indicating that a 2-photon transition process is the most probable. This is consistent

with the observations in Fig. 5-2d where the 2 photon peak is more than one order of

magnitude higher than the other photon transition peaks. The appearance of multiple

peaks when increasing the DC bias suggests the onset of optical-field emission when

the Keldysh parameter 𝛾 is still above unity (It is worth noting that in this chapter 𝛾

refers to the Keldysh parameter, not the field enhancement, as used in the previous

chapters). This would mean that an external bias can be used to lower the threshold

between multiphoton and optical-field emission (or equivalently between weak-field

and strong-field) to much lower fields. In fact, while this transition typically happens

when 𝛾 < 1, which corresponds to 𝐸 > 9 V nm−1, with a bias of 5 V the system

appears to be already in optical-field emission regime when 𝐸 = 10−2 V nm−1 or

𝛾 = 898.

It is also worth noting that when the pulse gets shorter its bandwidth is larger.

This has a direct consequence on the width of the energy peaks. This can be seen in
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Fig. 5-2e where two pulses with the same peak power but different pulse duration (30

fs and 10 fs FWHM) are analyzed. It is clearly observable that the energy distribution

of the electron emitted due to the 10 fs pulse is much wider. This effect could be

exploited in a detection scheme that uses energy filtering.

Next, the influence of the DC bias voltage (or, equivalently, the gap field) on the

photocurrent is evaluated in more detail.

To differentiate between the photocurrent and current generated from tunneling

induced by the DC gap field, the current generated in the system was first simulated

in a steady-state condition at different DC gap field levels with no optical field. In

particular, a static gap field strength between 0 and 4 V nm−1 was considered, which

can be achieved by applying a bias of less than 20 V using a nanostructure with a

5 nm gap. Then, the TDSE calculation starting from this initial steady-state with

the static gap field applied was performed incorporating the optical field waveform as

a time-dependent perturbation of the potential as shown in Fig. 5-1. To obtain the

photocurrent, the steady-state current was subtracted from the total current after

activating the optical pulse. The same calculation was performed sweeping the static

field magnitude and then repeated the calculation for different optical peak fields with

a pulse duration of 10 fs FWHM, ranging from 1 × 10−4 V nm−1 to 1 × 101 V nm−1.

Fig. 5-3a shows the result of this simulation.

To provide context for the field strengths simulated and how they relate to in-

cident pulse energy, one can think of the bottom curve (with incident optical field

𝐸 =1 × 10−4 V nm−1) in Fig. 5-3a (turquoise) as approximately corresponding to a

single photon at 1 µm having a duration of 10 fs and focused down to a 1 µm2 area

with field enhancement of 1. This is the worst-case scenario since typical field en-

hancement values for gold nanoantennas with comparable gap sizes have been shown

to range between 20 and 100 [25, 86, 73]. The upper limit for the peak optical field

we consider is 𝐸 =10 V nm−1, about the level at which the Keldysh parameter 𝛾 = 1

and is borderline between weak and strong field emission. This peak field strength is

well within the damage threshold of nanoscale photoelectron emitters. Yang et al.[25]

showed that, in gold, fields at the nanoantenna tips of ∼ 50 V nm−1 (1.4 V nm−1
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Figure 5-3: (a) Time-dependent Schrodinger equation (TDSE) simulation of the
charge density emitted for a 1µm pulse with 10 fs FWHM pulse duration and op-
tical field ranging from 10−4 V nm−1 to 101 V nm−1, for different static fields. In this
simulation, a work function of 𝜑 = 4 eV was assumed for the emitter and collector
material. The total number of electrons extracted for 1 ns time window coming from
the background emission due to the bias is shown with a dashed line. (b) TDSE
simulation of the charge density emitted for materials with work functions 𝜑 ranging
from 2 eV to 5 eV extracted in a 1 ns time window with an impinging optical pulse is
shown by the solid lines. The fraction of these electrons due to the bias (dashed) and
the photon (dotted) are also highlighted. Here the field peak strength was assumed
to be 1 V nm−1

incident field with 40x field enhancement) can cause some reshaping but are not suf-

ficient to damage the devices. Moreover, harder materials such as TiN can be used

to fabricate the devices if the fields to be detected are significantly higher.[31]

One possible concern with this detection scheme is the need to differentiate pho-

toelectron emission from the background DC field emission. While the photocurrent

increases exponentially with bias voltage, so too does the tunneling current induced

by the static field. The black dashed curve in Fig. 5-3a shows simulation results

depicting the total number of electrons extracted per unit area during a 1 ns window,

separating the effect of the DC bias and that of the incident optical pulse. This simu-

lation shows that after a certain point the charge density extracted by the static field

becomes much larger than that induced by the optical pulse. Therefore, assuming

a detector having a 1 GHz rise time, the detection of a single-shot signal should be

carried out in a region where the bias provides the maximum possible gain and the

photocurrent is still distinguishable from the background. For instance, for the case
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of an optical field of 𝐹 = 1 × 10−1 V nm−1 in Fig. 5-3a, this operating region would be

below 1.5 V nm−1 of static field strength. A possible workaround that could be used

to operate the detector at higher DC field levels would be to somehow implement an

energy filter on the emitted electrons. As seen in Fig. 5-2c, the photoelectrons have

a very specific energy fingerprint compared to those emitted by the static bias field.

By only allowing the higher-energy photoelectrons to pass through to the detection

electronics, they could be distinguished from those emitted by the static bias. Of

course, in an application where the optical signal is repeated at a known frequency,

lock-in detection techniques could be used to differentiate the photocurrent from the

background DC current allowing for higher static bias fields to be used as well. How-

ever, the electron emission from the static bias will still contribute to the noise floor

in this case.

In Fig. 5-3b, the influence of the material work function on the bias-enhanced

photoemission was also studied. Simulations were performed for materials with dif-

ferent work functions 𝜑, ranging from 2 eV to 5 eV, as a function of the gap field.

It is clear from the simulation that a low work function can provide a considerable

advantage assuming everything else is equal. However, it should be considered that

different materials result in different field enhancements. For example, while gold

structures exhibit a larger work function of roughly 5.1 eV, they also provide very

large optical field enhancements due to their plasmonic properties. Materials having

much lower work functions can be engineered [88, 89], but they are generally unstable

and difficult to nanofabricate. Thus, the selection of an optimal material will require

a trade-off between achievable field enhancements and material work functions.

In Fig. 5-4 a and b the effect on the optically emitted charge density of the ultrafast

pulse duration and the gap size, respectively, was investigated. In both cases, the peak

optical field strength was kept constant at 1 V nm−1. In the unbiased condition, there

are nearly equal amounts of charge density due to the photocurrent excited from the

emitter to the collector (left-to-right) and the collector to the emitter (right-to-left),

which when combined results in almost zero net photocurrent. However, since the

emission is ruled by a highly nonlinear process as a function of field strength, with
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Figure 5-4: (a) Time-dependent Schrodinger equation (TDSE) simulations of the
charge density emitted for a 1µm pulse, a work function of 𝜑 = 4 eV, and a peak
optical field strength of 1 V nm−1. The simulation was performed for different pulse
duration ranging from FWHM =10 fs to 30 fs. The contributions to the charge density
due to the photocurrent arising from the emitter to the collector (left-to-right, solid
curves) and from the collector to the emitter (right-to-left, dashed curves), are plotted
separately. (b). TDSE simulations of the charge density per pulse emitted for different
gap sizes ranging from 𝑑 =2 nm to 𝑑 =10 nm. The simulations are performed assuming
a pulse with the same characteristics as in (a) and a duration of 10 fs .

sufficient bias the emission in the direction opposite to the preferential one set by

the static field is strongly suppressed resulting in a rectified response to the optical

field. As shown in Fig. 5-4a, a static field of just 0.1 V nm−1 is already more than

sufficient to achieve almost full rectification. Once rectified, the emitted photocurrent

scales almost linearly with the number of optical cycles. We also note in Fig. 5-4b

that once the gap size is smaller than the field enhancement decay length so that our

approximations hold, it has almost no effect on the emitted charge density provided

the static field is fixed. Of course, we note that obtaining the same bias field with a

larger gap would require a larger potential.

5.4 Conclusion

The impact of a DC voltage bias on photoemission from metallic surfaces surrounding

few-nm vacuum gaps was investigated. Nanoscale vacuum gaps enable the application

of very large static fields (beyond 1 GV m−1) with the application of only a few volts.
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Using TDSE simulations, it was found that these static fields can have a dramatic im-

pact on the photocurrent induced in the surfaces surrounding the gap. In particular,

the application of a few-volt bias forced a transition in the system from a condition

of envelope-driven emission to a sub-cycle response to the external optical field. In

fact, the bias appears to lower the threshold between multiphoton and optical-field

emission. We showed that optical-field emission may occur in a weak-field condition,

with a Keldish parameter of 𝛾 = 898, orders of magnitude higher than the typical

requirement of 𝛾 ≈ 1 in the case of no additional DC bias. The bias also causes

a dramatic enhancement in the photoemission yield in the weak-field regime, with

a typical improvement of more than 3 orders of magnitude in the electron emission

probability for an incident optical field strengths on the order of [10−4 − 101] V nm−1.

We also analyzed and discussed how using a material with a lower work function can

benefit the sensitivity and the possible trade-offs with the field enhancement. The

results highlighted by this work can have an important impact on better understand-

ing of the emission mechanisms and in the design of future detectors for multiple

applications, from petahertz electronics to lidar to ultrafast metrology.
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Chapter 6

PHz Processing of Optical Fields

In this chapter, NVC devices are exploited for the petahertz processing of optical

fields. In particular, they are used as building blocks to develop a novel technique to

sample optical fields with attosecond resolution and to study carrier dynamics. Some

of this work was originally published in [81].

As discussed in the previous chapter, planar nano vacuum devices are extremely

fast and can be operated at petahertz frequencies, hence they can be driven both

with electrical and optical fields. In this chapter, their use to process signals in the

petahertz regime is addressed. In particular, this dual mode of operation of these

devices, optical and electrical, is used to develop a technique that exploits the ultra-

high bandwidth field-driven response of these nanoscale vacuum channel devices to

sample weak optical fields. This work not only provides yet another demonstration of

the high-bandwidth operation of Au nano-vacuum channel devices, but provides an

extremely valuable technique that combines cutting-edge nanoscience and ultrafast

nonlinear optics delivering detectors able to track weak optical field waveforms in the

time domain with extreme accuracy. The detectors are chip-scale and could be easily

incorporated into integrated photonic platforms.

Time-domain spectroscopy in the Terahertz regime has already been proven to

be extremely powerful for the design of electrical systems and for many spectroscopy

applications[90, 91, 92, 93, 94]. Spectroscopy in the near-infrared and long-wavelength

visible spectral regions is a critical technique for biological, pharmaceutical, and food-
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safety applications as those wavelengths penetrate deep into the sample. Due to the

potential of these detectors to provide improved molecular selectivity and sensitiv-

ity in this spectral regime, this work promises to have a wide-ranging impact across

many areas of biomedical research and bioengineering. In fact, analyzing the molecu-

lar composition of in vivo samples is extremely important for biomedical research and

medical diagnostics and monitoring. When molecules are excited by the near-infrared

light resulting in vibrational dynamics and energy loss. These excitations leave be-

hind a fingerprint on the transmitted optical field in both the temporal and spectral

domains. However, in standard spectroscopic methods, only the absorption spectra

are provided, with phase information typically ignored. This phase information is cru-

cial for reconstructing vibrational dynamics in the samples of interest. Time-domain,

field-resolved spectroscopy is a promising candidate to tackle this problem by provid-

ing information about both the energy loss and corresponding phase information [95].

Sub-cycle optical field sampling in the NIR and visible would be extremely valuable

also in many more areas of science and technology. In fact, it can be used to study the

role of optical-field-controlled coherent electron dynamics in the control of chemical

reaction pathways[96], to investigate petahertz-level electrical currents in solid-state

systems[97, 66, 98], and to better understand light-matter interaction and exciton

dynamics important to photovoltaic and photosynthesis.

Time-domain field-resolved techniques, such as manipulation of attosecond elec-

tron wavepacket emission[98, 99, 100], electro-optic sampling[101] and attosecond

streaking [102, 103, 104], do exist. However, they require lasers with large ener-

gies (millijoule-level), room-sized apparatus, and/or vacuum enclosures to operate

[98, 99, 95, 42]. Our technique leverages the free-electron emission from nanostruc-

tured plasmonic nanoantennas[75, 76, 105, 24, 106] generated by a compact (shoe-box

size) ultrafast driver laser (at picojoules-level energies)[107, 84, 78, 108] to sample a

weak optical signal field that can carry this molecular fingerprint with attosecond res-

olution. This time-domain, field-resolved spectroscopy technique uses a device with a

compact form-factor (micron-scale), is integratable[26, 72], does not require a special

environment or very high-power lasers for operation, and employs conventional labo-
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ratory electronics, all while detecting very weak optical field waveforms with energies

of the order of few fJ, 6 orders of magnitude lower than the competing state of the

art. For these reasons, the field-sampling technique we developed could become a

remarkable tool in the hands of biomedical engineers and medical professionals.

The experiments related to the demonstration of the optical field sampling re-

ported in this chapter were conducted together with Dr. Mina Bionta, postdoctoral

researcher at MIT, and Felix Ritzkowsky, visiting graduate student from DESY.

6.1 Working Principle

The schematic and the SEM micrograph of the sampling device are depicted in Fig.

6-1 a and d, respectively. Such a device is comprised of an array of gold nanoantennas

on a BK7 substrate. The nanoantennas have two electrodes, an emitter and a col-

lector, and are designed using an asymmetric geometry so to establish a preferential

emission direction (i.e. a rectified behavior), similarly to what was described for the

diodes in Chapter 3. While the collector has a standard wire geometry, the emitter

has a triangular shape which provides a ∼ 35× field enhancement at 1170 nm. This

is a combination of geometrical field enhancement due to lightning rod effect[109],

and plasmonic field enhancement due to excitation of surface plasmons, analogously

to what was shown in [25]. The triangle shape and size were informed by COMSOL

simulations, which were used to determine the parameters that maximize the plas-

monic response at the desired optical frequency. A simulation of the final structure

is shown in Fig. 6-1e (simulation performed by Dario Cattozzo Mor). The large field

enhancement allows the system to be sensitive and detect much smaller fields.

Fig. 6-1b illustrates the working principle of such a device. The array is biased to

increase its sensitivity as explained in Chapter 5, and is illuminated by two optical

pulses, the driver and the signal. The driver generates sub-cycle optical-field-driven

tunneling of electrons, while the signal acts as a small signal perturbation. The

sub-cycle characteristic of emission (on the order of hundreds of attoseconds[72, 78])

is ensured by the strong non-linearity of emission in Fowler-Nordheim regime, and
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it is the key factor determining the detection bandwidth (e.g. a pure 𝛿 emission

would mean unlimited bandwidth). Prior work demonstrated the sub-cycle response

of these devices via their CEP sensitivity.[25, 27, 72, 78] If the signal is sufficiently

smaller than the driver (i.e. ∼3 order of magnitude for the condition used in our

experiment), the perturbation to the emitted current will be linear. Therefore, if the

delay between the driver and the signal is scanned, the driver can be used to sample

the signal at each time step through the aforementioned linear modulation. Hence,

the time dependence of the signal field can be obtained with a direct measurement.

Figure 6-1: (a) Schematic of the device. (b) Depiction of the optical-field sampling
process. Attosecond electron bursts are driven from an electrically-connected gold
nanoantenna (see (a)) by a strong optical waveform driver (𝐸D(𝑡), red), collected
by an adjacent gold wire, then measured using an external current detector (see
Methods). The weak signal waveform (𝐸S(𝑡), blue), with a peak intensity of 1× 10−4

that of the driver pulses, modulates the average photocurrent generated by the driver
pulse, 𝐼(𝜏), as a function of delay, 𝜏 (grey). The amplitude of the signal waveform is
artificially magnified in (a) and (b) for visibility. (c) Photograph of the nanocircuit
embedded on a printed circuit board. (d) Scanning electron micrograph of the device.
(e) Simulated electric field enhancement around a nanoantenna. The maximum field
enhancement is ∼35 (on resonance). FE: field enhancement factor. E: polarization
direction of the incident electric field.

From a theoretical standpoint, this problem is described in the following. The
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nanoantenna is illuminated by the strong driver and weak signal pulses: 𝐸D(𝑡) and

𝐸S(𝑡) respectively. At the tip of the nanoantenna, the driver field generates a local

field

𝐸
(L)
D (𝑡) = ℱ−1

(︁
𝐻̃Pl.(𝜔) · 𝐸̃D(𝜔)

)︁
(6.1)

where 𝐻̃Pl.(𝜔) is the transfer function of the nanoantenna and ℱ−1 is the inverse

Fourier transform. Analogously, we can define the local signal field:

𝐸
(S)
D (𝑡) = ℱ−1

(︁
𝐻̃Pl.(𝜔) · 𝐸̃S(𝜔)

)︁
(6.2)

If the driver is sufficiently strong to bend the barrier potential and generate optical-

field-driven tunneling of electrons [84, 27, 25, 78], the instantaneous emision can be

described by Fowler-Nordheim model, where the rate of emission is:[33, 110, 82]

Γ (𝐸) ∝ 𝐸2 · exp− 𝐹𝑡
|𝐸| (6.3)

with 𝐹𝑡 = 78.7 V nm−1 being the characteristic tunneling field strength for gold.

Considering a delay 𝜏 between the signal and the driver the current detected at

the collector can be written as the time-average of the emission rate in the laser

repetition rate period 𝑇Rep.:

𝐼(𝜏) ∝
∫︁ 𝑇Rep.

2

−
𝑇Rep.

2

Γ
(︁
𝐸

(L)
D (𝑡− 𝜏) + 𝐸

(L)
S (𝑡)

)︁
𝑑𝑡, (6.4)

Since the signal is not sufficiently strong to generate optical-field-driven tunneling

on its own, and it is much smaller than the driver, it can be treated as a small-signal

perturbation through Taylor expansion:

𝐼(𝜏) ∝
∫︁ 𝑇Rep.

2

−
𝑇Rep.

2

(︃
Γ
(︀
𝐸

(L)
D (𝑡− 𝜏)

)︀
+

dΓ

d𝐸

⃒⃒⃒⃒
𝐸

(L)
D (𝑡−𝜏)

· 𝐸(L)
S (𝑡)

)︃
𝑑𝑡. (6.5)

The first term is just going to result in a constant background. The second term

(referred from now on as 𝐼CC(𝜏)) is the current signal of interest. Noticing that this

is a cross-correlation term, we can write its Fourier transform as:
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𝐼CC(𝜔) ∝ ℱ

(︃
dΓ

d𝐸

⃒⃒⃒⃒
𝐸

(L)
D (𝑡)

)︃*

· 𝐸̃(L)
S (𝜔), (6.6)

Therefore, the resulting current measurement is linearly modulated by the local op-

tical field generated by the weak signal, making this measurement scheme a viable

option for time-domain spectroscopy of optical fields.

This detection scheme uses similar principles to hetero- and homo-dyne methods

that are often used in techniques such as frequency-comb spectroscopy[111, 112, 113]

However, while these methods generally are only sensitive to the time-averaged op-

tical intensity which limits their bandwidth to the amplitude spectrum of the local

oscillator, our scheme exploits sub-cycle field gating which uses the highly nonlinear

emission process from metal tips to generate electron bursts extremely confined in

time (i.e. with large frequency spectrum), therefore greatly extending the detection

bandwidth.

6.2 TDSE Simulation

Using a framework analogous to that described in Chapter 5 the optical field sampling

technique explained in the previous section was simulated. In this simulation, two

pulses were sent onto the nanoantennas: a driver and a signal pulses. The two pulses

field were defined as:

⎧⎪⎨⎪⎩𝐸𝐷 = 𝐸0 sech2
(︁

𝑡
𝑇𝐹𝑊𝐻𝑀

)︁
cos(𝜔𝑡+ 𝜑𝐶𝐸)

𝐸𝑆 = 𝑟𝐸0 sech2
(︁

𝑡+𝜏
𝑇𝐹𝑊𝐻𝑀

)︁
cos(𝜔(𝑡+ 𝜏) + 𝜑𝐶𝐸)

(6.7)

where 𝑇𝐹𝑊𝐻𝑀 is the pulse length, 𝜔 is the central frequency, 𝜏 is the delay between

signal and driver, 𝜑𝐶𝐸 is the carrier envelope phase, and r is the ratio between the

driver and the signal.

In this scheme, the driver pulse is going to sample the field of the signal at a

specific instant (i.e. the current burst modulation is going to be proportional to the

level at which the signal pulse is at the moment when the burst is generated by the
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driver), set by the delay between the driver and the signal.

Figure 6-2: Optical Field Sampling Simulation. Graph showing a comparison between
the signal pulse incident on the nanoantenna (real pulse), and the integral of the
current density that reached the collector, for different delays 𝜏 between the signal
and the driver. As can be observed, there is a very good match between the two,
demonstrating the viability of this measurement scheme.

Therefore, in this simulation, the signal and driver are scanned one with respect

to the other and, at each delay, the total emitted current within the simulated time

window is binned (i.e. integrated), the resulting charge density is going to be propor-

tional to the signal plus a constant background level due to the driver.

Fig. 6-2 shows the result of the simulation of this sampling technique. Each point

on the graph corresponds to charge integration over the entire simulated time window.

The retrieved current almost perfectly replicates the incoming signal pulse. Hence, we

can conclude that this framework can be used to perform time-domain spectroscopy

of ultrafast optical fields.

6.3 Experimental Setup

To demonstrate that this technique can be successfully used for optical field sampling

it is necessary to show it experimentally. This was done using a few-cycle super-
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continuum source. A supercontinuum source is a laser source that exploits the 𝜒(3)

response of a non-linear medium to increase its bandwidth. This increased bandwidth

allows for the generation of a very short pulse. This temporal confinement is quite

important for this approach to optical field sampling for two reasons:

1. A short pulse, at equal power, has a much higher peak field. Since this technique

is field-driven, the device can be operated with low power, which reduces the

power consumption and the heat load to the device, increasing its lifetime. Gold

devices are particularly susceptible to thermally-induced degradation[25].

2. A short pulse reduces the number of cycles that contribute to the current signal,

ideally restricting it to only the central one. This increases the spectral coverage

of the sampling response.

The laser used was a 1.17µm, 10 fs (2.5 cycles) supercontinuum source.[114] Fig.

6-3a is a schematic of the source, which is comprised of three main stages

1. An oscillator stage: the pulse is generated in an Er fiber oscillator, which outputs

a 125 fs, 1550 nm, 100 pJ pulse

2. An amplification stage: the pulse energy is amplified in Erbium-Doped Fiber

Amplifier (EDFA), which outputs a 150 fs, 1550 nm, 5 nJ pulse

3. An supercontinuum generation stage: the pulse energy is first compressed in a

prism compressor to 80 fs and then is sent to a Highly-Nonlinear Fiber (HNF)

where essentially through a non-linear process power is traded for bandwidth.

Finally, the output is once again compressed in a second prism compressor,

which outputs a 10 fs, 1170 nm, 200 pJ pulse

Part of the output, the 900 nm tail and the 1800 nm notes are also sent to an

f-to-2f interferometer, which is used to stabilize and control the carrier-envelope phase

(CEP) of the pulse.

Fig. 6-4 shows the spectrum at the output of the oscillator and of the supercon-

tinuum measured with an optical spectrum analyzer (OSA), and a schematic of the
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(a)

(b)

(c)

Figure 6-3: Supercontinuum Source. (a) Schematic of the CEP-stabilized laser pulses
with a central wavelength of 1170 nm, duration of 10 fs, and repetition rate of 78.4
MHz. [114] (b) Photograph of the oscillator and amplification stages. (c) Photograph
of the supercontinuum generation stage.
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(a) (b)

(c)

source

oscillator

interferometer

detection stage

(d)

Figure 6-4: Laser spectra and experimental setup. (a) Spectrum at the output of
the oscillator measured with an OSA. (b) Spectrum at the output of the supercon-
tinuum stage measured with an OSA. (c) Schematic of the measurement setup. (d)
Photograph of the experimental setup highlighting the different stages.
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measurement setup. The supercontinuum output is sent to a Mach-Zender interfer-

ometer, where the signal and driver arms are separated and then recombined with

two beam splitters. In the signal arm, two off-axis parabolas (OAP) are positioned

to generate a focus where to place any sample of interest, and a chopper, to be used

for lock-in detection. Lock-in detection is going to be necessary in this case because

the measurement requires isolating the modulation due to the small signal from the

background due to the driver. A delay stage is also placed in the driver’s arm to

control the delay 𝜏 between signal and driver pulse. Finally, after recombination, the

optical pulses are sent to the detection stage, which is comprised of:

1. a reference photodiode to check overlapping in space and time of the two pulses

2. a Cassegrain objective to focus on the chip

3. a PCB with the chip containing the nanoantenna arrays mounted on a 3-axis

stages

4. a microscope setup to align the chip to the laser
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(a) (b)

Figure 6-5: Photograph of the interferometer (a) and detection (b) stages. The
different components comprising the stages are highlighted as well as the beam paths.

Fig. 6-5 illustrates the interferometer and detection stages.
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To measure the signal, the laser is focused onto a nanoantenna array, whose elec-

trodes are wire-bonded to the PCB. The current signal from the PCB is sent first to

a transimpedance amplifier (FEMTO DDPCA-300) and then to a lock-in amplifier

(connected to the chopper in the signal arm) to isolate the signal modulation from the

driver background. The output of the lock-in amplifier is then sent to an oscilloscope

whose acquisition windows are synchronized with the movement of the delay stage.

The whole acquisition system is controlled by a PC, where the data is also saved at

the end of each delay scan.

(a) (b)

Figure 6-6: Beam characterization. (a) Result of a knife-edge measurement per-
formed at the detector plane to characterize the beam size and astigmatism. This
measurement shows a non-stigmated beam of 3.5 µm diameter. (b) Interferometric
autocorrelation (IAC) measurements to optimize the pulse length. This was done by
placing a BBO at the detector position and measuring the fringes of the SHG signal
with a photodiode. Then the second prism compressor was tuned while maximiz-
ing the peak-to-background ratio, which would correspond to the condition of best
compression. A result of approximately 1:7 was achieved which corresponds to a 2.5
cycles or 10 fs pulse.

The focus size at the detector position (i.e. at the focal position where the nanoan-

tenna array chip would go) was then measured by performing a knife-edge measure-

ment in X and Y directions. This measurement consists in moving an edge into

the beam path while measuring the intensity on a photodiode. The result of this

measurement is shown in Fig. 6-6a. In order to tune the pulse length, an interfero-

metric autocorrelation (IAC) measurement was performed. This was done by placing
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a BBO at the detector position and measuring the fringes of the SHG signal with

a photodiode. Then the second prism compressor was tuned while maximizing the

peak-to-background ratio, which would correspond to the condition of best compres-

sion. The result of this measurement is shown in Fig. 6-6b.

QE = 3.5 ⋅ 10-7

QE = 2 ⋅ 10-7

Figure 6-7: Photoresponse as a function of bias field. The result shows that expo-
nential gain in optical sensitivity is achieved with the tuning of the bias field between
emitter and collector. The measurement was carried out for two different laser pow-
ers, 0.4 mW and 0.5 mW, and resulted in a max quantum efficiency 𝑄𝐸 = 3 · 10−7.
The inset shows the same data on a logarithmic scale.

The responsivity of the detector itself can also be measured by shining the laser

on top of the array and measuring the resulting photocurrent while chopping on the

common path to get rid of the background. The bias can also be adjusted by looking

at the increase in the photoresponse. Fig. 6-7 shows an example of the increase

of the photoresponse with the bias for two different power levels. This is a direct

experimental demonstration of the principle elaborated in Chapter 5. Of course, the

optimal bias level to perform sampling is not going to be dependent only on the

photocurrent level but also on whether the noise associated with than photocurrent

is lower than the photocurrent produced by the small signal. This optimal point can

be found empirically by performing multiple sampling scans at different bias levels.
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6.4 Reference Pulse Characterization

To demonstrate the validity of a sampling measurement it is necessary to compare it

to a reference of the same signal measured with an alternative method. This can be

done through an indirect method, measuring the amplitude and phase of the signal

separately and then reconstructing it. The spectral amplitude can be measured easily

using an optical spectrum analyzer (OSA). The phase instead can be reconstructed

through Two-Dimensional Spectral Shearing Interferometry (2DSI)[115, 116].

(a) (b)

(c)

Figure 6-8: Two-Dimensional Spectral Shearing Interferometry (2DSI) setup. (a)
Block diagram of the 2DSI process from [116]. (b) Schematic of the 2DSI experimen-
tal setup from from [116]. (c) Photograph of the experimental setup used for this
measurement.

2DSI is a technique that allows measuring the spectral group delay by looking

at the interference between two copies of the pulse under measurement, spectrally

shifted with respect to each other. This principle is common for all spectral shearing

methods such as SPIDER [117], however, in 2DSI this is achieved without introducing

a delay between the two pulse copies (which creates dispersion), making this method

much more stable, requiring less careful calibration, and being especially suitable for

very short pulses. More detail on the theory can be found in [118].
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The 2DSI setup is illustrated in Fig. 6-8. This measurement can be performed

first by splitting the beam into two arms using a wedge (approximately 4% and 96%).

The 4% arm is sent directly to a BBO crystal. Instead, the 96% arm is first sent

to a Michelson interferometer where a beam splitter split the beam into two and

chirps them into two quasi-CW beams. The length of one of the interferometer arms

is controlled using a micrometer stage (path B in Fig. 6-8b). This arm length is

going to set the shear frequency Ω. The other interferometer arm is sent to a delay

stage that is used to scan the delay 𝜏𝐶𝑊 (path A in Fig. 6-8b). Both the arms of

the interferometer are then recombined at the beam splitter and then sent to the

BBO crystal. In this path, another delay stage is also positioned to adjust the delay

𝜏𝑠𝑓𝑔 to obtain temporal overlap at the crystal. Then the signal is upconverted in

the nonlinear crystal to a signal of frequency 𝜔 = 𝜔0 + 𝜔𝑈𝑃𝑐𝑜𝑛𝑣, and is sent to a

spectrometer. The intensity on the spectrometer is going to be:

𝐼(𝜔) =
⃒⃒
𝐴(𝜔) + 𝐴(𝜔 − Ω)𝑒𝑖𝜙

⃒⃒2
= 2|𝐴(𝜔)𝐴(𝜔 − Ω)| cos(𝜙+ 𝜑(𝜔) − 𝜑(𝜔 − Ω)) +𝐷.𝐶.

(6.8)

where 𝜑(𝜔)−𝜑(𝜔−Ω) = 𝜏𝑔(𝜔−Ω/2)Ω +𝑂[Ω], and 𝜏𝑔 group delay. Hence, if you

sweep 𝜙 with the stage and you know the upconversion frequency 𝜔𝑈𝑃𝑐𝑜𝑛𝑣 and the

shear frequency Ω you can retrieve the group delay 𝜏𝑔.

To evaluate 𝜔𝑈𝑃𝑐𝑜𝑛𝑣 and Ω, two spectrograms are acquired while scanning the

delay with and without placing in the path a 1.5mm of Fused Silica (FS) which

introduces a known group delay shift. The two spectrograms are shown in Fig. 6-9.

Then 𝜏𝑔(𝜆) is calculated exploring different values of the 𝜔𝑈𝑃𝑐𝑜𝑛𝑣 and Ω parameter

space. For each of these assumed 𝜔𝑈𝑃𝑐𝑜𝑛𝑣 and Ω the RMS of the difference between

the retrieved 𝜏 *𝑔𝐹𝑆 = 𝜏𝑔[𝑤/𝐹𝑆] − 𝜏𝑔[𝑤/𝑜𝐹𝑆] and the known 𝜏𝑔𝐹𝑆 introduced by the

fused silica is calculated. Then the point in the parameter space that minimizes the

error is selected. This represent the optimal point, which in this case corresponds to

𝜆𝑈𝑃𝑐𝑜𝑛𝑣 = 1050𝑛𝑚 and 𝑓Ω = 5.5𝑇𝐻𝑧. This optimization process is illustrated in Fig.

6-10.
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(a) (b)

Figure 6-9: 2DSI Spectrograms with (a) and without (b) a 1.5mm of fused silica in
the beam path. These spectrograms are acquired by scanning the delay stage in the
Michaelson interferometer while acquiring a spectrum at each step.

(a) (b)

Figure 6-10: Retrieval of 𝜔𝑈𝑃𝑐𝑜𝑛𝑣 and Ω. (a) Color plot illustrating the exploration of
the 𝜔𝑈𝑃𝑐𝑜𝑛𝑣 and Ω parameter space. The different colors corresponds to different val-
ues of the RMS of the difference between the retrieved 𝜏 *𝑔𝐹𝑆 = 𝜏𝑔[𝑤/𝐹𝑆]− 𝜏𝑔[𝑤/𝑜𝐹𝑆]
and the known 𝜏𝑔𝐹𝑆 introduced by the fused silica. (b) Plot of the the retrieved 𝜏 *𝑔𝐹𝑆
and the known 𝜏𝑔𝐹𝑆 introduced by the fused silica for the optimal value of plot (a):
𝜆𝑈𝑃𝑐𝑜𝑛𝑣 = 1050𝑛𝑚 and 𝑓Ω = 5.5𝑇𝐻𝑧.

Knowing 𝜆𝑈𝑃𝑐𝑜𝑛𝑣 and 𝑓Ω allows you to back-calculate the group delay 𝜏𝑔(𝜆) of

the incident pulse from the spectrogram. Fig. 6-11 is a plot showing on the same

graph the pulse group delay retrieved from this 2DSI measurement and the spectral

amplitude of the pulse. It is worth noting that while the spectrum can significantly

change from day to day the group delay is expected to remain stable over time.

Finally, from the group delay 𝜏𝑔 the phase 𝜑 can be easily calculated knowing that
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Figure 6-11: Full spectral information. (a) Spectral amplitude measured with an
optical spectrum analyzer (OSA). (b) Group delay retrieved through two-dimensional
spectral shearing interferometry (2DSI) measurement.

Figure 6-12: Reconstructed time-domain evolution of the field.

the two are related as follows:

𝜏𝑔 =
𝜕𝜑

𝜕𝜔
(6.9)

Then, amplitude 𝐸(𝜔) and phase 𝜑(𝜔) can be put together to evaluate the tem-

111



poral evolution of the optical field as:

𝐸(𝑡) = ℱ−1
(︀
𝐸(𝜔)𝑒𝑖𝜑(𝜔)

)︀
(6.10)

Fig. 6-12 illustrates the resulting retrieved evolution of the field. This retrieval

method can be used to calculate the reference to be used as a comparison with

the value obtained through optical field sampling with plasmonic nanoantennas, to

demonstrate its validity and precision.

6.5 Optical Field Sampling Experimental Demonstra-

tion

The experimental demonstration of field sampling is then carried out by placing an

ND4 filter in the sample arm to ensure the validity of the small-signal approxima-

tion as well as to test the sensitivity of this technique. Then with the help of the

microscope, the laser is placed on the array. Then the PCB position in X, Y, and Z

is adjusted with a 3-axis stage to place the nanoantenna array at the correct focal

position and to find a spot of the array with the optimal response. This condition is

achieved by connecting the lock-in to a chopper placed in the common path instead

of in the signal arm, and maximizing the current response while scanning the stage.

Then the bias is also optimized with the same method. Once the desired response is

achieved, the lock-in amplifier reference is switched from the chopper in the common

path to the one in the signal arm, and the sampling measurement can proceed as

described in Section 6.3.

The field measured using this method, as described in Section 6.1, is mediated

by the transfer function of the nanoantenna. Hence, to calculate the appropriate

reference the plasmonic response has to be incorporated. Such response was simulated

in COMSOL by Dario Cattozzo Mor, and the dephasing deriving from it is shown

in Fig. 6-13a. This dephasing is a result of the resonant electron dynamics excited

within the nanoantennas. Once the reference is calculated, it can be compared with
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(a)

(b)

Figure 6-13: Time-domain results for devices with a height of 240 nm. (a) Recon-
structed time-domain evolution of the field calculated from the spectral amplitude
from the OSA and the phase from a 2DSI measurement (green), and the same field
once the plasmonic response of the nanoantenna is incorporated (red). (b) Compar-
ison between the calculated time-domain evolution of the field (red, including the
plasmonic response) and the experimental one measured through optical field sam-
pling (blue). The 1𝜎-confidence interval is shown as a blue shaded ribbon centered
around the average value (blue solid line) retrieved from 60 scans. The peak field
strength is calculated to b 6.4 MV m−1.

the field sampling measurement obtained as described in Section 6.3. The result

of this comparison is shown in Fig. 6-13b. This measurement was performed by

evaluating the average over 60 scans. As can be clearly appreciated in the figure,

there is a great adherence between the expected and the measured field.
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Figure 6-14: Frequency-domain comparison of measured (solid), simulated (dashed,
including the plasmonic response) near-fields for devices with a 240 nm height, and the
reconstructed incident laser field (dotted). The measured data agree very well with
the expected simulated curve. Both cases exhibit two peaks, corresponding to the
measured spectrum of the incident field (at 218 THz) and the plasmonic enhancement
of the antenna (at 257 THz), respectively.

The same comparison can be done in the frequency domain, taking the Fourier

transform of the sampling trace. This comparison is shown in Fig. 6-14, where the

amplitude and phase of the signal are plotted on the two vertical axes. Here the

contribution of the plasmon is even clearer, as it emerges as a peak at 257 THz. As

can be seen, there is a close match between the simulated peak and the measured

one.

The nanoantennas used in this measurement have a triangular shape with a base

of 180 nm and an altitude of 240nm. These dimensions set the resonance frequency

of the plasmon to be at 257 THz.

Studies of the average photocurrent were also performed to verify the operating

regime of the devices. Fig. 6-15 shows results from a set of 240 nm devices similar to

those used in the main text. We note that this scan was not performed on the exact

set of devices used for optical field sampling measurements to avoid device reshaping

at the highest intensities. The results indicate a photocurrent power-law scaling of
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Figure 6-15: Measurement of average photocurrent as a function of incident pulse
energy. These measurements were performed on a nominally similar set of 240 nm
devices to those used for optical field sampling. A Fowler-Nordheim fit (solid line) is
shown indicating emission that scales approximately as 𝐼 ∝ 𝑃 3.5 over the measured
pulse energy range. For reference, the dashed line shows 𝐼 ∝ 𝑃 6 which is similar to
the observed multiphoton power-law scaling rate from similar structures characterized
in [84]. The Keldysh parameter 𝛾 (red line) is also calculated in the same energy range.

𝐼 ∝ 𝑃∼3.5, where 𝑃 is the incident pulse energy. Multiple scans were performed

showing power-law scaling rates ranging from 𝐼 ∝ 𝑃 3 to 𝐼 ∝ 𝑃 4 over the measured

range of pulse energies. The experimental results fit very well to a quasi-static Fowler-

Nordheim photoemission model which is shown as the solid blue curve in Fig. 6-15

assuming a field-enhancement of ≈ 20 in the time domain. This field enhancement is

an excellent match to that predicted by our electromagnetic models. For comparison,

in Fig. 6-15, it is also shown a power-law scaling reference line for 𝐼MP ∝ 𝑃 6 which

is comparable to the experimentally observed multiphoton scaling rate from similar

devices in prior work with similar material and resonance properties [84]. The peak

field from the quasi-static Fowler-Nordheim fit was also used to calculate the expected

Keldysh parameter 𝛾, finding that 𝛾 < 1 over the entire range of intensities as would

be expected for optical-field tunneling. Importantly, we find that 𝛾 ≈ 0.9 at 50 pJ

which was the operating point of the driving field used for the sampling measurements.
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Figure 6-16: Time-domain results for devices with a height of 200 nm. (a) Recon-
structed time-domain evolution of the field calculated from the spectral amplitude
from the OSA and the phase from a 2DSI measurement (green), and the same field
once the plasmonic response of the nanoantenna is incorporated (red). (b) Compar-
ison between the calculated time-domain evolution of the field (red, including the
plasmonic response) and the experimental one measured through optical field sam-
pling (blue). The 1𝜎-confidence interval is shown as a blue shaded ribbon centered
around the average value (blue solid line) retrieved from 47 scans.

If the measurement is repeated with different nanoantenna geometry the plasmon

contribution can be shifted in frequency. This effect is shown in Fig. 6-16, where

antennas with the same aspect ratio but an altitude of 200 nm were used. In this

situation, as can be seen from Fig. 6-16a, the dephasing due to the plasmon is

minimal. Also in this case, the optical field sampling using plasmonic nanoantennas
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is able to successfully capture the expected field.

experiment
simulated
incident

Figure 6-17: Frequency-domain comparison of measured (solid), simulated (dashed,
including the plasmonic response) near-fields for devices with a 200 nm height, and
the reconstructed incident laser field (dotted). The measured data agree very well
with the expected simulated curve. Both cases exhibit one main peak, corresponding
to the measured spectrum of the incident field (at 220 THz). In fact, in this case, the
plasmon excitation is off-resonance.

The same effect can be seen in the frequency domain, portrayed in Fig. 6-17. As

can be seen in this picture, the plasmon peak is much smaller and shifted to higher

frequencies, and closely match the simulation result.

From these results it can be concluded that this technique can be successfully

used to measure very weak fields in the time domain with attosecond resolution, with

energies of the order of a few fJ, 6 orders of magnitude lower than the competing state

of the art[102, 96, 66, 97, 98]. Such a compact platform that enables sub-cycle, field-

sensitive detection of low-energy optical waveforms for phase-resolved spectroscopy

and imaging, devices similar to those discussed here could find applications in a variety

of areas such as biology, medicine, food safety, gas sensing, and drug development.
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Figure 6-18: Polarization sensitive detection. (a) SEM micrograph of the proposed
polarization-sensitive detector showing an array of meandering electrodes where one
set of detectors is oriented perpendicularly to the other set. (b-c) Schematic of the
detection scheme illustrating how a gate signal can be used to enhance all the signals
polarized parallel to the gate and suppress all the signals perpendicular to it. This
scheme allows to select the polarization of interest and potentially, through multi-
ple measurements can be used to fully reconstruct an unknown signal in terms of
frequency, phase, and polarization information.

6.6 Polarization Sensitive Detection

A detector can also be designed so that it can be gated to be sensitive to different

polarizations. This can be achieved by having sinusoidal electrode strips and placing

nanoantennas with perpendicular orientation on each electrode, as shown in Fig. 6-

18a. When a gate pulse is hitting the device with a polarization parallel to one of the

two antennas orientations, it is going to enhance signals with the same polarization

and suppress signals with perpendicular polarization, as illustrated in Fig. 6-18b,c.

This detector sensitivity was studied by rotating the polarization of an input

pulse, which shows a sinusoidal behavior with peaks and valleys at the positions cor-

responding with one of the two antenna orientations. This experiment was done by

illuminating the nanoantenna array with a single beam and recording the photocur-

rent while progressively rotating a half waveplate placed in the beam path. The result

is portrayed in Fig. 6-19. In this graph peaks and valleys corresponds to the polar-
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Figure 6-19: Study of the dependence of the photocurrent with the polarization of
an incident pulse. The study is performed at different bias levels demonstrating that
the detection curves can be shifted up and down so to find the optimal condition
of operation. The 0 rad polarization corresponds to the situation when the beam
is perpendicular to the lead’s direction (i.e. it is 45 degrees with respect to both
electrode orientations as depicted in Fig. 6-18a.).

izations at which the beam is parallel to one or the other nanoantenna orientation

(the 0 rad polarization is when the beam is perpendicular to the lead’s direction). It

was also shown that the sensitivity curves can be translated up and down with the

application of an external DC bias. This can be used to select the optimal operation

condition as well as to build a balanced detector that could be used to reduce the

background, therefore improving the signal to noise.

The polarization sensitivity of the device was also demonstrated experimentally

by performing an autocorrelation measurement with the driver parallel to one of the

two nanoantenna orientations and the signal parallel or perpendicular to the same

direction, respectively. The result of this measurement is shown in Fig. 6-20. As can

be clearly seen in this plot, when both driver and signal are polarized parallel to one

of the nanoantenna orientations the device is sensitive to the signal. On the other

hand, when the two are perpendicular, the signal response is suppressed.

Therefore, this geometry can be used to build a polarization-sensitive detector,
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Figure 6-20: Polarization sensitive experimental demonstration. Cross-correlation
measurement with the polarization-sensitive detector showing the measured signal in
enhanced condition, that is to say when both gate and signal are parallel to one of
the nanoantenna orientations (blue), and in suppressed condition, that is to say when
gate and signal are perpendicular with each other and each is parallel to a different
nanoantenna orientation (red). As clear from the graph the detector is indeed only
sensitive to the polarization direction of the gate. This measurement was performed
with an ND3 filter in the signal arm.

that can be used to study not only the time evolution of a signal, and so its frequency

and phase information, but also its polarization. Future work should include the

study of a circularly polarized signal and then measuring the components of the field

projected onto the X and Y polarization, and then proceed to reconstruct the full

4-dimensional field evolution.

6.7 Hot Electrons

A key aspect of the ultrafast plasmonic response of these devices is their transient

response, which is dependent on the dynamics following the excitation of hot elec-

trons in the system.[119] Studying this transient response is key to understanding the

correspondence between the optical dynamics of the field and the carriers’ dynamics

in the material, which is fundamental to designing proper petahertz electronics since

this could set speed limitations at different power and field levels. In fact, one of

120



(b)

(a)

Figure 6-21: Experimental setup highlighting the beam path when the 1170 nm
supercontinuum (a) or the 1550 nm is sent to the interferometer stage.

the reasons why the Au devices are more suitable for the aforementioned sub-cycle

optoelectronics applications is that carrier dynamics in Au are faster than in most

materials such as TiN. [28, 120, 121] Therefore, in this work, the generation of hot

electrons in gold nanoantennas was studied.

It is important to note that to perform this measurement the hot electrons excita-

tion in the nanoantennas has to be performed with a pulse orthogonally polarized with
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respect to the nanoantenna orientation to ensure that this pulse does not contribute

to photoemission. The detection instead, has to be performed using a pulse polarized

parallel to the nanoantenna orientation, as will be discussed in the following.

The study was performed using two different laser pulses to excite the electron

population in the nanoantennas. The first measurement was performed using the

1170 nm supercontinuum source already employed for the sampling measurements.

The second one was done picking off the 1550 nm pulse in the same setup before the

supercontinuum generation. This was made possible by inserting removable mirrors

and flip mirrors in the setup so as to be able to switch back and forth between the

two configurations. Fig. 6-21 illustrates the beam path in both configurations.

Figure 6-22: Autocorrelation measurement of the 1550 nm pulse before and after
compression through the prism compressor stage. This measurement was performed
using a pulseCheck.

The 1550 nm was picked off after the prism compressor in order to have control

over the beam length. Fig. 6-22 shows an autocorrelation measurement performed

with a pulseCheck of the pulse before and after compression. Before compression,

the autocorrelation trace shows a FWHM of 216 fs, which, assuming a Gaussian

pulse, corresponds to a pulse duration of 216/
√

2 = 152 fs. After the compression,

the autocorrelation trace exhibits a FWHM of 117 fs, which corresponds to a pulse
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duration of 82 fs. As mentioned in Section 6.3 the first is a 200 pJ pulse, while the

second one is a 5 nJ pulse.

(b)

~ 40 fs

(a)

(c)

~ 90 fs

1170 nm 1550 nm

Figure 6-23: Hot electron dynamics characterization. (a) Experimental setup used
for the characterization of the hot electron dynamics using a pump-probe detection
scheme. The pump and the probe are rotated 90 degrees with respect to each other
so that only the probe is oriented in the nanoantenna direction. (b) Result of the
pump-probe experiment showing the hot electron dynamics using the 1170 nm super-
continuum pulse. (c) Result of the pump-probe experiment showing the hot electron
dynamics using the 1550 nm pulse.

To investigate this mechanism a pump-probe experiment was performed. A laser

pulse was shined on the detector polarized orthogonal to the orientation of the nanoan-

tennas (pump), which alters the ground state population over a very short period of

time, creating hot electrons, and then the relaxation time was measured by scanning

the delay of a second pulse (probe) polarized parallel to the nanoantennas orientation.

The latter pulse generates an electron burst whose amplitude is going to be dependent
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on the electron population density in the nanoantennas, effectively probing the hot

electrons states, as shown in Fig. 6-23.

The result of this measurement obtained with the 1170 nm pulse is portrayed in

Fig. 6-23b, and clearly shows an initial faster rise time of approximately 15 fs in which

the hot electron states are populated, followed by a slower fall time tail with a time

constant 𝜏 ∼ 60 fs, in which the states are depopulated once again. When a longer

higher power pulse is employed (the 1550 nm one), the shape of the measured pump-

probe response changes. In fact, in this case, the response looks more symmetric.

This is attributed to the fact that, since the pulse is longer than the relaxation time

of the hot electrons, along with the duration of the pulse the hot electron states have

time to be excited and then relax, and then be excited once again. The result is a

convolution of all of these excitations which appears as a more symmetric current

signal.

This analysis is going to be very beneficial when defining the speed limitation

of future petahertz electronics. Moreover, these results highlight the need for few-

cycle excitation. Otherwise, for longer pulses, one can excite carrier dynamics that

dynamically alter emission from one side of the pulse to another. Future work should

include the extension of these analyses to different powers and different nanoantenna

materials.

6.8 Sampling of a Second Harmonic Pulses

In this section, the initial work done towards the demonstration of sampling of second

harmonics and the remaining steps are discussed.

An important characteristic of the sampling technique described in Section 6.5 is

the extremely broad bandwidth. In fact, the sampling bandwidth is not set by the

bandwidth of the driver, but by the bandwidth of the current burst from the emitter

to the collector. And since this burst is generated through field emission, which is a

strongly non-linear process, the sampling bandwidth can be extremely wide. In an

ideal situation, the current burst would be a 𝛿 and you could sample any signal.
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Figure 6-24: Calculation of the bandwidth of the sampling detection scheme for
different values of driver pulse duration expressed in terms of the number of cycles in
the envelope. With the increase in the number of cycles, there is a creation of dead
spots in between harmonics in the bandwidth. This calculation was performed by
Felix Ritzkowsky.

In reality, the burst is not a 𝛿 but it is still very sharp, and the bandwidth spans

over a PHz. Another effect that needs to be taken into account is the fact that the

driver pulse is short, but it is not single-cycle (for our supercontinuum source it is 2.5

cycles). This means that not only the main peak is going to contribute to the current,

but the side peaks are also going to generate current bursts. This is going to create

dead spots in the bandwidth. This effect was investigated by Felix Ritzkowsky and

is illustrated in a calculation shown in Fig. 6-24. As can be clearly seen in this graph

the bandwidth includes many harmonics of the fundamental, even when considering

a driver pulse consisting of multiple cycles.

An elegant way to experimentally demonstrate that the bandwidth spans multiple

harmonics is to use a driver at a certain central frequency to sample a signal at a har-

monic frequency. In this section, some preliminary experimental work carried out to

demonstrate second harmonic generation (SHG) sampling is reported. This approach

involves placing a beta barium borate (BBO) nonlinear crystal[122] in one of the arms

of the interferometer to generate the SHG signal, filtering out the fundamental and

then sending the second harmonic together with the driver to the nanoantennas sim-

ilarly to what was done for the sampling of the fundamental in previous experiments.

A type-I (oo-e) BBO crystal is a non-linear optical medium that can be used for sum-
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Figure 6-25: Sampling of the second harmonic. (a) Schematic of the experimental
setup for the sampling of the SHG signal. The SHG signal is generated by a type-I
BBO non-linear crystal. (b) SHG spectrum measured with an Avantes spectrometer
using a thin (100 µm) and a thick (1 mm) BBO crystal. The thin crystal one has
higher bandwidth but yields ∼ 1 µW, while the thicker one has a smaller bandwidth
but yields ∼ 9 µW. (c) SHG spectrum measured with an Avantes spectrometer using
a thick BBO using the 1170 nm supercontinuum source (∼ 9 µW) or the 1550 nm
source (∼ 300 µW).

frequency generation exploiting its second-order non-linearity 𝜒(2), where a pump at

𝜔 can be used to generate an idler at 𝜔 with polarization parallel to the pump and a

signal at 2𝜔 with polarization perpendicular to the pump. The polarization rotation

can be easily taken into account by introducing a half waveplate in the signal arm.

The experimental setup that we are working on is illustrated in Fig. 6-25a. This setup

is similar to that used for the normal field sampling except for the introduction of

the BBO at the focal position of the OAPs, the introduction of the half waveplate

to account for the polarization rotation, and the use of a KG2 glass to filter out the

fundamental in the signal path.
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The main challenges with this approach are:

1. generation of a sufficiently strong SHG signal that can be sampled;

2. spatial and temporal alignment of the SHG with the driver; and

3. nanoantenna design to be sufficiently sensitive to both the driver and the signal.

Regarding the generation of a sufficiently strong SHG signal, different avenues

were investigated. The two main parameters to be considered are the thickness of the

BBO and the selected driver frequency. In fact, the thicker the BBO, the more efficient

the second harmonic generation but the more dispersive, that is to say, that a thicker

crystal is going to yield more output SHG power but with a smaller bandwidth, hence

a longer pulse. Since, for the same amount of power, a longer pulse entails a lower

peak field and nanoantenna detectors are field sensitive, finding the optimal thickness

is a trade-off. Fig. 6-25b illustrates the difference between the SHG signals generated

by the 1170 nm source with a thin (100 µm) and a thick (1 mm) BBO crystal. It

is clear that the thicker crystal has a smaller bandwidth. However, while the thin

crystal yields ∼ 1 µW of power, the thicker one yields ∼ 9 µW. Since these powers

are significantly low, another option is to use the 1550 nm source (i.e. picking off the

beam before the supercontinuum generation). When this is done the generated SHG is

at a higher frequency (775 nm), which is beneficial because the nanoantennas exhibit

higher field enhancement at those frequencies due to a hard cutoff of Au plasmonic

response below 700 nm. Moreover, since the 1550 nm is at a much higher power with

respect to the supercontinuum, also the SHG output has higher power (∼ 300 µW).

Fig. 6-25c illustrates the spectrum of the second harmonic signal generated in this

condition. The drawback with this approach is that the higher power comes at a

cost of increased damage to the sample and higher noise. In fact, to achieve the

appropriate driver field at the fundamental frequency, a higher power is necessary.

The alignment also requires some nuance in this condition compared to the sam-

pling of the fundamental pulse, both for spatial and temporal overlap. When signal

and driver are at the same wavelength you can just maximize the beams on a reference
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Figure 6-26: Spatial Overlap. (a) Microscope image of the donut-shaped structures
nanofabricated with photolithography to align spatially the fundamental to the SHG.
(b) Microscope image of the light coming from third-harmonic generation (THG) at
the glass interface used to locate the fundamental beam and align it. This picture is
taken with the beam on top of the nanoantennas where the field is stronger due to
field enhancement. However, the THG is visible also off-sample, just more faint.

photodiode, and look at the fringes while scanning the delay. Instead, when the two

wavelengths are different a different procedure is required. In this case, the alignment

is performed in two steps: first, a rough alignment is done by looking at Fresnel fringes

while passing through two irises using a CCD and then maximizing the beam on a

power meter. Then, a fine alignment is performed at the detector plane exploiting

a donut-shaped structure nanofabricated with photolithography (this is incorporated

in the contact laydown step). An example of these structures is shown in Fig. 6-26

This step is performed by tuning the beam path while passing the driver and the

signal through the donuts and first maximizing the intensity by looking with a CCD

camera and then using a power meter(PM). It is noteworthy that while on the CCD

the SHG is clearly visible, the fundamental is not. However, adjusting the focus to

be exactly at the glass interface allows third-harmonic generation (THG) which can

be seen on the CCD.

Regarding the temporal overlap, since the fundamental and SHG have different

group velocities, the delay is going to be different with respect to the case when the

signal and driver are at the same wavelength. Therefore first the two fundamentals

are aligned by looking at fringes on the reference photodiode while scanning the delay.
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Then, the additional delay induced by each optics element the SHG is going through

is calculated. These steps ensure both spatial and temporal overlap.

Additional consideration has to be taken into account regarding the material and

geometry of the nanoantennas. Gold nanoantennas of the current geometry maximize

the response (i.e. the field enhancement) at the fundamental frequency, but they may

in fact not be the best option to sample SHG. A material and geometry that ensures

a good field enhancement both at the fundamental and second harmonic may be

preferable.

Future work should include the completion of this experiment to demonstrate the

sampling bandwidth of this technique. Some possible avenues that can be explored

to successfully make this demonstration are: encapsulation of the devices in HSQ

to reduce damage, using thicker nonlinear crystals to increase the signal, and using

different nanoantenna materials (e.g. Ag) to have a bigger enhancement of the field

at SHG frequencies.

6.9 Conclusion

In conclusion, planar NVC devices can be used to build detectors that enable chip-

based time-domain spectroscopy up to the PHz regime, allowing the measurement of

a weak, few-fJ, broadband electric field transient in the time domain. This permits

the full retrieval of phase and spectral amplitude, which could be used for many

applications such as the study of nonlinear phenomena in condensed matter systems

and molecular fingerprinting. These detectors’ geometry can also be modified to

be polarization-sensitive therefore fully reconstructing the field in all its properties.

These devices were also used to study the carrier dynamics of gold and preliminary

work was performed to demonstrate the broadness of the bandwidth of this detection

scheme.
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Chapter 7

Conclusion and Outlook

In the coming years, nanoscale free-electron devices are going to play an important

role in the development of innovative electronics solutions for many applications, from

radiation-resistant logic, to petahertz electronics, to ultrafast metrology.

In this thesis, several aspects of the development and study of these devices were

addressed, and their use for cutting-edge technological applications was discussed.

Initially, the development of a consistent fabrication process for both metallic

and refractory nano vacuum channel devices was performed. The influence of several

fabrication parameters and processes was studied. NVC devices reliably having sub-

10 nm features were achieved.

The optimal design of such NVC devices was studied through electromagnetic and

particle trajectory simulation. In particular, effort was directed toward the analysis

of the influence of multiple geometrical parameters on the performance of gated NVC

devices, or planar nano vacuum channel transistors (pNVCT). These devices represent

the building block of any radiation-resistant logic to be developed with this technology.

The experimental characterization of the emission characteristics of planar NVC

emitters was then carried out. By investigating the electrical characteristics of Au

and TiN NVC devices under various temperatures and pressures, three distinct emis-

sion regimes were clearly isolated: Schottky, Fowler-Nordheim, and saturation. The

long-term stability of these devices was also demonstrated[63], as well as their gated

operation. The latter is the first step towards the development of useful logic. This
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work will enable robust and accurate modeling of vacuum nanoelectronics which will

be critical for future applications requiring high-speed and low-power electronics ca-

pable of operation in extreme conditions.[34]

Thanks to the fast switching time of NVC devices, they can be operated at optical

frequencies as well as more typical electrical ones. In this thesis, the optical-electrical

mixed-mode operation was studied. In particular, a careful analysis of how the syn-

ergy between the two can be exploited to operate the devices in different regimes was

carried out. Using time-dependent Schrödinger equation (TDSE) simulations, it was

demonstrated how the application of an external electrical bias can be used to reduce

the threshold for the transition to optical-field-driven tunneling from the surface. The

enhancement to the photocurrent provided by this effect allows to electronically tag

fJ ultrafast pulses at room temperature. Given the sub-fs response time of NVC

devices, detectors that exploit this bias-enhanced surface emission from nanoscale

vacuum gaps could prove to be useful for communication, petahertz electronics, and

ultrafast optical-field-resolved metrology.[64]

Finally, the use of NVC devices for on-chip petahertz processing of optical fields

was investigated experimentally in the context of developing detectors that can be

used to sample optical fields with sub-cycle resolution. A novel device able to sample

arbitrary, low-energy, near-infrared waveform under ambient conditions with attosec-

ond resolution was demonstrated. In this work, these nanoantenna arrays were used

to sample optical pulses with energies of the order of a few fJ, 6 orders of magnitude

lower than the competing state of the art.[81] An improvement to this scheme, using

a device design that allows for polarization sensitivity was also demonstrated. Such

arrays were then used to investigate carrier dynamics in gold. Preliminary work was

also conducted to experimentally demonstrate the theoretically predicted sampling

bandwidth through SHG sampling.

The work discussed in this thesis demonstrated how the interesting emission prop-

erties that arise from the miniaturization to the nanoscale and planarization of vac-

uum channel devices, such as high speed, stability, low power operation, and integra-

bility can be leveraged in multifarious fields. These devices are the first step toward
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the development of reliable radiation-resistant and petahertz electronics. With fur-

ther development, they will be an extremely powerful tool for many applications, such

as space electronics, molecular fingerprinting, and optical information processing.

Future work should include: (1) the continuation of the study of optical and

electrical properties of NVC devices; (2) the optimization of existing and development

of new devices for specific applications such as radiation-resistant logic; (3) CCD-like

modules for field-resolved imaging application, and (4) detectors on waveguides for

ultrafast communication applications. Moreover, there should be a push towards more

and more integration to bring all the optics (e.g using metasurfaces) and processing

into a compact module. These advancements would shape a new future in many fields

such as diagnostics, imaging, communication, electronics, and much more.
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