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Abstract

Tokamaks are currently being designed and built to achieve net positive unharnessed
fusion energy, an important milestone on the path to electricity production. Experi-
mental trends predict an additional challenge in these upcoming devices: a decrease
in the area of the metal wall on which the plasma deposits significant heat flux, in-
creasing the likelihood of melting damage. The heat deposition area is proportional
to a parameter called the heat flux width, which decreases with increasing poloidal
magnetic field and average plasma pressure. In devices designed to achieve physics
breakeven such as ITER and SPARC, the heat flux width is predicted by some esti-
mates to be less than 1 millimeter. It is therefore crucial to develop methods to more
accurately predict the heat flux width and to mitigate large heat fluxes. Data from
the Alcator C-Mod tokamak are particularly relevant in the effort to predict condi-
tions in SPARC, as both are designed to use a higher magnetic field than other major
tokamak experiments. Before this work, the relationship between the heat flux width
and edge profiles of plasma density and temperature in C-Mod was unknown. Studies
with plasma edge simulation codes were limited to a small number of discharges at
a time, with many model settings being ad-hoc and difficult to evaluate for general
applicability. Simulations of C-Mod had a much shorter outer divertor leg compared
to SPARC, making it difficult to use detachment studies in C-Mod to speculate on
detachment in SPARC. Finally, there was only a rough idea of edge plasma condi-
tions in SPARC, and it was not known whether detachment would even be feasible.
This thesis uses data from Alcator C-Mod and simulations with the UEDGE code
to investigate heat flux width scalings, detachment, and advanced divertor concepts
to inform the design of next-generation tokamaks that can produce significant fusion
energy while remaining safe against heat flux damage.

This thesis begins by augmenting a C-Mod heat flux width database (containing
∼300 discharges) with midplane density and temperature profile data. Detailed anal-
ysis finds that the outer target heat flux width depends on the edge plasma pressure,
but fails to find a clear dependence on edge gradients. The scaling of the heat flux
width with the edge pressure varies by confinement mode and is used to confirm
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predictions of the heat flux width of 0.2–0.4 mm in SPARC and 0.4–0.6 mm in ITER
H-mode scenarios.

The UEDGE code is then used to simulate the edge of Alcator C-Mod plasmas.
75 discharges from the heat flux width database are successfully modeled in UEDGE
using a fully automated process that matches experimental midplane density and
temperature profiles. The resulting heat flux width in UEDGE is then compared to
experimental measurements, and it is found that the UEDGE and experimental val-
ues are correlated but that UEDGE overestimates the heat flux width by an average
factor of 1.8. The UEDGE-modeled discharges are modified to include single-particle
drift effects and (separately) to remove flux limits. These changes do not significantly
improve the UEDGE heat flux width match to experiment but demonstrate the ca-
pability of this framework to evaluate which settings in the UEDGE model improve
agreement with experiment over the large range of edge plasma conditions included
in the C-Mod database.

One particular C-Mod attached H-mode discharge is then simulated in UEDGE,
and a good match is achieved to experimental data at the midplane and outer target
simultaneously with full drift effects included in the model. This discharge is also
simulated with a ∼2x longer outer divertor leg, an important component of advanced
divertor concepts that could enable better high heat flux handling. Detachment is
found to occur when a nitrogen impurity is introduced at a fixed fraction of 3.5% of the
main ion density in the real C-Mod geometry, while with the longer leg, detachment
occurs at a significantly lower fraction of 2.4% nitrogen. This bodes well for the
SPARC design, which features a long outer leg.

Finally, a full-power SPARC H-mode scenario is directly simulated with UEDGE.
It is found that detachment is possible at the high heat fluxes and small heat flux width
predicted for SPARC and that the heat flux at the targets can remain significantly
reduced with a carbon impurity fraction around 1%. This value is not a prediction
of the detachment threshold in SPARC due to the use of bifurcated attached and
detached solutions obtained at low power, but is encouraging when compared to the
detachment thresholds in C-Mod UEDGE simulations. This study confirms that
detachment is a promising solution to mitigate high heat fluxes in the SPARC full-
power scenario.

Thesis Supervisor: James L. Terry
Title: Principal Research Scientist, Plasma Science and Fusion Center

Thesis Supervisor: Anne E. White
Title: Professor and Head, Department of Nuclear Science and Engineering

Thesis Supervisor: Brian L. LaBombard
Title: Senior Research Scientist, Plasma Science and Fusion Center
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Chapter 1

Introduction

1.1 The need for a new energy source

Global energy demand is rising, and climate change due to greenhouse gas emissions is

one of the most pressing issues of our time [1]. In 2022, around 60% of the electricity

generated in the United States was generated with coal and natural gas, while 40%

was generated with nuclear, renewables, and hydropower. While the use of renewable

energy such as solar and wind power is slowly increasing [2], renewables provide only

intermittent power which cannot be stored for later use in large amounts. A long-term

solution for clean production of base load electricity is required.

Fusion energy holds great promise as a source of energy due to the abundance

of its required fuel, the lack of significant waste products, its carbon-free nature,

and its safety. The fuels are deuterium and tritium, which are isotopes of hydrogen.

Tritium can be created during operation, and deuterium can be extracted at low cost

from seawater. Since fusion is a nuclear reaction, it produces an extreme amount of

energy per gram of fuel consumed: “it would take only about a pickup truck full of

deuterium laced ocean water (HDO rather than H2O) to power Boston for a year”

[1]. Rather than emitting CO2, the main byproduct of fusion power would be a small

amount of helium. Fusion also emits high-energy neutrons, which would be captured

by materials surrounding the fusion device, and the structures through which these

neutrons pass would become radioactive. They would only require careful storage,
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however, for around 100 years, which is significantly shorter than the time required

to store waste from nuclear fission. Finally, fusion would be a safe source of energy.

There is no risk of an uncontrollable, runaway reaction: generating net fusion power

requires precise control of vacuum pumping, gas fueling, magnetic fields, and input

power. If any one of these systems fail, energy will quickly stop being produced, and

the plasma will terminate without damaging anything other than the inside of the

vessel [1]. The greatest risk would likely be an accidental release of a large quantity of

tritium, which is radioactive and harmful when ingested, but this risk can be reduced

in the design of a power plant [3]. These advantages of abundant fuel, little waste,

and safety make fusion impossible to ignore, but achieving net fusion energy has so

far been a challenge. Fusion energy is not likely to be achieved in time to lead the

way in decarbonization, but could minimize the environmental impact of industrial

society in the future.

1.2 Fusion energy

In fusion reactions, small nuclei combine to produce a larger nucleus and release energy

equivalent to the difference in binding energy between the product and reactants.

The most prominent example of fusion in our daily lives is the sun, inside which the

dominant energy-producing reaction is the multi-step combination of four hydrogen

nuclei into a helium-4 nucleus. Fusion was first harnessed on Earth in the 1950s

to boost the destructive power of nuclear weapons. Since then, the challenge to use

fusion to produce significant energy in a non-explosive manner has been ongoing. The

most attractive fusion reaction for energy production is that between deuterium and

tritium:

D + T → 𝛼 + n + 17.6 MeV. (1.1)

In this reaction the hydrogen isotopes of deuterium (D or 2
1H) and tritium (T or

3
1H) fuse into an alpha particle (𝛼 or 4

2He) and a neutron, which have a combined

kinetic energy of 17.6 MeV, with 3.5 MeV being the alpha particle kinetic energy and

14.1 MeV being the neutron kinetic energy. Tritium is not naturally occurring, so a
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fusion power plant would need to maintain its own supply. The most promising way

to accomplish this is the reaction of neutrons with lithium:

6
3Li + n (slow) → 𝛼 + T + 4.8 MeV. (1.2)

The known reserves of lithium on Earth would enable operation with these fuels for

thousands of years, and future development of more challenging D-D fusion could

eventually remove the dependence on lithium and tritium.

Fusion reactions are difficult to achieve because the positively charged nuclei (e.g.

D and T) repel each other electrostatically. Very high temperatures and densities are

therefore required for the reactions to occur with enough frequency to be harnessed for

energy. Compared to other fusion reactions, the D-T reaction has the least demanding

temperature requirement, with the peak in velocity-averaged cross section occurring

around 60 keV (figure 1-1), or 700 000 000 °C. At these temperatures, matter is in the

plasma state: particles have so much energy that atomic nuclei (ions) and electrons

move independently, and their motion is dominated by electromagnetic forces. Get-

ting the plasma to such high temperatures requires external heating power. The as-yet

standing challenge of fusion is to produce more power through fusion reactions than

is required to heat the plasma. The situation in which the input and output power

are equal is commonly called “breakeven” and is a milestone that must be cleared on

the way to net energy production. There are various definitions of breakeven that

take into account the inefficiencies along the way to producing electricity: “engineer-

ing breakeven” is the most demanding, where the total power consumed by the fusion

power plant must be equal to the power delivered to the grid; for “physics breakeven,”

which has yet to be achieved in a magnetically-confined plasma, the power entering

the plasma must be equal to the power of the fusion reactions in the plasma.

The general power balance in a fusion plasma is

𝑃net = 𝑃h + 𝑃𝛼 − 𝑃rad − 𝑃cond (1.3)

where 𝑃h is the external heating power supplied to the plasma, 𝑃𝛼 is the plasma self-

31



10−25

10−24

10−23

10−22

10−21

1 10 100 1000

<sv> 
/s) 

D–T 

D–D

T (keV)
10000

(m3

D–He3

Figure 1-1: Velocity-averaged cross section for various fusion reactions as a function
of temperature. Image reproduced from [1].

heating by the alpha particles produced in fusion reactions, and 𝑃rad and 𝑃cond are the

power lost from the plasma due to electromagnetic radiation and heat conduction,

respectively. When the alpha particles contribute enough power back to the plasma

that no external source of power is required to keep particles at fusion-relevant tem-

peratures, the plasma is said to have achieved “ignition,” meaning that it is in some

respects self-sustaining (deuterium and tritium fueling, magnetic fields, and plasma

current drive must still be supplied). The power lost due to heat conduction can be

characterized as

𝑃cond =
3

2

𝑝

𝜏E
, (1.4)

where 𝑝 = 𝑛𝑇 is the plasma pressure and 𝑛 and 𝑇 are the plasma density and

temperature, respectively. 𝜏E is the time required for the plasma energy to decay to

1/𝑒 of its starting value with no external heating [1]. Under certain assumptions, the

condition to achieve ignition is

𝑛𝑇𝜏E > 3 × 1021 m−3 keV s, (1.5)

and 𝑛𝑇𝜏E is called the triple-product [4]. Net energy production is still possible before

achieving ignition, but the ignition criterion gives a rough idea of the parameter ranges

being targeted.
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1.3 The tokamak

The basic requirement for fusion energy production is a high enough product of tem-

perature, density, and energy confinement time. In the sun, this requirement is satis-

fied because the massive fusion plasma is confined by gravity. On Earth, gravitational

confinement is not an option, so the plasma can be confined either by compression (in-

ertial confinement fusion) or with a magnetic field, because charged particles gyrate

around magnetic field lines. Plasmas in straight or purely toroidal magnetic fields suf-

fer from issues with end losses, uncompensated drifts, and instabilities. The simplest

magnetic configuration that can achieve net-energy-relevant confinement is called the

tokamak (figure 1-2), in which external magnets create toroidal and poloidal mag-

netic fields inside the plasma chamber, but a large electric current is also made to run

through the plasma itself in the toroidal direction, creating a poloidal magnetic field.

In the device depicted in figure 1-2, the plasma current is induced by a transformer

in the middle of the tokamak.

Figure 1-2: The tokamak configuration. Image courtesy of EUROfusion.

Tokamaks have achieved immense progress in triple-product value since the 1960s,

but energy confinement times are still too short to generate net fusion power in present
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devices. One solution to this problem is to build larger tokamaks, in which it would

simply take longer for the heat and particles to diffuse out [1]. But large tokamaks

are costly and require longer construction times: the most prominent example is

the ITER tokamak, an international effort to achieve physics breakeven, which is

projected to cost a total of $22 billion. Construction on ITER began in 2007 and

physics breakeven experiments are expected to run in 2035 [5]. A potentially faster

path to net fusion energy is being explored by the SPARC tokamak effort, in which

new superconducting magnet technology is predicted to enable physics breakeven in

a tokamak much smaller than ITER thanks to more powerful magnetic fields [6].

1.3.1 The tokamak power plant

The mechanism by which a tokamak could generate electricity is shown in figure 1-3.

A crucial requirement is the “blanket” between the plasma vessel and magnets, which

would be heated up by collisions from the fusion neutrons. The neutrons have no

charge and high kinetic energy, and so can travel out of the magnetic confinement

region and through the metal vessel (with collisions irradiating it and reducing its

integrity over time). The neutron-heated blanket would heat water and drive a steam

turbine to generate electricity. The blanket must also be able to contain lithium to

create tritium for later use as fuel [1].

Heat exchanger

Steam turbine

Alternator

Electrical gridDeuterium

BlanketPlasma

Tritium

Water

Lithium

Tritium

Toroidal field coil

Figure 1-3: Conceptual overview of a tokamak fusion power plant. Figure adapted
from image courtesy of EUROfusion.
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1.3.2 The heat flux handling challenge

In addition to all the technological challenges of a fusion power plant, tokamaks have

an Achilles’ heel (not to imply that the rest of the tokamak is invulnerable) in the

region where the high-temperature plasma’s exhaust heat and particles are removed.

At high heat fluxes, the metal plasma vessel can be in danger of eroding or melting,

which ruins the tight tolerances needed for high-performance plasma operation and

requires costly repairs. The width of the high heat flux region is described by the

so-called heat flux width, and small heat flux widths make it more challenging to

dissipate the exhaust heat. Predicting the heat flux width from fundamental theory

is not yet possible, so experimental trends from existing tokamak experiments are

used to predict it. Unfortunately, these experimental trends predict that the heat flux

width shrinks to values smaller than 1 millimeter in tokamaks like ITER and SPARC

that are expected to achieve physics breakeven [7, 8]. This motivates examining in

greater detail the experimental factors that the heat flux width depends on and using

advanced models of the tokamak edge plasma to study solutions to withstand high

heat fluxes.

1.4 Thesis outline

This thesis uses experimental data and advanced models of the tokamak edge plasma

to investigate the dependencies of the heat flux width in Alcator C-Mod and to

evaluate promising solutions to handle large heat fluxes, including in the SPARC

tokamak currently under development:

• Chapter 2 provides an introduction to physical processes in the plasma edge

and the advanced UEDGE code used to model this region in this thesis.

• Chapter 3 examines a database of experimental heat flux width measurements

from Alcator C-Mod, finding that some edge plasma quantities are correlated

with the heat flux width.
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• Chapter 4 presents a first-of-its-kind achievement of automated UEDGE models

of 75 discharges in the C-Mod experimental database, assessing the generality

of the setup and the suitability of UEDGE for heat flux width estimation using

experimentally measured midplane profiles.

• Chapter 5 describes an advanced UEDGE model of a single C-Mod H-mode

attached-divertor discharge which was then used to examine the impact of ex-

tending the outer divertor “leg” on the target heat flux and detachment thresh-

old.

• Chapter 6 uses the UEDGE code and empirically-based predictions of the heat

flux width in SPARC to study plasma conditions and the detachment process

in this next-generation device with high heat flux handling requirements and

an advanced divertor.

• Chapter 7 summarizes the conclusions of this thesis.

• Appendix A presents several useful utilities developed over the course of this

study to increase productivity and enable deeper analysis when working with

the UEDGE code.

• Appendix B details the workflows used to produce the results of this study.
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Chapter 2

Tokamak edge plasma physics

2.1 Physical processes in the plasma edge

The plasma edge in tokamaks contains electrons, ions, neutral atoms, and molecules,

including elements other than the isotopes of hydrogen commonly used for fueling.

A large number of possible reactions exist between these particles, and some of the

most important ones in the edge of fusion plasmas are summarized here:

• Ionization, usually due to electron impact, is most significant at temperatures

above 10 eV.

• Recombination of ions and electrons into neutral atoms is significant at tem-

peratures around and below 1 eV.

• Charge-exchange, in which a low-energy neutral atom and high-energy plasma

ion collide, results in a neutral with the speed of the typically much hotter ion

and therefore deeper penetration of the neutral into the plasma.

• Electron-impact dissociation of molecules into individual atoms or ions.

• Electromagnetic radiation due to de-excitation or bremsstrahlung is a mecha-

nism of energy loss from the plasma.

The rates of these reactions depend on the plasma density, temperature, and elements

involved.
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Plasma-surface interactions also play an important role in the edge region of toka-

maks. Ions incident on surfaces can recombine (regain electrons and be reintroduced

to the plasma as neutral atoms, a process also known as recycling), become ad-

sorbed, or sputter additional atoms from the surface into the plasma. The rates

of these processes depend on the incident ion element, its kinetic energy, and the

surface composition and atomic structure. Neutral atoms incident on surfaces are

usually reflected. In tokamaks, the neutral atom population is influenced by a num-

ber of processes, including wall conditioning and recycling, gas puffing, neutral beam

sources, and pumping [9].

2.1.1 Anomalous transport

Confining a plasma for the purpose of producing significant fusion energy requires

limited rates of particle and energy diffusion out of the core, perpendicular to the

magnetic field. These particle and energy fluxes can be predicted based on plasma

collision mechanics and frequencies using classical and neoclassical theory. In exper-

iments, however, these fluxes are observed to be much larger than those predicted

by theory, resulting in their being termed “anomalous” transport. It is thought that

fine-scale plasma turbulence is responsible for anomalous transport [9, 10].

In tokamaks, various degrees of confinement are observed. The main ones are

L-mode, I-mode, and H-mode, corresponding to “low,” “intermediate,” and “high”

confinement. In L-mode, density and temperature decline gradually from the core to

the edge, and the particle and energy confinement times are short. H-mode plasmas

have steep gradients (commonly called pedestals) in density and temperature near

the separatrix due to a transport barrier near the edge [4]. In L-mode, such edge

pedestals are not observed either in density or temperature, and the particle and

energy confinement times are significantly shorter than in H-mode (L-mode density

profiles can also be largely flat except for the gradient at the edge). I-mode plasmas

have L-mode-like particle confinement and H-mode-like energy confinement [11].
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2.2 The divertor configuration

Figure 2-1: Diagram of the scrape-off layer and divertor in a tokamak. Figure courtesy
of EUROfusion.

The simplest configuration for a tokamak plasma is the “limiter” configuration,

in which the last closed flux surface (LCFS) is defined by the plasma intersecting a

material surface. The limiter configuration makes it difficult to keep impurities and

recycled neutral atoms from contaminating the core plasma and causing radiative

power loss, degrading the maximum achievable core density, temperature, and fusion

power.

An alternative to the limiter configuration is the “divertor” configuration (figure 2-

1), in which the magnetic field coils are used to create a magnetic null in the poloidal

field called an X-point, which lies on a flux surface called the separatrix that separates

the plasma core and the scrape-off layer (SOL). In the “divertor” configuration the

closed flux surfaces do not contact any material surfaces. Beyond the core and LCFS,

in the SOL, the field-lines intersect material surfaces (divertor targets) that typically

are far-removed from the LCFS. These SOL field-lines are called divertor “legs,” and

very high levels of exhaust heat and particles are transported along the legs to the

targets in fusion-relevant plasmas. The intersection of the separatrix with a target is
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called the strike-line, or the strike-point when viewed in a 2-dimensional plasma cross-

section [9]. This greater separation between the LCFS and plasma-surface interactions

provides a better path toward handling the exhaust heat and particles than that of

the limiter configuration, but finding an acceptable solution to the power handling

challenge remains one of the key areas of magnetic-confinement fusion research.

2.2.1 Parallel heat flux

The most important processes determining the heat flux to plasma surfaces are heat

conduction and convection in the direction parallel to the magnetic field. The parallel

convected heat flux, including electron and ion contributions, is

𝑞‖conv =

(︂
5𝑘𝐵𝑇 +

1

2
𝑚𝑖𝑣

2
‖

)︂
Γ‖, (2.1)

assuming 𝑇𝑒 = 𝑇𝑖, where Γ‖ = 𝑛𝑣‖ is the electron and ion flux in the direction parallel

to the magnetic field. The parallel conducted heat flux (also called the classical or

Spitzer conducted heat flux) is

𝑞‖cond(𝑒,𝑖) = −𝜅0(𝑒,𝑖)𝑇
5/2
(𝑒,𝑖)

d𝑇(𝑒,𝑖)

d𝑠‖
, (2.2)

where 𝑠‖ is the distance in the direction parallel to the magnetic field, and 𝜅0𝑒 ≈

2000 W eV−7/2 m−1 for electrons and 𝜅0𝑖 ≈ 60 W eV−7/2 m−1 for ions in a purely hy-

drogenic plasma. Due to these coefficients, the electron parallel heat conduction is

usually much larger than the ion parallel heat conduction. Another consequence of

equation 2.2, specifically the 𝑇 5/2 term, is that the upstream temperature varies little

depending on 𝑞‖. Over a wide range of possible peak 𝑞‖ values, tokamaks usually have

an upstream separatrix temperature of 𝑇𝑒 sep ≈ 100 eV, to within a factor of 3 [9].

2.2.2 The sheath

When a surface is in contact with a plasma, the highly mobile plasma electrons

accumulate on it, resulting in a negative charge. Plasma ions are then drawn to the
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negatively charged surfaces, forming a thin “sheath” region where 𝑛𝑖 > 𝑛𝑒. The sheath

has a thickness of

𝜆Debye =

√︂
𝜀0𝑘𝐵𝑇𝑒

𝑒2𝑛
. (2.3)

The Bohm criterion specifies that charged particles at the sheath edge have a velocity

greater than or equal to the sound speed:

𝑣𝑠𝑒 ≥ 𝑐𝑠 =

√︃
𝑘𝐵(𝑇𝑒 + 𝑇𝑖)

𝑚𝑖

. (2.4)

Due to the electric potential profile near the sheath, the heat fluxes due to incident

ions and electrons are related to the respective particle fluxes by constant factors:

𝑞(𝑒,𝑖)𝑠𝑒 = 𝛾(𝑒,𝑖)𝑘𝐵𝑇(𝑒,𝑖)Γ
(𝑒,𝑖)
𝑠𝑒 , (2.5)

where the subscript 𝑠𝑒 denotes values at the sheath edge. In a simple treatment

of the problem, the electron and ion sheath heat flux transmission coefficients are

𝛾𝑒 = 5.5 and 𝛾𝑖 = 3.5. Other values can be more appropriate depending on the

plasma parameters [9].

2.2.3 Sheath- and conduction-limited regimes

The sheath- and conduction-limited regimes describe two distinct scenarios of tem-

perature variation in the direction parallel to the magnetic field. In the sheath-limited

regime, virtually all power and particles enter at the top of a flux tube, the paral-

lel flow is close to the sound speed along the length of the flux tube, 𝑞‖conv carries

∼6𝑘𝐵𝑇 per ion-electron pair, and the sheath only removes ∼7𝑘𝐵𝑇𝑡 per ion-electron

pair, where 𝑇𝑡 is the temperature at the divertor target. Assuming volumetric power

loss is not large, this situation results in little variation of 𝑇 along a flux tube.

In the conduction-limited regime, virtually all power enters at the top of the flux

tube, but the particle source is close to the divertor targets (also known as the high-

recycling regime), so power is purely conducted out of the main plasma. In order for

𝑞‖cond to transport all the heat (equation 2.2), d𝑇/d𝑠‖ may need to be large if 𝑞‖ is
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large and/or 𝜅0𝑇
5/2 is small.

Whether a plasma is in the sheath-limited or conduction-limited regime depends

largely on the dimensionless plasma collisionality

𝜈*
SOL ≡ 𝐿/𝜆𝑒𝑒 𝑖𝑖 ≈ 10−16𝑛𝑢𝐿

𝑇 2
𝑢

, (2.6)

where 𝐿 is the parallel connection length in meters between divertor target surfaces,

𝜆𝑒𝑒 𝑖𝑖 is the electron/ion self-collisionality length in meters assuming 𝑇𝑒 = 𝑇𝑖, 𝑛𝑢 is

the upstream density in units of m−3, and 𝑇𝑢 is the upstream temperature in units of

eV. Plasmas tend to be in the sheath-limited regime when 𝜈*
SOL . 10 and are usually

in the conduction-limited regime when 𝜈*
SOL & 15 [9].

2.2.4 The heat flux width

The heat flux width 𝜆𝑞 is the radial decay length of the parallel heat flux at the outer

midplane. Typically, the heat flux profile on a divertor target is measured and then

that profile is magnetically mapped from the target to the outer midplane. Radial

coordinates in the private flux region are mapped to midplane coordinates with equal

normalized poloidal flux Ψ𝑁 . An example of such a heat flux profile measured at the

target and mapped to the midplane is shown in figure 2-2 (pink points). This is an

Alcator C-Mod outer target profile measured by surface thermocouples. The part of

the heat flux profile radially outward from the peak can typically be fit by a simple

exponential decay function, thereby determining 𝜆𝑞:

𝑞‖(𝜌) = 𝑞0 exp(−𝜌/𝜆𝑞), (2.7)

where 𝑞0 is the peak heat flux and 𝜌 = 𝑅omp − 𝑅sep is the radial coordinate at the

outer midplane. The fit using this simple exponential decay function is shown in

figure 2-2 over a width of one decay-length (black line).

In order to fit the entire heat flux profile, and not just a small region, more com-

plicated functions are necessary. The most common such function is the convolution
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q = 0.9 mm
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C-Mod outer target heat flux

Figure 2-2: Parallel heat flux measured at the outer divertor target by surface ther-
mocouples in Alcator C-Mod and mapped to the outer midplane. Fits to the heat
flux profile using various formulas are shown.

of an exponential and a Gaussian of width 𝑆,

𝑔(𝜌) =
1√
𝜋𝑆

exp(−𝜌2/𝑆2), (2.8)

which yields

𝑞‖(𝜌) =
𝑞0
2

exp

(︂
𝑆2

4𝜆2
𝑞

− 𝜌

𝜆𝑞

)︂
erfc

(︂
𝑆

2𝜆𝑞

− 𝜌

𝑆

)︂
+ 𝑞BG, (2.9)

where 𝜆𝑞 is again the exponential decay length, 𝑞0+𝑞BG is the peak heat flux as 𝑆 → 0,

and 𝑞BG is a constant background heat flux term. This functional form, also called

the “single-𝜆” fit in this study, is usually found to fit experimental data from infrared

thermography and follows the hypothesis that there is exponential falloff of heat flux

in the common flux region and radial spreading of heat flux as it travels down the

divertor leg [7]. However, the single-𝜆 fit is not a very good match to the heat flux

profile in Alcator C-Mod (dashed blue line in figure 2-2); the fit does not perform

well in the private flux region and in the far scrape-off layer, where the assumption

of a constant background heat flux 𝑞BG is not well-supported by the data.

A different functional form, called the multi-𝜆 fit, can better match the heat flux
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data in Alcator C-Mod. It is based on a piecewise sum of exponentials:

𝑞‖(𝜌) =

⎧⎨⎩ (𝑞cn + 𝑞cf) exp(𝜌/𝜆𝑞 pn), 𝜌 < 0

𝑞cn exp(−𝜌/𝜆𝑞 cn) + 𝑞cf exp(−𝜌/𝜆𝑞 cf), 𝜌 ≥ 0
(2.10)

where 𝜆𝑞 cn is the heat flux width in the near common flux region, 𝜆𝑞 cf is that in the

far common flux region, and 𝜆𝑞 pn is that in the near private flux region [8]. In order

to fit the rounded shape of the heat flux at the target, the multi-𝜆 function can be

convolved with a Gaussian of width 𝑆, yielding

𝑞‖(𝜌) =
1

2

[︂
𝑞cn exp

(︂
𝑆2

4𝜆2
𝑞 cn

− 𝜌

𝜆𝑞 cn

)︂
erfc

(︂
𝑆

2𝜆𝑞 cn

− 𝜌

𝑆

)︂
+ 𝑞cf exp

(︃
𝑆2

4𝜆2
𝑞 cf

− 𝜌

𝜆𝑞 cf

)︃
erfc

(︂
𝑆

2𝜆𝑞 cf

− 𝜌

𝑆

)︂
+ (𝑞cn + 𝑞cf) exp

(︂
𝑆2

4𝜆2
𝑞 pn

+
𝜌

𝜆𝑞 pn

)︂
erfc

(︂
𝑆

2𝜆𝑞 pn

+
𝜌

𝑆

)︂]︂
.

(2.11)

The multi-𝜆 fit in figure 2-2 maintains a good match to the data in both the far

scrape-off layer and in the private flux region.

2.2.5 Detachment

Current empirical trends indicate that high fusion power production implies a chal-

lengingly large heat flux to the divertor that will cause unacceptable melting of

plasma-facing components if unmitigated [7, 8]. Detachment is an important way

to mitigate the heat flux to the divertor and can be compatible with a high-power

core plasma. Detachment is typically achieved by supplying the plasma with an im-

purity gas such as nitrogen or neon. Figure 2-3 shows the multitude of reactions that

occur near a detached divertor target (note that the figure shows detachment pro-

cesses for a helium plasma, but these processes are also present in hydrogen plasmas).

When a divertor target is detached, nearly all of the parallel heat flux from the main

plasma is dissipated by impurity radiation before reaching the target surface. The

momentum of ions incident on the surface and the static plasma pressure at the sur-
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face are also significantly reduced. As detachment can also result in very low plasma

temperatures, significant recombination can occur, raising the neutral density [12].

The degree of detachment cannot, however, be raised arbitrarily without risk: if the

radiating region extends inside the separatrix, this can degrade the edge pedestal,

and there is a danger of a so-called MARFE forming in the X-point region, further

degrading the core plasma and even terminating the plasma [13]. Feedback control

of detachment is therefore necessary [14].

Figure 2-3: Reactions occurring near a detached divertor target. Abbreviations are
𝑒 for electrons, 𝑖 for helium ions, 𝑛 for neutral helium atoms, 𝐼 for impurity, and ℎ𝜈
for photons. Figure reproduced from [15].

2.2.6 Advanced divertor concepts

In addition to detachment, advanced divertor configurations may be able to safely

handle large divertor heat fluxes by increasing the plasma wetted area and/or pro-

viding greater parallel distance for the heat flux to dissipate radially before reaching

the target. This is an active area of research, and some concepts have few exper-

imental results. The main concepts currently under investigation are the super-X

divertor, the X-point target divertor, and the snowflake divertor (figure 2-4, table

2.1). The super-X divertor concept calls for a longer outer divertor leg (extending
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to large 𝑅) and increased flux expansion [16]. In the snowflake divertor configura-

tion, the poloidal field coils are used to produce a secondary X-point close to the

primary X-point that results in the plasma having four strike-points (compared to

two with a single X-point) [17]. The X-point target divertor combines the super-X

and snowflake strategies, having a long outer divertor leg with a secondary X-point

close to the target [18]. Other advanced divertor concepts under research include

liquid-metal plasma-facing components [19] and the small-angle slot divertor [20].

Nucl. Fusion 55 (2015) 053020 B. LaBombard et al
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Figure 2-4: Super-X, X-point target, and snowflake divertors. Figure adapted from
[18].
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Concept Design Simulation Experiment

Super-X

MAST-U [21],

DTT [22],

ADX [18],

DEMO [23]

MAST-U [24–27],

ADX [28],

SPARC [29],

ARC [30, 31]

TCV [32, 33]

Snowflake

MAST-U [21],

NSTX-U [34],

DTT [22],

DEMO [23]

MAST-U [27, 35],

NSTX-U [34],

AUG [36]

DIII-D [34, 37, 38],

NSTX [39],

TCV [32, 40]

X-point target

MAST-U [21],

ADX [18],

SPARC [41]

ADX [28],

ARC [30, 31]
TCV [32, 33]

Table 2.1: Overview of advanced divertor research.

2.3 Braginskii fluid equations

One of the most fundamental descriptions of a plasma is the kinetic one, in which each

particle species in the plasma is characterized by a distribution function 𝑓𝑠(x,v, 𝑡),

where 𝑠 denotes the species, x is the 3-dimensional position, v is the 3-dimensional

velocity, and 𝑡 is time. The Fokker-Planck equation describes the evolution of these

distribution functions:

𝜕𝑓𝑠
𝜕𝑡

+ v · ∇𝑓𝑠 +
𝑍𝑠𝑒

𝑚𝑠

(E + v ×B) · ∇𝑣𝑓𝑠 =
∑︁
𝑠′

𝐶𝑠𝑠′ [𝑓𝑠, 𝑓𝑠′ ] , (2.12)

where 𝑍𝑠 is the atomic number of the species, 𝑚𝑠 is the species mass, E and B are

the local electric and magnetic field vectors, ∇𝑣 is the gradient in velocity space, and

𝐶𝑠𝑠′ is the collision operator between species 𝑠 and 𝑠′. The Fokker-Planck equation

is computationally challenging to use in tokamak plasma modeling. Taking moments

of the Fokker-Planck equation (multiplying it by a function 𝑋 and integrating over

velocity) can yield a more tractable fluid description of the plasma. The choices of

𝑋 = 1, 𝑋 = 𝑚𝑠v, and 𝑋 = 𝑚𝑠𝑣
2/2 yield the conservation equations for particles,
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momentum, and energy, respectively.

The Braginskii fluid equations are derived assuming ions and electrons have com-

parable temperatures, 𝑇𝑒 ∼ 𝑇𝑖, and that average flows are of the order of the ion

thermal speed 𝑣𝑡𝑖:

u𝑖 ∼ u𝑒 ∼ 𝑣𝑡𝑖 ∼
√︂

𝑚𝑒

𝑚𝑖

𝑣𝑡𝑒 ≪ 𝑣𝑡𝑒. (2.13)

The derivation is based on a particular set of orderings which relate the characteristic

size of the system 𝐿 (usually the length of a field line in the scrape-off layer) and the

ion thermal gyroradius

𝜌𝑖 ∼
𝑣𝑡𝑖
Ω𝑖

∼
√
𝑚𝑖𝑇𝑖

𝑒𝐵
, (2.14)

to the mean free paths for electron-electron, electron-ion, and ion-ion collisions

𝜆𝑒𝑒 ∼
𝑣𝑡𝑒
𝜈𝑒𝑒

∼ (4𝜋𝜖0)
2 𝑇 2

𝑒

𝑒4𝑛𝑒 ln Λ𝑒𝑒

, 𝜆𝑒𝑖 ∼
𝑣𝑡𝑒
𝜈𝑒𝑖

∼ (4𝜋𝜖0)
2 𝑇 2

𝑒

𝑒4𝑛𝑖 ln Λ𝑒𝑖

, 𝜆𝑖𝑖 ∼
𝑣𝑡𝑖
𝜈𝑖𝑖

∼ (4𝜋𝜖0)
2 𝑇 2

𝑖

𝑒4𝑛𝑖 ln Λ𝑖𝑖

, (2.15)

where ln Λ is the Coulomb logarithm, with

Λ ≈ 12𝜋𝜖
3/2
0 𝑇

3/2
𝑒

𝑛
1/2
𝑒 𝑒3

. (2.16)

For ions, it is assumed that

𝜌𝑖
𝐿

∼ 𝜆𝑖𝑖

𝐿
∼
√︂

𝑚𝑒

𝑚𝑖

≪ 1 (2.17)

and
𝜌𝑖
𝜆𝑖𝑖

∼ 𝜈𝑖𝑖
Ω𝑖

≪ 1 ∼ 𝐿

𝜆𝑖𝑖

√︂
𝑚𝑒

𝑚𝑖

. (2.18)

For electrons, it is assumed that

𝜌𝑒
𝐿

∼ 𝜆𝑒𝑒

𝐿
∼ 𝜆𝑒𝑖

𝐿
∼
√︂

𝑚𝑒

𝑚𝑖

≪ 1 (2.19)

and
𝜌𝑒
𝜆𝑒𝑒

∼ 𝜈𝑒𝑒
Ω𝑒

≪ 1 ∼ 𝐿

𝜆𝑒𝑒

√︂
𝑚𝑒

𝑚𝑖

. (2.20)
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These assumptions lead to the form of the Braginskii equations used in UEDGE

and shown in section 2.4.1 [42, 43]. When the electron mean free path is greater

than ∼𝐿/10 in the scrape-off layer, discrepancies begin to arise between the fluid

description and kinetic modeling [44]. Using conditions ∼0.1 mm outside the sepa-

ratrix to evaluate 𝐿/𝜆𝑒𝑒, we can assess the degree to which the discharges modeled

with UEDGE in these chapters satisfy the Braginskii fluid criterion. The discharges

in the C-Mod database modeled with UEDGE in chapter 4 have 0.6 < 𝐿/𝜆𝑒𝑒 < 6.

The C-Mod discharge modeled with UEDGE in chapter 5 has 𝐿/𝜆𝑒𝑒 = 1.8, and the

SPARC discharge modeled with UEDGE in chapter 6 has 𝐿/𝜆𝑒𝑒 = 2.0. The choice

to include flux limits in the UEDGE model, which approximate kinetic effects, was

therefore a good one.

2.4 The UEDGE code

The UEDGE code [45–49] simulates ions, electrons, and neutrals as fluids in a 2D

axisymmetric grid from inside the separatrix to the outer edge of the SOL. The

model includes the Braginskii fluid equations, tabulated rates of radiation, ioniza-

tion, recombination, and charge-exchange, adjustable cross-field particle and energy

transport, and optional single-particle drifts and impurity physics. The equations are

discretized on a spatial grid by a finite volume method and solved by fully implicit

Newton-Krylov iterations to steady state, which is exact to machine precision [50].

A non-exhaustive selection of past work using the UEDGE code includes

• Investigating the L-H transition [51], inverse sheaths [52, 53], plasma-material

interactions [54, 55], neutral models and molecular interactions [56, 57], detach-

ment [58, 59], and ELMs [55, 60].

• Simulating existing tokamaks (C-Mod [61–66], DIII-D [61, 67–70], TCV [71],

NSTX [61, 72]).

• Simulating future tokamaks, some with advanced divertors (ITER [73–75], ADX

[28, 76, 77], SPARC [29], ARC [30, 31]).
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2.4.1 UEDGE equations

In the UEDGE coordinate convention (figure 2-5), 𝑥 and 𝑦 refer to the poloidal and

minor-radial directions, respectively. The poloidal direction is tangent to the flux

surfaces, going clockwise from the inner divertor target to the outer target, and the

radial direction is perpendicular to the flux surfaces in the direction of increasing Ψ𝑁 .

The 𝑧 direction is toroidal and defined as î𝑧 = î𝑥 × î𝑦. The ‖ direction is that of the

total magnetic field B. The 𝑤 direction, or ⊥ direction, is perpendicular to B and

tangent to the flux surfaces, having poloidal and toroidal components. Its unit vector

is defined as î𝑤 = î‖ × î𝑦 = − (𝐵𝑧/𝐵) î𝑥 + (𝐵𝑥/𝐵) î𝑧 [49].

Figure 2-5: UEDGE coordinate conventions shown on an example grid in a case with
the ion B×∇B drift directed down. Figure reproduced from [49].

Velocities in UEDGE include those due to classical drifts and anomalous (turbulence-

driven, ambipolar) transport. u denotes the total velocity and 𝑣 the components due
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to classical drifts. The poloidal ion velocity is

𝑢𝑖𝑥 =
𝐵𝑥

𝐵
𝑣𝑖‖ + 𝑣𝑥,𝐸 + 𝑣𝑖𝑥,∇𝐵, (2.21)

where the first term is due to the parallel ion velocity and the second term is due to

the E × B drift velocity. The third term includes the B × ∇B and curvature drift

velocities [78]:

v∇𝐵 = ±
𝐵𝑧

(︁
2𝑝𝑖,𝑒 + 𝑚𝑖,𝑒𝑛𝑣

2
‖

)︁
𝑒𝑛𝐵2𝑅

(︁
î𝑅 × î𝑧

)︁
, (2.22)

where the upper and lower signs apply to ions and electrons, respectively. 𝑝𝑖,𝑒 are

the ion and electron pressures. This equation includes the approximations that in

tokamaks, 𝐵 ≈ 𝐵0𝑅0/𝑅 and the B × ∇B drift is entirely in the vertical direction

[49].

The radial ion velocity is given by

𝑢𝑖𝑦 = −𝐷𝑎

𝑛𝑖

𝜕𝑛𝑖

𝜕𝑦
+ 𝑉𝑎 + 𝑣𝑦,𝐸 + 𝑣𝑖𝑦,∇𝐵 + 𝑣𝑖𝑦,𝑣𝑖𝑠, (2.23)

where the anomalous diffusivity 𝐷𝑎 and anomalous convective velocity 𝑉𝑎 are user-

specified. 𝑣𝑦,𝐸 and 𝑣𝑖𝑦,∇𝐵 are the radial components of the drift velocities. 𝑣𝑖𝑦,𝑣𝑖𝑠

is a viscous drift velocity due to anomalous transport, which is non-ambipolar and

connects the electrostatic potential across flux surfaces [78].

The electron velocity is given by

u𝑒 =
𝑛𝑖𝑍𝑖u𝑖

𝑛𝑒

−
(︀
J‖ + J𝑣𝑖𝑠 + J∇𝐵

)︀
𝑒𝑛𝑒

, (2.24)

where the J terms are only those currents with non-zero divergence [49].

The ion continuity equation is

𝜕

𝜕𝑡
𝑛𝑖 +

1

𝑉

𝜕

𝜕𝑥

(︂
𝑉

ℎ𝑥

𝑛𝑖𝑢𝑖𝑥

)︂
+

1

𝑉

𝜕

𝜕𝑦

(︂
𝑉

ℎ𝑦

𝑛𝑖𝑢𝑖𝑦

)︂
= ⟨𝜎𝑖𝑣𝑡𝑒⟩𝑛𝑒𝑛𝑛 − ⟨𝜎𝑟𝑣𝑡𝑒⟩𝑛𝑖𝑛𝑛, (2.25)

where ⟨𝜎𝑖𝑣𝑡𝑒⟩ is the rate coefficient for ionization and ⟨𝜎𝑟𝑣𝑡𝑒⟩ is the rate coefficient
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for recombination. ℎ𝑥 ≡ 1/||∇𝑥|| and ℎ𝑦 ≡ 1/||∇𝑦|| are the metric coefficients and

𝑉 = 2𝜋𝑅ℎ𝑥ℎ𝑦 is the volume element in a torus with major radius 𝑅. The metric

coefficients are ommitted in subsequent equations for brevity.

The equation for neutral continuity is

𝜕

𝜕𝑡
𝑛𝑛 +

𝜕

𝜕𝑥
(𝑛𝑛𝑣𝑛𝑥) +

𝜕

𝜕𝑦
(𝑛𝑛𝑣𝑛𝑦) = −⟨𝜎𝑖𝑣𝑡𝑒⟩𝑛𝑒𝑛𝑛 + ⟨𝜎𝑟𝑣𝑡𝑒⟩𝑛𝑖𝑛𝑛, (2.26)

where the source terms have opposite sign compared to those of the ions.

The ion parallel momentum equation is

𝜕

𝜕𝑡

(︀
𝑚𝑖𝑛𝑖𝑣𝑖‖

)︀
+

𝜕

𝜕𝑥

(︂
𝑚𝑖𝑛𝑖𝑣𝑖‖𝑢𝑖𝑥 − 𝜂𝑖𝑥

𝜕𝑣𝑖‖
𝜕𝑥

)︂
+

𝜕

𝜕𝑦

(︂
𝑚𝑖𝑛𝑖𝑣𝑖‖𝑢𝑖𝑦 − 𝜂𝑖𝑦

𝜕𝑣𝑖‖
𝜕𝑦

)︂
=

𝐵𝑥

𝐵

(︂
−𝜕𝑝𝑝

𝜕𝑥

)︂
−𝑚𝑖𝑛𝑛𝜈𝑐𝑥

(︀
𝑣𝑖‖ − 𝑣𝑛‖

)︀
,

(2.27)

where 𝑝𝑝 = 𝑝𝑒 + 𝑝𝑖 is the total pressure. The poloidal viscosity 𝜂𝑖𝑥 = (𝐵𝑥/𝐵)2𝜂𝑖‖

is classical [78], with 𝜂𝑖‖ = 0.96𝑛𝑖𝑇𝑖𝜏𝑖 (the factor 0.96 is specific to atomic number

𝑍 = 1). 𝜏𝑒 and 𝜏𝑖 are the electron and ion collision times in seconds:

𝜏𝑒 =
3
√
𝑚𝑒𝑇

3/2
𝑒

4
√

2𝜋𝑛𝑖𝑍2𝑒4 ln Λ
, (2.28)

𝜏𝑖 =
3
√
𝑚𝑖𝑇

3/2
𝑖

4
√
𝜋𝑛𝑖𝑍4𝑒4 ln Λ

(2.29)

[43], where 𝑚𝑖 is the mass of the ion and ln Λ usually has a value of 15–20 in tokamaks

[1]. The radial viscosity 𝜂𝑖𝑦 = 𝑚𝑖𝑛𝑖Υ𝑎‖ is anomalous, with Υ𝑎‖ being user-specified.

𝜈𝑐𝑥 = 𝑛𝑖 ⟨𝜎𝑐𝑥𝑣𝑡𝑖⟩ is the frequency of charge-exchange between hydrogen ions and neu-

tral atoms. 𝑢𝑛‖ is the parallel velocity of the neutral atoms.

The equation for the neutral momentum in the parallel direction is

𝜕

𝜕𝑡

(︀
𝑚𝑛𝑛𝑛𝑣𝑛‖

)︀
+

𝜕

𝜕𝑥

(︂
𝑚𝑛𝑛𝑛𝑣𝑛‖𝑢𝑛𝑥 − 𝜂𝑛𝑥

𝜕𝑣𝑛‖
𝜕𝑥

)︂
+

𝜕

𝜕𝑦

(︂
𝑚𝑛𝑛𝑛𝑣𝑛‖𝑢𝑛𝑦 − 𝜂𝑛𝑦

𝜕𝑣𝑛‖
𝜕𝑦

)︂
=

𝐵𝑥

𝐵

(︂
−𝜕𝑝𝑛

𝜕𝑥

)︂
+ 𝑚𝑖𝑛𝑛𝜈𝑐𝑥

(︀
𝑣𝑖‖ − 𝑣𝑛‖

)︀
,

(2.30)
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where 𝜂𝑛𝑥 and 𝜂𝑛𝑦 are the viscosities from charge-exchange collisions 𝜂𝑛 = 𝑇𝑛/(𝑚𝑛𝜈𝑐𝑥)

and 𝑇𝑛 is the neutral gas temperature. Neutrals also have velocities in the directions

perpendicular to B due to charge-exchange and ionization:

v⊥𝑛 = − ∇⊥ (𝑛𝑛𝑇𝑛)

𝑚𝑖𝑛𝑛 (𝑛𝑖 ⟨𝜎𝑐𝑥𝑣𝑡𝑖⟩ + 𝑛𝑒 ⟨𝜎𝑖𝑣𝑡𝑒⟩)
. (2.31)

The total poloidal neutral velocity is then

𝑢𝑛𝑥 =
𝐵𝑥

𝐵
𝑣𝑖‖ −

𝐵𝑧

𝐵
𝑣𝑛𝑤, (2.32)

where 𝑣𝑛𝑤 is the component of v⊥𝑛 in the 𝑤 direction (̂i‖ × î𝑦). The radial neutral

velocity is 𝑢𝑛𝑦 = î𝑦 · v⊥𝑛.

The electron energy equation is

𝜕

𝜕𝑡

(︂
3

2
𝑛𝑒𝑇𝑒

)︂
+

𝜕

𝜕𝑥

(︂
𝐶𝑒𝑥𝑛𝑒𝑢𝑒𝑥𝑇𝑒 − 𝜅𝑒𝑥

𝜕𝑇𝑒

𝜕𝑥
− 0.71𝑛𝑒𝑇𝑒

𝐵𝑥

𝐵

𝐽‖
𝑒𝑛𝑒

)︂
+

𝜕

𝜕𝑦

(︂
𝐶𝑒𝑦𝑛𝑒𝑢𝑒𝑦𝑇𝑒 − 𝜅𝑒𝑦

𝜕𝑇𝑒

𝜕𝑦

)︂
=

(︂
𝑢𝑖𝑥

𝜕𝑝𝑒
𝜕𝑥

− 𝑢𝑖𝑦
𝜕𝑝𝑖
𝜕𝑦

− 𝑢𝑖𝑤
𝐵𝑥

𝐵

𝜕𝑝𝑝
𝜕𝑥

)︂
+ E · J−𝐾𝑞 (𝑇𝑒 − 𝑇𝑖) + 𝑆𝐸𝑒,

(2.33)

where 𝜅𝑒𝑥 = (𝐵𝑥/𝐵)2𝜅𝑒
‖ is the classical poloidal heat conductivity [78] and 𝜅𝑒

‖ =

3.16𝑛𝑒𝑇𝑒𝜏𝑒/𝑚𝑒 (the factor 3.16 is specific to atomic number 𝑍 = 1) [43]. 𝜅𝑒𝑦 = 𝑛𝑒𝜒𝑒

is the anomalous radial heat conductivity, where 𝜒𝑒 is user-specified. 𝑢𝑖𝑤 is the ion

velocity in the î‖× î𝑦 direction and is only included when cross-field drifts are enabled.

The convection coefficients 𝐶𝑒𝑥,𝑒𝑦 typically have a value of 5/2 or 3/2. E · J is the

Joule heating term. 𝑆𝐸𝑒 represents the volume electron energy sources [78]. The term

with the factor of 0.71 (which is specific to atomic number 𝑍 = 1) is the electron

thermal force due to gradients in 𝑇𝑒 that result in momentum transfer from the ions

to the electrons by collisions, and

𝐾𝑞 = 3
𝑚𝑒

𝑚𝑖

𝑛𝑒

𝜏𝑒
(2.34)
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is the collisional energy exchange coefficient [43].

The ion energy equation (where subscript 𝑗 indicates summation over ion and

neutral species and 𝑇𝑖 = 𝑇𝑛) is

𝜕

𝜕𝑡

(︂
3

2
𝑛𝑖𝑇𝑖

)︂
+

𝜕

𝜕𝑥

(︂
𝐶𝑖𝑥𝑛𝑖𝑢𝑖𝑥𝑇𝑖 − 𝜅𝑗𝑥

𝜕𝑇𝑖

𝜕𝑥

)︂
+

𝜕

𝜕𝑦

(︂
𝐶𝑖𝑦𝑛𝑖𝑢𝑖𝑦𝑇𝑖 − 𝜅𝑗𝑦

𝜕𝑇𝑖

𝜕𝑦

)︂
= u𝑖 · ∇𝑝𝑖 + 𝜂𝑖𝑥

(︂
𝜕𝑣𝑖𝑗‖
𝜕𝑥

)︂2

+ 𝜂𝑖𝑦

(︂
𝜕𝑣𝑖‖
𝜕𝑦

)︂2

+ 𝐾𝑞𝑗 (𝑇𝑒 − 𝑇𝑖) +
1

2
𝑚𝑖𝑣

2
𝑖‖𝑛𝑖𝜈𝑖𝑧 + 𝑆𝐸𝑗,

(2.35)

where 𝜅𝑖𝑥 = (𝐵𝑥/𝐵)2𝜅𝑖
‖ is the classical poloidal heat conductivity [78] and 𝜅𝑖

‖ =

3.9𝑛𝑖𝑇𝑖𝜏𝑖/𝑚𝑖 (the factor 3.9 is specific to atomic number 𝑍 = 1) [43]. 𝜅𝑖𝑦 = 𝑛𝑖𝜒𝑖 is

the anomalous radial heat conductivity, where 𝜒𝑖 is user-specified. The perpendicular

viscosity 𝜂𝑖𝑦 = 𝑚𝑖𝑛𝑖Υ𝑎⊥ is anomalous, with Υ𝑎⊥ being user-specified.

The potential equation is the result of subtracting the ion and electron continuity

equations with 𝑛𝑖 = 𝑛𝑒:

∇ · J(𝜑) =
𝜕

𝜕𝑥
(𝐽𝑥) +

𝜕

𝜕𝑦
(𝐽𝑦) = 0, (2.36)

where J excludes the magnetization current, which has zero divergence due to being

the curl of a vector. The components of J are

J =

[︂
𝑛𝑒 (v𝑖,∇𝐵 − v𝑒,∇𝐵) · î𝑥 + 𝐽‖

𝐵𝑥

𝐵

]︂
î𝑥 + 𝑛𝑒 (𝑣𝑖,𝑦1 − 𝑣𝑒,𝑦1) î𝑦. (2.37)

Because terms due to the B ×∇B drift do not depend on 𝜑, they act as sources in

equation 2.36. The equation for the parallel current 𝐽‖ is obtained from the electron

parallel momentum equation with 𝑚𝑒 → 0:

𝐽‖ =
𝑒𝑛

0.51𝑚𝑒𝜈𝑒

𝐵𝑥

𝐵

(︂
1

𝑛

𝜕𝑝𝑒
𝜕𝑥

− 𝑒
𝜕𝜑

𝜕𝑥
+ 0.71

𝜕𝑇𝑒

𝜕𝑥

)︂
, (2.38)

where 𝜈𝑒 is the electron collision frequency [78] and the numerical coefficients are for

atomic number 𝑍 = 1 [43].

The two perpendicular velocities 𝑣𝑤 and 𝑣𝑦 due to drifts and currents are obtained
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from the electron and ion momentum equations

𝜕𝑛𝑖,𝑒𝑚𝑖,𝑒v𝑖,𝑒

𝜕𝑡
+ ∇ · (𝑚𝑖,𝑒𝑛𝑖,𝑒v𝑖,𝑒v𝑖,𝑒)

= −∇𝑝𝑖,𝑒 ± 𝑒𝑛𝑖,𝑒 (E + v𝑖,𝑒 ×B) − F𝑖,𝑒 −R𝑖,𝑒 + S𝑚
𝑖,𝑒,

(2.39)

where F𝑖,𝑒 = ∇ · Π𝑖,𝑒 is the viscous force, R𝑖,𝑒 is the friction force, and the source

terms S𝑚
𝑖,𝑒 describe external momentum exchange with neutrals. The perpendicular

velocities are solved for iteratively, beginning with the E×B and diamagnetic drifts,

which are dominant. Ion and electron velocities are denoted by the upper and lower

signs, respectively:

𝑣𝑤0 =
1

𝐵

(︂
𝜕𝜑

𝜕𝑦
± 1

𝑒𝑛

𝜕𝑝𝑖,𝑒
𝜕𝑦

)︂
≡ 𝑣𝑤,𝐸 + 𝑣𝑤,∇𝑝, (2.40)

𝑣𝑦0 = − 1

𝐵

(︂
𝜕𝜑

𝜕𝑤
± 1

𝑒𝑛

𝜕𝑝𝑖,𝑒
𝜕𝑤

)︂
− 𝐷𝑎

𝑛𝑖,𝑒

𝜕𝑛𝑖,𝑒

𝜕𝑦
≡ 𝑣𝑦,𝐸 + 𝑣𝑦,∇𝑝 + 𝑣𝑦,𝑎. (2.41)

With 𝐵 constant, these velocities do not contribute to ∇·J = 0, while the first-order

corrections to 𝑣𝑦 do. The corrections are given by

𝑣𝑖,𝑦1 =
1

𝑛𝜔𝑐𝑖

𝜕

𝜕𝑦
𝑛Υ𝑎⊥

𝜕

𝜕𝑦
𝑣𝑤0 −

𝑣𝑟0
𝜔𝑐𝑖

𝜕

𝜕𝑦
𝑣𝑤0 −

(𝜈𝑐𝑥 + 𝜈𝑛𝑒𝑜)

𝜔𝑐𝑖

𝑣𝑤0 + v𝑖,∇𝐵 · î𝑦, (2.42)

𝑣𝑒,𝑦1 = v𝑒,∇𝐵 · î𝑦, (2.43)

where 𝜔𝑐𝑖 = 𝑒𝐵/𝑚𝑖 is the ion cyclotron frequency. In order of appearance, the

correction terms are due to the anomalous viscosity with diffusion coefficient Υ𝑎⊥,

inertia, neoclassical transport and charge-exchange, and the B ×∇B and curvature

drifts. The electron velocity correction is simpler due to small mass approximations.

In the 𝑥-direction, the ion and electron velocity corrections are

𝑣𝑥1 ≈ V∇𝐵 · î𝑥 (2.44)

[49].
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2.4.2 Boundary conditions

At the core boundary, UEDGE can have fixed temperatures 𝑇𝑒 and 𝑇𝑖 or fixed SOL-

input powers 𝑃𝑒 and 𝑃𝑖, defined independently for ions and electrons. Neutral/ion

particle sources/sinks can be defined at boundaries and over volume regions. At all

radial boundaries and at the targets, the neutral albedo and recycling coefficients can

be specified. At all radial boundaries, the density, temperature, parallel velocity, and

electric potential boundary conditions can generally be either fixed-value, extrapo-

lated (e.g. ∇2
𝑦𝑇 = 0), gradient length-based (e.g. 𝑇/∇𝑦𝑇 = 0.1), or flux-based. More

specialized boundary condition options also exist. At the targets, the parallel velocity

can be set to the sound speed or allowed to be higher, flux limits can be configured

with any value or disabled, and the values of the electron and ion sheath heat flux

coefficients can be changed [78].

2.4.3 Anomalous transport

In UEDGE, the main transport coefficients that can be specified in each cell are

the particle diffusivity 𝐷, convective velocity 𝑣conv, and electron and ion thermal

diffusivities 𝜒𝑒 and 𝜒𝑖. The cross-field fluxes of particles (Γ𝑛) and energy (𝑞𝑒 and 𝑞𝑖)

are largely determined by these transport coefficients, the density 𝑛, the electron and

ion temperatures 𝑇𝑒 and 𝑇𝑖, and the cross-field gradients:

Γ𝑛 = −𝐷∇𝑛 + 𝑣conv𝑛, (2.45)

𝑞𝑒,𝑖 = −𝜒𝑒,𝑖𝑛∇𝑇𝑒,𝑖 +
5

2
Γ𝑛𝑇𝑒,𝑖. (2.46)

𝐷, 𝑣conv, 𝜒𝑒, and 𝜒𝑖 are commonly set ad-hoc to replicate experimentally measured

midplane profiles in UEDGE. Suitable profiles may be obtained with spatially uniform

transport coefficients, but radial variations of the transport coefficients are typically

employed in order to get a good match with measured profiles. To create a density

pedestal, one common strategy is to include a radially varying profile of 𝐷 with a

transport barrier (reduced value) near the separatrix, where 𝐷 goes to a minimum,
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with uniform 𝑣conv = 0. Another strategy is to have a uniform value of 𝐷 with

a radially varying profile of 𝑣conv that is largely negative and reaches a minimum

near the separatrix, “pinching” particles radially inward. To create a temperature

pedestal, 𝜒𝑒 and 𝜒𝑖 usually have a transport barrier near the separatrix. These

transport coefficient profiles can be tuned by hand or calculated iteratively.

Other anomalous transport parameters that can be specified are the radial dif-

fusivity of toroidal momentum, which is a factor in the potential equation, and the

radial diffusivity of parallel momentum. These parameters are spatially uniform but

can be different for each ion species.

2.4.4 Atomic data

In the plasma edge, the balance of particles is governed by electron-impact ion-

ization of neutrals and the recombination of ion-electron pairs into neutrals. At

𝑛𝑒 ≥ 1019 m−3, the rates of electron excitation, de-excitation, and ionization colli-

sions are similar to the rates of radiative decay for the excited states of hydrogen.

Multi-step effects therefore become important to consider, including multi-step ion-

ization (e− +H → e− +H* → 2e− +H+) and (at 𝑇𝑒 ≤ 3 eV) three-body recombination

(e− + e− + H+ → e− + H). This so-called collisional-radiative treatment is essential

to accurately model hydrogen in tokamak divertors. UEDGE uses tabulated rates

of hydrogen ionization and recombination from a collisional-radiative model [79, 80].

Figure 2-6 shows the rate coefficients in UEDGE for hydrogen ionization, recombina-

tion, and charge-exchange at various temperatures and densities.

While UEDGE simulations usually include neutral atoms, molecular interactions

can also play an important role at high collisionality, especially near the onset of

detachment. A molecular model has been implemented in UEDGE including electron-

impact dissociation, elastic scattering, and energy equipartition. The molecular model

was found to have a significant impact on solutions at high collisionality and to result

in an earlier onset of detachment [56], but is not used in this study.
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Figure 2-6: Ionization, recombination, and charge-exchange rate coefficients for deu-
terium in UEDGE at various electron temperatures and densities.

2.4.5 Fixed-fraction impurity model

In the fixed-fraction impurity model of UEDGE, the impurity density is a constant,

user-specified fraction of the main ion density. This model reflects the assumption

that the spatial transport of the various charge states is slow relative to the atomic-

rate times that establish the equilibrium distribution of charge states [80]. The model

uses impurity-specific look-up tables for radiation/cooling rates obtained from non-

equilibrium coronal simulations using the MIST code [81]. The impurity emissivity

is a function of the electron temperature, the charge-exchange recombination rate

of neutral hydrogen, and the impurity lifetime due to convection. The impurity

charge-exchange rate is calculated using the neutral density. The impurity lifetime is

user-specified, with a default value of 1 second—solutions do not change significantly

unless a much lower value is used. The impurity radiation energy is removed from

the electron energy equation [78]. Figure 2-7 shows example cooling rate curves for

various impurity elements when spatial transport is ignored.
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Figure 2-7: Cooling rates as a function of electron temperature for carbon, helium,
and neon impurities when spatial transport is ignored. These rates must be multiplied
by the impurity density and the electron density in order to obtain the radiated power
density in units of W/m3. Figure reproduced from [80].

2.4.6 Flux limiting

In the Spitzer-Härm model [82], the parallel conducted heat flux is

𝑞SH(𝑒,𝑖) = −𝜅0(𝑒,𝑖)𝑇
5/2
(𝑒,𝑖)

d𝑇(𝑒,𝑖)

d𝑠‖
, (2.47)

where 𝜅0 is the electron and ion thermal conductivity (𝜅0𝑒 ∼ 2000 W eV−7/2 m−1 and

𝜅0𝑖 ∼ 60 W eV−7/2 m−1 for deuterium [9]). The Spitzer-Härm model is one of local

transport (as it depends on the local temperature) and is valid at high collisionality.

At low collisionality, however, the mean free path between collisions is comparable to

the parallel connection length, and the character of transport is nonlocal, requiring

kinetic simulations or an approximation thereof. In UEDGE, this approximation is

accomplished through flux limiting.

Flux limits are imposed on parallel transport in UEDGE by harmonic averaging

of the Spitzer-Härm heat flux and a fraction 𝛼 of the free-streaming heat flux 𝑞fs(𝑒,𝑖):

𝑞fs(𝑒,𝑖) = 𝑛(𝑒,𝑖)𝑣t(𝑒,𝑖)𝑘𝐵𝑇(𝑒,𝑖), (2.48)
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1

𝑞‖(𝑒,𝑖)
=

1

−𝜅0(𝑒,𝑖)𝑇
5/2
(𝑒,𝑖)

d𝑇(𝑒,𝑖)

d𝑠‖

+
1

𝛼(𝑒,𝑖)𝑛𝑣t(𝑒,𝑖)𝑘B𝑇(𝑒,𝑖)

. (2.49)

This can also be represented by an effective conductivity:

𝑞‖ = 𝜅eff𝑞SH, (2.50)

𝜅eff =
𝜅SH

1 +
⃒⃒⃒
𝑞SH
𝛼𝑞fs

⃒⃒⃒ . (2.51)

Flux limiting is effectively disabled by setting 𝛼 to a very large value and usually

enabled by setting 𝛼 = 0.21, which matches certain kinetic modeling results [78, 83–

87]. The 𝛼 coefficient is usually given the same value for ion and electron parallel heat

flux. The ion parallel viscosity is similarly limited with a parameter which is usually

set to 0.5 in the case of flux limiting. These flux limiting coefficient values result

from fits to Monte Carlo and Fokker-Planck calculations, but can vary depending

on plasma parameters. The default UEDGE flux limiter setting (used in this thesis)

applies flux limiting only to the conducted heat flux, not the total conducted and

convected heat flux.

Diffusive neutral fluxes are flux-limited in the radial and poloidal directions. The

neutral viscosity and neutral fluxes driven by temperature gradients are also flux-

limited. For neutrals, reasonable values of the flux-limiting coefficients are around

1. Flux limiting can cause computational difficulties when gradients are steep [78].

More sophisticated methods of flux limiting also exist and can be more accurate than

the harmonic average scheme used in UEDGE [88].

2.5 Summary

This chapter has reviewed key concepts, e.g. tokamaks, divertors, exhaust heat flux,

detachment, and flux limits, that will be explored in the following chapters. Of crucial

importance for much of the work that follows was the introduction of the UEDGE

simulation code, a powerful tool that will be used for analysis and prediction.
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Chapter 3

Heat flux width studies in Alcator

C-Mod

In tokamaks, the heat flux width 𝜆𝑞 describes the decay length of the parallel heat flux

into the scrape-off layer (SOL). 𝜆𝑞 is typically inferred by analysis of the heat flux to

the divertor target and subsequent magnetic mapping of the profile from the target to

the outboard midplane. The target heat flux is obtained using infrared thermography,

embedded thermocouples, or Langmuir probe measurements. The mapped profiles are

fit with a parametric function. A small value of 𝜆𝑞 results in challengingly large heat

fluxes to the divertor, which, if not mitigated, can result in unacceptable sputtering

and melting of plasma-facing components. Empirical databases and power law fits

are a common technique in fusion research to project parameters to new devices,

lacking validated theoretical or first-principles ways of doing so. In this study, a C-

Mod database is augmented with midplane electron density and temperature data

to verify whether any edge local quantity or gradient is well-correlated with 𝜆𝑞. The

results of this study have been published in [89].

3.1 Previous heat flux width studies

A multi-machine study by Eich et al. [7] found that 𝜆𝑞 scales approximately as the

inverse of the poloidal magnetic field 𝐵𝑃 measured at the outer midplane separatrix
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for plasmas with H-mode confinement and with the outer divertor “leg” attached to the

divertor target. Data from C-Mod was included in that study and, because of its high

field and small size, played a key role in the scaling. This scaling predicts 𝜆𝑞 < 1 mm

for ITER and SPARC [8, 41], for plasmas in which ∼100 MW (ITER) [7] and ∼28 MW

(SPARC) of power is foreseen to reach the scrape-off layer [41]. A subsequent study

of an extensive C-Mod database found that the average pressure from stored energy

(𝑝 = 2/3 𝑊MHD/𝑉LCFS, where 𝑊MHD is the plasma stored energy and 𝑉LCFS is the

plasma volume inside the magnetic separatrix, both calculated from EFIT magnetic

reconstructions [90]) was an excellent predictor of 𝜆𝑞, with a unified scaling across L-,

I-, and H-mode confinement regimes [8]. Both of these empirical scalings imply that

high-pressure, high-performance fusion plasmas with conventional magnetic divertor

shapes (e.g. the single-null configuration) will likely produce unsustainably high heat

flux densities if unmitigated, further motivating the development of solutions such as

controlled detachment [12] and advanced divertor configurations such as the super-X

[16, 21, 28, 32], X-point target [18, 21, 28, 32, 41], and snowflake divertor [17, 39, 40].

A 2020 study on ASDEX Upgrade (AUG) [91] found a correlation between 𝜆𝑞

and the average pressure, and a stronger correlation between 𝜆𝑞 and the edge elec-

tron pressure from Thomson scattering data at 𝜌pol = 0.95, where 𝜌pol =
√

Ψ𝑁 and

Ψ𝑁 = (Ψ−Ψaxis)/(Ψsep−Ψaxis) is the normalized poloidal flux. Furthermore, it found

that 𝜆𝑞 scales with the electron pressure decay length at the separatrix, 𝜆𝑝𝑒, and that

the data conformed to a relationship of 𝜆𝑞 = 2/7𝜆𝑇𝑒 between the heat flux width and

the separatrix electron temperature decay length as expected in the Spitzer-Härm

electron heat conduction regime [91]. It is reasoned that the localized edge pressure

and gradients are more directly correlated with the heat flux width than the average

pressure. Earlier work on AUG has also verified that profile edge gradients are related

to 𝜆𝑞 [92]. The main goal of the present study is to determine whether localized quan-

tities and gradients also provide better scalings than the volume-averaged pressure in

Alcator C-Mod.

The unified scalings with average pressure in C-Mod and with average/edge pres-

sure in AUG differ from others in the literature, which tend to be developed for
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individual confinement modes. Early multi-device studies focused on L-mode [93]

and H-mode extrapolations of 𝜆𝑞 to ITER [7, 94]. The heuristic drift model performs

well for H-modes across several devices but overpredicts 𝜆𝑞 in C-Mod [95, 96]. The

C-Mod scaling with average pressure has also been tested on a multi-machine L-mode

database, which found acceptable cross-device performance that was improved by the

inclusion of the inverse aspect ratio 𝑎/𝑅0 and the plasma beta (the study also tested

many other L-mode scalings) [97]. The critical gradient model, in which a ballooning

instability sets an upper limit on the pressure gradient scale length that is related to

the heat flux width, is satisfied in DIII-D discharges but does not provide as good

a scaling for 𝜆𝑞 as the heuristic drift model [98, 99]. A theory-based scaling for the

near SOL pressure decay length in L-mode, however, has been found to be a good

predictor of the experimentally measured 𝜆𝑞 in a multi-machine database [100]. Re-

cent studies in H-mode on AUG found that a turbulence control parameter is highly

relevant [101] and that filament transport can have a strong impact on 𝜆𝑞, an effect

that is not captured by many of the existing scalings [102]. This underscores the

importance of developing empirical scalings for 𝜆𝑞 from databases that cover a wide

variety of plasma conditions.

3.2 The plasma edge database

The C-Mod heat flux width database [8] contains fits to the outer divertor heat

flux profile measured through strike-point sweeping (figure 3-1) for around 300 dis-

charges expressing no edge-localized modes (ELMs). In the present work, the original

database was narrowed down to around 120 discharges that have good core and edge

profile data from the Thomson scattering system and stationary plasma conditions

over a period of at least 100 milliseconds, resulting in the parameter ranges shown

in table 3.1. While the database covers a wide range of engineering parameters, the

ranges of plasma triangularity and elongation are narrow due to the requirement to

sweep the outer strike point over the Langmuir probes and surface thermocouples

to measure heat flux profiles on the lower outer divertor target. As in the original
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Figure 3-1: Overview of a strike-point sweep for an example discharge (1160718025)
showing the change in separatrix location, Thomson scattering data for electron den-
sity and temperature, and parallel heat flux measured at the divertor surface by
Langmuir probes and surface thermocouples. The profile data are colored according
to the time of their measurement and correspond to the colors of the separatrix.
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database, there are approximately equal proportions of L-mode, I-mode [11], and en-

hanced D-alpha (EDA) [103] H-mode discharges. Approximately half of the L-mode

discharges are with “forward” toroidal field (i.e. with the ion B × ∇B drift toward

the X-point and lower divertor) and half are with “reversed” toroidal field. All of the

I-mode discharges are with reversed field, and all of the EDA H-mode discharges are

with forward field. No relationship is observed between the heat flux width and the

toroidal field direction, all else being similar.

The target heat flux profiles are fit using a piecewise sum of exponentials called

the multi-𝜆 fit [8]:

𝑞‖(𝜌) =

⎧⎨⎩ (𝑞0 − 𝑞pf) 𝑒
𝜌/𝜆𝑞 pn , 𝜌 < 0

(𝑞0 − 𝑞cf) 𝑒
−𝜌/𝜆𝑞 cn + 𝑞cf𝑒

−𝜌/𝜆𝑞 cf , 𝜌 ≥ 0
(3.1)

where 𝜆𝑞 cn and 𝜆𝑞 cf describe the falloff in the near and far common flux region and

𝜆𝑞 pn describes the near private flux region (this equation was convolved with a Gaus-

sian in order to better fit the data, as detailed in section 2.2.4). This function provides

a well-matching shape over the large dynamic range of the probe and thermocouple

data, rather than the original parametric single-𝜆 fit that was used for fitting in-

frared measurements of divertor heat flux from multiple machines including C-Mod

and AUG [7]. One of the quantities obtained from the multi-𝜆 fit, 𝜆𝑞 cn, describes the

falloff in heat flux density in the near common flux region, just as 𝜆𝑞 in the single-𝜆

fit does, so they can be treated the same despite originating from different parametric

fits. In this work, the “𝜆𝑞” values from C-Mod are actually 𝜆𝑞 cn.

The C-Mod and AUG databases have some notable differences. The C-Mod

database includes higher average pressures and lower values of 𝜆𝑞 than the AUG

database: C-Mod has 𝑝 of 12–160 kPa and 𝜆𝑞 of 0.6–2.3 mm, while AUG has 𝑝 of

3–35 kPa and 𝜆𝑞 of 0.8–5 mm. The C-Mod database also includes a larger range of

average pressures for I- and H-mode discharges compared to AUG. The AUG database

includes both inter-ELM periods from ELMy H-modes and ELM-free H-modes, while

the H-modes in the C-Mod database are EDA H-modes, which have no ELMs but

rather a quasi-coherent edge mode that flushes impurities and particles out of the
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Parameter Range

On-axis toroidal magnetic field 𝐵𝑇 5.1–7.9 T
Poloidal magnetic field 𝐵𝑃 0.42–1.3 T
Average electron density 𝑛𝑒 4.4 × 1019–4.8 × 1020 m−3

Input power 𝑃in 0.52–5.8 MW
Elongation 𝜅 1.5–1.8
Triangularity 𝛿 0.49–0.61

Table 3.1: Parameter ranges for the subset of the C-Mod heat flux width database
with good profile data. The poloidal magnetic field is that calculated 1 mm outside
the separatrix at the outer midplane.

confined plasma, thereby maintaining a steady-state H-mode [104, 105].

3.3 Profile fitting

The C-Mod core and edge Thomson scattering diagnostics were used to obtain elec-

tron density and temperature data [106]. Electron cyclotron emission (ECE) diag-

nostics (GPC1 and GPC2) were used to obtain additional electron temperature data

[107]. Gaussian process regression (GPR) [108] was used to fit the profiles of den-

sity and temperature (figure 3.1). Confidence bounds resulting from this method

are not rigorous because the Markov chain Monte Carlo (MCMC) method was not

used; MCMC can require time-consuming fine tuning which was not feasible for 120

profiles.

In order to overcome uncertainty in the location of the separatrix in the Thomson

scattering profiles [109, 110], the profiles of electron density and temperature obtained

from GPR fitting were shifted to have a separatrix temperature consistent with the

2-point model [9]:

𝑇 sep
𝑒 ≈

(︂
7

16

𝑃sep𝑞
2
cyl𝐴

𝜅𝑒
0�̂�𝜆𝑞

)︂2/7

(3.2)

as was done for the AUG profiles [91]. The power crossing the separatrix, 𝑃sep, was

approximated as 𝑃ICRF + 𝑃OH − d𝑊/d𝑡 − 𝑃rad core, where the core radiated power

is computed from a foil bolometer array. 𝑞cyl = 𝐵𝑇 �̂�
⟨𝐵𝑃 ⟩𝐴 is the safety factor, where

𝐵𝑇 is the toroidal magnetic field at the magnetic axis, ⟨𝐵𝑃 ⟩ = 𝜇0𝐼𝑃
2𝜋𝑎̂︀𝜅 is the average
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Figure 3-2: Example of electron temperature and density data and resulting fits from
GPR for an H-mode discharge (1160729008). The light blue shaded region around
the GPR fit shows the confidence bounds.

poloidal magnetic field, 𝐴 = 𝑅/𝑎 is the aspect ratio, and �̂� =
√︀

1 + 𝜅2/2, where 𝜅 is

the elongation. A value of 𝜅𝑒
0 ≈ 2000 (eV)7/2 W m−1 was used for the Spitzer-Härm

electron conductivity. The values of 𝜆𝑞 were those from the experimental database,

obtained from fits to the heat flux profile at the outer target. The values of 𝑇 sep
𝑒

obtained using this formalism ranged from 54 to 160 eV.

3.4 Heat flux width scalings with local quantities

Figure 3-3 compares the scaling of 𝜆𝑞 with the average pressure evaluated from the

plasma stored energy (figure 3-3(a)), and the scaling with the electron pressure at

𝜌pol = 0.95 (Ψ𝑁 = 0.90) from temperature and density profiles (figure 3-3(b)). The

data are fit with scalings of the form 𝜆𝑞/mm = 𝐴(𝑝/kPa)𝑏, with 𝐴 and 𝑏 being the

two free parameters output by the fit. There is good agreement between C-Mod and

AUG in the scaling of heat flux width with average pressure across all modes: the

C-Mod scaling is 𝜆𝑞/mm = (8.2 ± 0.5)(𝑝/kPa)−0.48±0.02, while the AUG scaling is
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𝜆𝑞/mm = (7.6 ± 0.25)(𝑝/kPa)−0.52±0.01 [91]. Both fit factors are very similar, making

this a remarkably good cross-regime and cross-device scaling. The fits with electron

pressure at 𝜌pol = 0.95, 𝜆𝑞/mm = (2.5 ± 0.02)(𝑝95𝑒 /kPa)−0.34±0.01 (AUG) [91] and

𝜆𝑞/mm = (1.8±0.1)(𝑝95𝑒 /kPa)−0.26±0.03 (C-Mod) are quite similar. The absolute value

of the edge pressure fit exponent is lower than that of the fit with average pressure.

There is also considerably more scatter in the edge data, with lower coefficients of

determination (𝑅2) in all cases. Finally, if data from L-, I-, and H-mode are fit

separately as a function of 𝑝95𝑒 , the H-mode heat flux width scales as (𝑝95𝑒 )−0.55, which

is quite a different exponent compared to that of the L-modes (−0.27) and I-modes

(−0.21). The AUG database has a smaller range of average and edge pressures in

H-mode, making it difficult to say whether a separate trend for H-modes is observed

in AUG.
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Figure 3-3: Scalings of the heat flux width with (a) average pressure from stored
energy and (b) with electron pressure at 𝜌pol = 0.95 fit with regressions of form
𝜆𝑞/mm = 𝐴(𝑝/kPa)𝑏. Fits within individual confinement modes are shown by the
correspondingly colored lines, and fits across all confinement modes are shown by
black lines.

Figure 3-4(a) shows an approximately linear relationship between core (𝜌pol ≈ 0.1)

electron pressure and average pressure, with all confinement modes obeying a similar
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trend, but in figure 3-4(b) H-modes have clearly higher edge pressure at 𝜌pol = 0.95

than L- and I-modes. This is expected due to the fact that the majority of H-modes

do not have higher core pressure than L- and I-mode discharges, but have higher edge

pressure due to their higher edge density. This explains why using the edge pressure

for regressions in this database leads to different trends for different confinement

modes.
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Figure 3-4: (a) Core (𝜌pol ≈ 0.1) electron pressure as a function of the average
pressure from stored energy, and (b) electron pressure at 𝜌pol = 0.95 as a function of
the average pressure.

The large range of average pressures in the C-Mod database across all confinement

modes and the availability of profiles of 𝑛𝑒 and 𝑇𝑒 make it possible to exhaustively

evaluate relationships between 𝜆𝑞 and local plasma parameters. Figure 3-5 shows

regressions of the form 𝜆𝑞 = 𝐴𝑋𝑏, where 𝑋 is alternately 𝑝𝑒, 𝑛𝑒, and 𝑇𝑒, and fits are

performed at every radial coordinate. Superimposed in dashed horizontal lines are the

results of fits using volume-averaged quantities. 𝑝 is obtained from the plasma stored

energy while 𝑛𝑒 and 𝑇 𝑒 are obtained by integrating profiles from Ψ𝑁 of 0 to 1, with

no 𝑇 sep
𝑒 -based shifting to avoid having to extrapolate profiles in case of an outward

shift (note that the 𝑇 sep
𝑒 -based shifting impacts the average values much less than it

does the local values). The graphs show Ψ𝑁 up to 1.03, past which the experimental

data can be scarce due to the 𝑇 sep
𝑒 -based shifting or have large error bars, and the

value of 𝑅2 is near zero.
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Figure 3-5: (top row) Exponent obtained from fitting a regression of form 𝜆𝑞 = 𝐴𝑋𝑏

at each radial coordinate of normalized poloidal flux Ψ𝑁 , with 𝑋 being the electron
pressure (column a), electron density (column b), and electron temperature (col-
umn c). (bottom row) Coefficient of determination 𝑅2 for each regression. Colored
lines show fits to individual confinement modes, and black lines show fits to all con-
finement modes. Dashed horizontal lines show exponents and 𝑅2 values for fits to
volume-averaged quantities: average pressure from stored energy (column a), aver-
age electron density from profiles (column b), and average electron temperature from
profiles (column c).
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The fits of 𝜆𝑞 with 𝑝𝑒, 𝑛𝑒, and 𝑇𝑒 computed at every point along the profiles in

figure 3-5 can be used to determine the local quantities most strongly correlated with

𝜆𝑞 for discharges in all confinement modes (L+I+H, black lines in figure 3-5). The

scalings with 𝑝𝑒 for all modes in the region of Ψ𝑁 < 0.5 have the highest 𝑅2 among

the local quantity scalings, while the edge 𝑇𝑒 at 𝜌pol = 0.95 (Ψ𝑁 = 0.90) somewhat

exceeds the 𝑅2 of the 𝑝𝑒 fit at the same location. The local 𝑛𝑒 fits for all modes have

quite low 𝑅2 over the entire profile due to the separate clustering of each confinement

mode (not shown). Fits using the average quantities (dashed lines in figure 3-5) have

higher 𝑅2 than the local 𝑝𝑒 fits but similar 𝑅2 compared to those with 𝑛𝑒 and 𝑇𝑒.

It can therefore be concluded that the core pressure and to a lesser extent the edge

temperature are most strongly correlated with 𝜆𝑞 across all confinement modes.

The scalings of 𝜆𝑞 in individual confinement modes in figure 3-5 show the compli-

cated realities that underlie the scalings for L+I+H mode. The scaling with 𝑝 is the

most unified across modes, with the dashed lines in figure 3-5(a) showing exponents

that are very similar in value. In scalings with 𝑛𝑒 and 𝑝𝑒, H-modes have very different

exponents compared to L- and I-modes. H-modes also have significantly poorer fits

with 𝑇𝑒 compared to L- and I-mode. This visualization shows that the scalings of 𝜆𝑞

with local quantities are in all cases less unified across confinement modes than those

with average quantities: H-mode scalings with local quantities in particular stand out

compared to L- and I-mode, warranting further investigation.

The importance of 𝑝95𝑒 in predicting 𝜆𝑞 is also tested using fits which allow for

independent exponents of electron density and temperature:

𝜆𝑞

mm
= 𝐴

(︂
𝑛𝑒

1020 m−3

)︂𝑏(︂
𝑇𝑒

keV

)︂𝑐

. (3.3)

The results of these fits are shown in figure 3-6. In the region of 𝜌pol ≈ 0.1, the

𝑛𝑒 and 𝑇𝑒 exponents are both around −0.6 (see figure 3-6(a) 𝑥-axis label), which

is close to the 𝑝 scaling exponent of −0.48 (figure 3-3(a)), and results in the same

𝑅2 value as the fit with 𝑝core𝑒 alone. Further toward the edge, the fit exponent is

larger in magnitude for 𝑇𝑒 (−0.5) than 𝑛𝑒 (−0.15). These two-parameter fits have a
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higher 𝑅2 in the edge than the fit with 𝑝95𝑒 alone (figure 3-5(a) black curve), but the

low 𝑅2 of the 𝑝95𝑒 fit is mainly due to the H-modes having a different slope and less

overlap compared to L/I-mode (figure 3-3(b)). These fits with independent 𝑛𝑒 and 𝑇𝑒

exponents indicate that near the core, the pressure is indeed the important variable

to predict 𝜆𝑞, because 𝑛𝑒 and 𝑇𝑒 have similar exponents in the optimal fit, while near

the edge, the temperature appears to be more important than the pressure.
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Figure 3-6: 𝜆𝑞 measurements compared to predictions from the regression 𝜆𝑞 = 𝐴𝑛𝑏
𝑒𝑇

𝑐
𝑒

fit from profiles (a) at 𝜌pol ≈ 0.1 and (b) at 𝜌pol = 0.95. The identity line is shown in
black.

Because the H-modes appear to follow quite a different scaling of 𝜆𝑞 with edge

quantities compared to L/I-mode, another option is to abandon the unified scalings

and use a different scaling for each confinement mode, i.e. 𝜆𝑞 = 𝐴𝑚𝑝
𝑏𝑚
𝑒,95 where the

index 𝑚 indicates the confinement mode in which the fit was calculated (the values

of 𝐴 and 𝑏 for each confinement mode are shown in the legend of figure 3-3(b)).

This mode-dependent fit with 𝑝𝑒,95 (shown in figure 3-7(b)) results in an 𝑅2 value

of 0.71, approaching the quality of the 𝑝 scaling (shown for comparison in figure 3-

7(a)). A mode-dependent fit using independent exponents for 𝑛𝑒 and 𝑇𝑒 at 𝜌pol = 0.95

(𝜆𝑞 = 𝐴𝑚𝑛
𝑏𝑚
𝑒,95𝑇

𝑐𝑚
𝑒,95) did not provide much improvement, achieving an 𝑅2 value of 0.73.

It is therefore possible to achieve accurate predictions of 𝜆𝑞 in C-Mod using edge 𝑝𝑒

if the confinement mode is taken into account, and random error in the 𝑛𝑒 and 𝑇𝑒
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profiles does not appear to be entirely responsible for the significantly lower 𝑅2 of the

mode-independent 𝑝95𝑒 scaling.
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Figure 3-7: Comparison of the experimental 𝜆𝑞 with (a) 𝜆𝑞 predicted by the Brunner
scaling with 𝑝 and (b) 𝜆𝑞 predicted by a mode-dependent fit with 𝑝𝑒 at 𝜌pol = 0.95.
The identity line is shown in black.

3.5 The heat flux width and edge gradients

In Alcator C-Mod, the heat flux width appears to be overall weakly correlated with

separatrix gradient scale lengths (e.g. 𝐿sep
𝑇𝑒 = 𝑇 sep

𝑒 /|∇𝑇 sep
𝑒 |), as shown in figure 3-8.

No single gradient scale length variable appears to have a much stronger correlation

with 𝜆𝑞 than the others. Comparing confinement modes, H-modes may have a strong

correlation between 𝜆𝑞 and the pressure and density gradient lengths, but there is

significant uncertainty in this statement due to the small range of H-mode gradient

lengths. L- and I-modes cover a large range of all gradient lengths but show very

little correlation with 𝜆𝑞. The AUG database finds a strong cross-regime correlation

between 𝜆𝑞 and 𝜆𝑇𝑒, which are well fit by 𝜆𝑞 = 2/7𝜆𝑇𝑒, the scaling of the Spitzer-Härm

electron heat conduction regime. Within individual confinement modes in the AUG

database of [91], the Spitzer-Härm scaling is only evident for the L-mode points, but

in a different database of AUG H-modes only, the Spitzer-Härm scaling is superior
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to the flux-limited model [92]. This is different from what is found in the C-Mod

database, where the Spitzer-Härm scaling does not adequately characterize any of the

individual confinement modes. This may be due to the L-mode data in C-Mod having

a maximum 𝐿sep
𝑇𝑒 of 10 mm, while the data in AUG with 𝐿sep

𝑇𝑒 between 10–15 mm are

crucial to observe the Spitzer-Härm scaling [91]. H-modes in C-Mod also have smaller

𝐿sep
𝑇𝑒 in the range of 1–6 mm compared to 5–8 mm [91] and 4–11 mm [92] in AUG, and

the Spitzer-Härm scaling underestimates 𝜆𝑞 in C-Mod while it overestimates it in

AUG [91]. This may be due to C-Mod H-modes having lower collisionality, which

would result in the Spitzer-Härm scaling being less adequate due to more important

kinetic effects, nonlocal transport, and heat flux limiting. This could also explain why

the AUG data is better fit by scalings with 𝑝95𝑒 and 𝜆SOL
𝑝𝑒 than the C-Mod data: if

the AUG SOL is better characterized by local transport than the C-Mod SOL, AUG

would see better correlations of 𝜆𝑞 with local quantities and gradients. One possible

source of error in comparing C-Mod and AUG gradient scale lengths is that they are

estimated differently. In the AUG analysis, a small region about the separatrix is fit

by an exponential with decay length 𝜆𝑇𝑒, with 𝜆𝑇𝑒 = 𝐿sep
𝑇𝑒 . In contrast, the gradient

lengths in the C-Mod database are calculated from the full-profile GPR fits.

0 2 4 6 8
Lsep

pe  [mm]

0

0.5

1

1.5

2

2.5

q [
m

m
]

(a)

0 10 20 30
Lsep

ne  [mm]

0

0.5

1

1.5

2

2.5 (b)

0 5 10
Lsep

Te  [mm]

0

0.5

1

1.5

2

2.5 (c)

q = 2/7 Lsep
Te

L

H

Figure 3-8: Heat flux width as a function of the gradient length evaluated at the
separatrix for (a) electron pressure, (b) electron density, and (c) electron temperature.
The solid black line in (c) shows 𝜆𝑞 assuming Spitzer-Härm electron heat conduction.
The dashed black vertical lines show the smallest radial feature size of approximately
1.5 mm that can be resolved by Thomson scattering.

Finally, the relationship between 𝜆𝑞 and the pedestal pressure gradient length and
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the relationship between the pedestal and separatrix pressure gradient lengths are

examined (figure 3-9). The pressure gradient length at the pedestal is defined, for the

purpose of comparison to AUG, by the same approximation of

𝐿ped
𝑝𝑒 = − 𝑝𝑒

∇𝑝𝑒
≈ 𝑝95𝑒 + 𝑝sep

𝑒

2
· 𝑅

sep −𝑅95

𝑝95𝑒 − 𝑝sep
𝑒

(3.4)

[91]. In figure 3-9(a) there is a somewhat unified trend between 𝜆𝑞 and 𝐿ped
𝑝𝑒 across all

confinement modes, with a similar amount of scatter as in the AUG database. 𝐿ped
𝑝𝑒

appears to be a better predictor of 𝜆𝑞 in C-Mod than 𝐿sep
𝑝𝑒 , at least for L- and I-mode

discharges (figure 3-9(a) compared to figure 3-8(a)). In figure 3-9(b) the inverse

gradient length at the separatrix is compared to the approximate pedestal inverse

gradient length, showing significantly greater spread in the data compared to AUG,

with no clear unifying linear trend. This could be due to the much smaller range

of 𝑅/𝐿ped
𝑝𝑒 on C-Mod of ∼70 to ∼85, compared to ∼65 to ∼125 on AUG [91]. The

fact that the pressure gradient in the SOL is somewhat independent of the weakly

varying gradient in the pedestal region of the confined plasma may help explain why

the scalings of 𝜆𝑞 with 𝑝95𝑒 and with 𝐿sep
𝑝𝑒 have more scatter than the scaling with

average pressure.
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Figure 3-9: (a) Heat flux width as a function of pedestal electron pressure gradient
length. (b) Inverse electron pressure gradient length at the pedestal as a function of
inverse electron pressure gradient length at the separatrix, both normalized by major
radius (𝑅 = 0.68 m for C-Mod).

3.6 Sources of error

The finding that 𝜆𝑞 is better correlated with 𝑝 in C-Mod than it is with 𝑝95𝑒 contrasts

with theoretical expectations that cross-field turbulent transport (due to instabilities

and modes that strongly depend on local plasma conditions) can broaden the heat

load in the SOL [101], while there is as yet no theoretical justification for 𝜆𝑞 to instead

be a strong function of the average pressure. Some possible reasons why the scaling

with edge pressure in C-Mod is of reduced quality compared to the average pressure

are listed:

• The average pressure, being an integrated quantity, can have lower random error

than the localized pressure or its gradient.

• The edge ion temperature in C-Mod can be significantly higher than the electron

temperature, especially at low collisionality [83], which implies that the electron

pressure provides an incomplete description compared to the total pressure from

stored energy.

• There is some error in the EFIT mappings, which use preset functional forms
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of pressure and other profiles that can lead to inaccuracy in the pedestal top

position. Kinetic EFITs, which take experimental profiles into account, could

provide an improvement but are unlikely to have a significant impact on quan-

tities other than 𝐿ped
𝑝𝑒 .

While the sources of error listed here may explain some differences in fit quality

between AUG and C-Mod, they do not explain why H-modes in C-Mod have a clearly

different scaling with 𝑝95𝑒 than L- and I-mode, which stands as a counterexample to

the AUG observation that the scaling with 𝑝95𝑒 is universal across all confinement

modes [91].

While the average pressure is a better predictor of the heat flux width in the C-

Mod database and the edge pressure does a better job in the AUG database, both of

these scalings show some limits: the C-Mod average pressure scaling still has room

for improvement when used across different devices [97], and the AUG scaling with

edge pressure can be a less good predictor when there is increased filament frequency

[102]. Further work is therefore needed for a robust scaling of the heat flux width

across different regimes in different devices.

3.7 Extrapolation to ITER and SPARC

The scalings with edge electron pressure from the C-Mod database can be used to

obtain estimates for the heat flux width in ITER and SPARC (table 3.2). The ITER

scenario considered here is the ITER baseline 15 MA, 𝑄 = 10, inductive H-mode

Scaling law ITER 𝜆𝑞 [mm] SPARC 𝜆𝑞 [mm]

𝜆𝑞/mm = 8.2(𝑝/kPa)−0.48 0.52 0.26
𝜆𝑞/mm = 1.8(𝑝95𝑒 /kPa)−0.26 0.59 0.44 (0.38)
𝜆𝑞/mm = 4.6(𝑝95𝑒 /kPa)−0.55 (H-mode) 0.44 0.23 (0.17)

Table 3.2: Extrapolations of 𝜆𝑞 for ITER and SPARC full-power H-mode scenarios
using the C-Mod scalings with average pressure, electron pressure at 𝜌pol = 0.95,
and electron pressure at 𝜌pol = 0.95 fitting only the H-mode discharges. 𝜆𝑞 values in
parentheses indicate that the scaling law was evaluated using the upper limit of the
pedestal pressure in SPARC.
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scenario [111] and the SPARC scenario is the 8.7 MA, 𝑄 ≈ 11 H-mode [112]. The

predicted profiles for these scenarios are evaluated for the pressure at 𝜌pol = 0.95

(equivalent to 𝜌𝑡𝑜𝑟 ≈ 0.87 given the profiles of the rotational transform in the C-Mod

database). Using the upper limit of the pedestal pressure in SPARC [113] can provide

a lower bound on 𝜆𝑞 (table 3.2 values in parentheses). These extrapolations highlight

the importance of preparing for challenging heat flux densities in SPARC and ITER.

Results from these two devices should provide crucial data on which of these scalings

is most relevant.

3.8 Summary of key findings

The Alcator C-Mod tokamak heat flux width database, augmented with core and

edge electron density, temperature, and pressure profile data, displays a trend of

decreasing heat flux width with increasing edge electron pressure, similar to results

from the AUG tokamak [91]. Compared to the scaling of 𝜆𝑞 with the average pressure

calculated from the total stored energy, however, the absolute value of the exponent

is lower and depends on the plasma confinement regime (L-, I-, or H-mode). It is

therefore concluded that the edge plasma pressure is a worse fit to the heat flux width

in C-Mod than the average pressure. The results from the analysis of the augmented

C-Mod database are now summarized:

• The scalings with average pressure 𝜆𝑞/mm = 8.2(𝑝/kPa)−0.48 (C-Mod [8]) and

𝜆𝑞/mm = 7.6(𝑝/kPa)−0.52 (AUG) show good agreement across devices.

• The scalings with edge pressure (𝜌pol = 0.95) 𝜆𝑞/mm = 1.8(𝑝95𝑒 /kPa)−0.26 (C-

Mod) and 𝜆𝑞/mm = 2.5(𝑝95𝑒 /kPa)−0.34 (AUG) are also quite similar, but H-

modes in C-Mod have a different trend compared to L- and I-mode.

• The core pressure is the local quantity with the highest 𝑅2 when fit to 𝜆𝑞 using

data from all confinement regimes.

• Fits using 𝑝95𝑒 that also depend on the confinement mode approach the high 𝑅2

of the unified fit with 𝑝.
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• Gradient lengths of electron pressure, density, and temperature at the separatrix

have a positive correlation with 𝜆𝑞, as found in the AUG database, but the

Spitzer-Härm scaling of 𝜆𝑞 = 2/7𝜆𝑇𝑒 observed in AUG is not clearly followed

in C-Mod.

• There is a positive correlation between 𝜆𝑞 and the pedestal pressure gradient

length (using values at 𝜌pol = 0.95 and at the separatrix), as in the AUG

database.

• There is little correlation between 𝑅/𝐿ped
𝑝𝑒 and 𝑅/𝐿sep

𝑝𝑒 in the C-Mod database,

which is different from the strong correlation found in the AUG database.
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Chapter 4

Automated modeling of the C-Mod

database with UEDGE

The heat flux width database augmented with midplane profiles in chapter 3 was used

to verify scalings of 𝜆𝑞 with local quantities. Some expected scalings were found,

but were less robust and unified across confinement regimes than the scaling with

volume-averaged pressure. As noted in chapter 3, all discharges in the database

have an attached outer target with relatively low dissipation within the divertor. The

extensive data for each discharge in the database and the relatively low computational

resource requirements of the UEDGE code make it possible to attempt a full-fledged

UEDGE simulation of each discharge. These circumstances provide an opportunity

to answer several interesting questions:

1. How well does UEDGE estimate the heat flux width in the divertor when simula-

tion midplane profiles are well-matched with experimentally measured midplane

profiles?

2. How well are local quantities such as the separatrix pressure and the separatrix

temperature gradient length, free of experimental uncertainty when simulated,

really correlated with 𝜆𝑞?

3. Can the heat flux width be calculated more accurately by a simple exponen-

tial fit to the parallel heat flux at the divertor entrance rather than a many-
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parameter fit to the heat flux profile at the target?

4. What are the estimated heat flux width and total power at the inner diver-

tor target, which were not measured in the original C-Mod heat flux width

database?

5. Which model aspects in UEDGE (e.g. single-particle drifts, flux limiters) are

crucial to match the experimental measurements of 𝜆𝑞?

In the past, simple onion-skin models [114] and more advanced 2D heat conduction

models [115] have been used to analyze large numbers of discharges in an automated

way. The full UEDGE model has been used to manually simulate a small number of

discharges from a database [116] and with automatic profile fitting to simulate sev-

eral time-slices during the course of an ELM [60, 117] and to investigate parameter

sensitivities [118, 119]. This is the first published study to use the full UEDGE model

in an automated way to simulate a large number of discharges from a database to ex-

tract further information on scalings, estimate quantities that are difficult to measure

experimentally, and determine which aspects of the UEDGE model are important

to accurately estimate the divertor heat flux width. This will increase confidence in

UEDGE predictions of 𝜆𝑞 for new scenarios and devices.

4.1 UEDGE setup

Each discharge was simulated through a series of automated steps:

1. Every simulation starts from the same base case with generic profiles of density

and temperature that are the average of all experimental profiles in the database

at each radial coordinate.

2. The equilibrium and grid are changed to those of the discharge to be modeled.

3. The fixed boundary condition values of power, temperature, and density are

changed to values determined from the experimental midplane profiles of the

discharge.
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4. The anomalous transport coefficients are iteratively calculated to produce a

good match to the experimental midplane profiles (𝑇𝑒, 𝑛𝑒) of the discharge.

At each of these steps, a certain number of discharges can fail to converge. When

aspects of the UEDGE model are changed (e.g. flux limits are removed), they are

usually changed for the base case, and each step of this process is repeated.

4.1.1 Grid generation

Grids are generated for each discharge using the INGRID code [120] from an EFIT

[90] equilibrium with a grid resolution of 129 × 129 cells. For all grids, the core and

private flux region boundaries are set at Ψ𝑁 = 0.96 and the common flux region outer

boundary is at Ψ𝑁 = 1.04. These boundary values were chosen in order to model as

much of the SOL as possible while minimizing the number of grid generation failures.

All grids have a resolution of 60 cells in the poloidal direction and 18 in the radial

direction. Cells are non-orthogonal and of varying width, and are set to be thinner

near the separatrix and the divertor plates in order to capture more detail. Two

example grids are shown in figure 4-1.

4.1.2 The UEDGE model

For all discharges, UEDGE is configured with

• Deuterium ion and neutral particle species only, no impurities.

• Inertial neutrals with the neutral temperature defined as equal to the ion tem-

perature.

• Flux limits with 𝛼 = 0.21 in equation 2.49.

• Only anomalous diffusive transport, no convective pinch velocity.

• Radial parallel momentum diffusion coefficient of 0.5 m2 s−1 and radial toroidal

momentum diffusion coefficient of 1 m2 s−1.
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Figure 4-1: Grids of the discharges with lowest and highest poloidal field 𝐵𝑃 among
those modeled with UEDGE.
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4.1.3 Boundary conditions

The boundary conditions common to all discharges are:

• Ion to neutral recycling coefficient of 0.98 at the outer boundaries and diver-

tor targets (98% of ions flowing out the outer boundaries are reintroduced as

neutrals).

• Neutral albedo of 1 (all outgoing neutral particles are reflected and there is zero

neutral flux at the core and outer boundaries).

• Zero radial derivative of the parallel velocity at the core boundary, zero radial

flux of the parallel momentum density at the common flux and private flux

outer boundaries.

• Sheath boundary condition 𝑣‖ = 𝑐𝑠 at the divertor plates with an energy trans-

mission factor of 4 for electrons and 2.5 for ions.

When the potential and current equations and single-particle drifts are enabled in

UEDGE, there are new boundary conditions:

• Sheath boundary condition 𝑣‖ = 𝑐𝑠 at divertor plates, where the electron energy

transmission factor is computed from the parallel current equation including the

sheath potential contribution

• Constant potential and zero radial electric field at the core boundary; zero

second derivative in the radial direction of the radial electric field at the outer

midplane core boundary

• Zero radial derivative of the radial electric field at the common flux region and

private flux region outer boundaries

Each discharge also has unique boundary conditions matching experimental val-

ues:
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• Fixed power flowing from the core boundary into the SOL, divided equally

between ions and electrons, calculated from the experimental power balance:

𝑃SOL = 𝑃ICRF + 𝑃OH − d𝑊/d𝑡− 𝑃rad core (4.1)

• Fixed ion density at the core boundary determined from the experimental 𝑛𝑒

profile assuming 𝑛𝑒 = 𝑛𝑖, and with ion flux into/out of the core boundary

allowed

• Fixed ion density and equal ion and electron temperature at the outer common

flux region boundary, determined from experimental profiles

• Fixed ion density and ion/electron temperature at the outer private flux region

boundary, arbitrarily set to one tenth of the corresponding values at the outer

common flux region boundary

4.1.4 Midplane profile fitting

The midplane profiles of density and temperature are matched in UEDGE assuming

𝑇𝑒 = 𝑇𝑖. 𝑇𝑖 is usually higher than 𝑇𝑒 in the SOL, but their ratio can vary with

factors such as density [83, 121]. The formula used to adjust the anomalous transport

coefficients 𝐷 and 𝜒e,i so that the simulation profiles are a good match to the GPR-fit

experimental profiles is

𝐷new = −ΓUEDGE/∇𝑛expt

𝜒new
e,i = −

(︂
𝑞e,i −

5

2
Γ𝑇e,i

)︂UEDGE⧸︂
𝑛expt∇𝑇 expt

e,i

(4.2)

[122]. The coefficients are recalculated and the case is re-converged 10 times when

adapting the base case to a specific discharge. The transport coefficients can be

defined to vary poloidally, but in this method they are kept poloidally uniform. The

transport coefficients in the private flux region are completely uniform and have the

same value as just outside the separatrix. This fitting procedure can yield very good
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matches to midplane profiles, especially when density gradients are not very steep, as

in the L-mode example discharge shown in figure 4-2.
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Figure 4-2: Outer midplane radial profiles of (a) the anomalous particle transport
coefficient 𝐷, (b) the anomalous heat conduction coefficients 𝜒e,i and the resulting
profiles of (c) density and (d) temperature (discharge 1160818008).

The quality of the midplane fits can be evaluated for all discharges by comparing

the separatrix values in UEDGE and experiment (figure 4-3). The separatrix density

is matched very well in all cases, while there are more significant discrepancies in the

separatrix temperature. One possible explanation is that when density gradients are

steep, the ion and electron temperatures inside the separatrix can be lower than the

experimental values, as the fitting formula 4.2 reduces 𝜒 to decrease the conducted

heat flux and create a steeper temperature gradient but can do nothing against the

large convective heat flux due to the density gradient. This could explain why in figure

4-3(b), some H-modes have a poor match to the separatrix electron temperature, while

I-modes do not: H-modes have a steeper density gradient than I-modes, which have
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high energy confinement and low particle confinement.
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Figure 4-3: Comparison of UEDGE and experimental values of outer midplane sepa-
ratrix (a) density and (b,c) temperature.

4.1.5 Subset of modeled discharges

Not all discharges with midplane profile data were successfully simulated. Some had

grid generation problems, some failed to converge after the density and temperature

boundary conditions were changed, and some failed to converge after the transport

coefficients were changed. Overall, 75 of the 121 database discharges were modeled

with UEDGE. Some key characteristics of the UEDGE-modeled subset are compared

to the larger database in figure 4-4, showing that there is good UEDGE coverage

of the original range of toroidal field 𝐵𝑇 , poloidal field 𝐵𝑃 , and separatrix density

and temperature. The small number of L-mode and H-mode discharges relative to

the I-mode discharges could be a focus for future work. This brief comparison of

the simulated and experimental database parameters indicates that differences in

parameter ranges are likely not responsible for differing trends in the simulated and

experimental data.
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Figure 4-4: Comparison of database parameters between those discharges used in the
heat flux width study that have GPR profile fits (blue squares) and the subset of
discharges for which a UEDGE solution was obtained (orange circles). The param-
eters compared are (a) the poloidal and toroidal magnetic field, (b) the separatrix
temperature and density, and (c) the confinement mode.

4.2 Comparison to experimental results

4.2.1 Heat flux width comparison to experiment

In order to verify the utility of the UEDGE configuration in this study to model

modified scenarios such as detachment and future devices such as SPARC, we can

test whether UEDGE accurately estimates the heat flux width for most discharges in

the C-Mod database. In order to compare “apples to apples” as much as possible, the

procedure to fit the heat flux profile in UEDGE was kept very similar to that used in

the experimental database [8], with some improvements that resulted in better fits to

the UEDGE data. The multi-𝜆 function (section 2.2.4) was used with 3 decay length

parameters (𝜆𝑞 cn to fit the near common flux region, 𝜆𝑞 cf for the far common flux

region, and 𝜆𝑞 pn for the near private flux region) and a Gaussian spreading parameter

𝑆. As in the original study, the logarithm of the heat flux data was fit using the

Python library lmfit [123] with the same constraints on fit parameter values and

ratios as were used to fit the experimental heat flux profiles. Changes that resulted

in vastly improved fits to the UEDGE heat flux profiles included

• Ignoring data outside the region where the heat flux is monotonically decreasing

in the radial directions compared to the peak heat flux.
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• Linearly interpolating between UEDGE target heat flux data points, because

fitting 7 parameters to a small number of data points (∼18) can result in bad

fits.

• Weighting heat flux data by value, ensuring a good match to the data near the

peak of the profile.

Figure 4-5 compares 𝜆𝑞 cn from fits to the heat flux profile at the outer divertor

target in UEDGE to 𝜆𝑞 cn from experimental data, which are both referred to as 𝜆𝑞

going forward. A small number of discharges were removed due to having poor overall

fits to the heat flux profile. The UEDGE heat flux widths are larger than the experi-

mental values by an average factor of 1.8, with 95% of the UEDGE values being less

than 3.1 times larger than the experimental values. This systematic overestimation

appears to be uniform across confinement modes and over the full range of 𝜆𝑞 and is

further investigated in this study.

100

q experiment [mm]

100q
UE

DG
E [

m
m

]

L (17)
 (43)

H (9)

Figure 4-5: Heat flux width values from fits to the outer divertor target heat flux
profile in UEDGE compared to those from experiment.

4.2.2 Heat flux width scalings

As in chapter 3, scalings of 𝜆𝑞 with local quantities and gradients can be examined.

Figure 4-6 shows scalings with the local pressure and collisionality for identical sets
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of discharges with experimental and UEDGE data. Figure 4-6(a) shows 𝜆𝑞 and the

electron pressure at Ψ𝑁 = 0.96, which is as close as possible to the chapter 3 scaling

of 𝜆𝑞 with pressure at 𝜌pol = 0.95, i.e. Ψ𝑁 = 0.90. The UEDGE points show

𝜆𝑞 decreasing more strongly with 𝑝eΨN=0.96 in simulation compared to experiment,

but this is mostly due to the overestimation of 𝜆𝑞 in the UEDGE cases. Figure 4-

6(b) shows that the correlation between 𝜆𝑞 and the separatrix pressure 𝑝e sep is less

strong than that with 𝑝eΨN=0.96 in both simulation and experiment. The fact that

the simulation points do not have a strong correlation is in line with the finding in

chapter 3 that the separatrix pressure is not well correlated with 𝜆𝑞, and reduces the

likelihood that the lack of correlation was entirely due to experimental measurement

error.
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Figure 4-6: Relationship between the heat flux width and local plasma parameters.
The colored points are UEDGE data and the gray points are experimental data.
Scalings of 𝜆𝑞 are shown with (a) the electron pressure at the core boundary of
the UEDGE simulation domain (Ψ𝑁 = 0.96), (b) the electron pressure at the outer
midplane separatrix, and (c) the dimensionless collisionality at the outer midplane
separatrix.

The scaling of 𝜆𝑞 with plasma collisionality is shown in figure 4-6(c). The colli-

sionality is defined as

𝜈*
e SOL =

𝐿

𝜆𝑒𝑒

≈ 10−16𝑛𝑢𝐿

𝑇 2
𝑒𝑢

(4.3)

[9], where 𝑛𝑢 is the upstream density at the outer midplane separatrix, 𝑇𝑒𝑢 is the up-

stream electron temperature at the outer midplane separatrix, and 𝐿 is the parallel

connection length between the outer midplane separatrix and the outer divertor target
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(𝐿 from the UEDGE simulations was also used to calculate 𝜈*
e SOL for the experimental

data points). A trend of increasing 𝜆𝑞 with increasing collisionality is only roughly

evident in the experimental data (possibly due to random error in the measurements

becoming significant in the 𝑛𝑢/𝑇
2
𝑒𝑢 term), while it appears very clearly in the UEDGE

data, except for the H-modes with high collisionality and low 𝜆𝑞. This trend matches

the predictions of the generalized heuristic drift model and experimental and simu-

lation results [101, 124]. There are also significant differences in 𝜈*
e SOL between the

simulation and experimental data, so this might be a case in which UEDGE reveals a

trend that was not evident in the experimental data due to diagnostic measurement

and EFIT mapping limitations.

The relationships between 𝜆𝑞 and edge gradient lengths in the UEDGE data are

shown in figure 4-7. Trends of increasing 𝜆𝑞 with increasing gradient length are

evident for the electron pressure, density, and temperature gradient lengths. In the

case of the temperature gradient length (figure 4-7(c)), the data appears to follow

the Spitzer-Härm scaling of 𝜆𝑞 = 2/7𝜆𝑇𝑒, indicating that local transport is likely

the dominant paradigm in these cases despite UEDGE being configured to include

flux limits. Correlations between 𝜆𝑞 and gradient lengths are not as apparent in

the experimental data (gray data points in figure 4-7), possibly due to the large

uncertainty in the location of the separatrix and the calculated gradient length. Other

studies investigating the relationships between the heat flux width and edge gradients

might therefore benefit from UEDGE modeling to overcome some of the uncertainty

in the experimental data.

4.2.3 Heat flux width overestimation in UEDGE

The systematic overestimation of 𝜆𝑞 in the UEDGE solutions compared to experiment

(figure 4-5) is an unexpected result that merits further investigation. Figure 4-8 shows

the ratio of the heat flux widths in simulation and experiment as a function of several

variables for the subset of discharges with verified good fits to the outer target heat

flux profile in UEDGE. The strongest correlation appears to be with the separatrix

density (figure 4-8(a)), with high densities leading to high values of 𝜆𝑞 in UEDGE L-
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Figure 4-7: Relationship between the heat flux width and separatrix gradient lengths:
(a) the electron pressure gradient length, (b) the electron density gradient length, (c)
the electron temperature gradient length. The black line indicates the Spitzer-Härm
scaling. The colored points are UEDGE data, and the gray points are experimental
data.

and I-mode modeled discharges. This correlation could be due to the anomalous radial

conducted heat flux −𝜒𝑒,𝑖𝑛∇𝑇𝑒,𝑖 in equation 2.46 being proportional to the density,

leading to greater heat flux broadening and therefore higher 𝜆𝑞 at high density. H-

modes do not appear to follow this trend, possibly due to the steeper density gradient

at the separatrix implying a large anomalous radial particle flux (Γ𝑛 in equation 2.45)

which would cause the convected heat flux term 5/2 Γ𝑛𝑇𝑒,𝑖 to dominate the total

anomalous heat flux in equation 2.46. In such cases, the automated midplane profile

fitting code often reduces the value of the anomalous heat conduction coefficient 𝜒 to

very low values, leading to reduced heat flux broadening in proportion to temperature

gradients and therefore lower 𝜆𝑞 for H-modes.

The next variable most strongly correlated with 𝜆𝑞UEDGE/𝜆𝑞 expt is the ratio of

the total power to the outer divertor target in UEDGE and experiment (figure 4-

8(f)). The power to the outer target in experiment is estimated using the fit to the

experimental heat flux profile, which is shifted in the radial direction such that its

peak is at the same location as the peak heat flux in UEDGE; the experimental heat

flux is then multiplied by the UEDGE outer target surface area along the profile and

summed to give the total power. The positive correlation of the 𝜆𝑞 ratio with the

modeled target power fraction is surprising because the UEDGE 𝜆𝑞 values appear to
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Figure 4-8: The ratio of the heat flux widths fit at the outer divertor target in UEDGE
and experiment compared to (a) the separatrix density in UEDGE, (b) the separatrix
temperature in UEDGE, (c) the total power to the outer divertor target in UEDGE,
(d) the ratio of UEDGE to experimental separatrix density, (e) the ratio of UEDGE
to experimental separatrix temperature, and (f) the ratio of UEDGE to experimental
power to the outer divertor target. The horizontal dotted black lines mark values of 1,
i.e. 𝜆𝑞 agreement. The vertical dotted black lines mark agreement between UEDGE
and experiment for other parameters.
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be closer to experiment when the power fraction is less than 1 and are a factor of

∼2 too high when the power fraction is near 1—when one quantity is closer to the

experimental value, the other is not. It may be relevant that UEDGE systematically

underestimates the power to the outer target in most cases (figure 4-22) and equation

4.1 may overestimate 𝑃SOL.

Other variables correlated with 𝜆𝑞UEDGE/𝜆𝑞 expt are the total power to the outer

target and the separatrix temperature at values greater than 100 eV. In the exper-

imental database, 𝜆𝑞 decreases with 𝑃SOL and with separatrix temperature, so the

positive correlations with these variables in UEDGE are unexpected.

Some UEDGE variables of interest do not appear to be strongly correlated with

𝜆𝑞UEDGE/𝜆𝑞 expt: the ratio of the UEDGE to experimental separatrix density and the

ratio of the UEDGE to experimental separatrix temperature. These indicate that

a mismatch in midplane profiles between UEDGE and experiment is likely not the

source of the 𝜆𝑞 overestimation.

The heat flux width value can be tracked at several steps during the setup of the

UEDGE solutions. Figure 4-9(a) shows that when cases have only the equilibrium

corresponding to the discharge being modeled, and the boundary conditions and

profiles have not yet been adjusted, 𝜆𝑞 ≈ 1.5 mm for all cases. After the correct

boundary conditions are set (figure 4-9(b)), a large number of discharges are close

to the identity line in 𝜆𝑞, while some discharges have 𝜆𝑞UEDGE ≈ 3𝜆𝑞 expt. After the

UEDGE midplane density and temperature profiles are adjusted to match experiment,

however, the systematic overestimation of 𝜆𝑞 appears (figure 4-9(c)). This indicates

that the midplane profile fitting procedure is responsible for the overestimation of 𝜆𝑞.

The heat flux width is examined as a function of the anomalous transport coeffi-

cients 𝐷 and 𝜒e,i at the separatrix in figure 4-10. H-modes have distinctly lower 𝐷 and

𝜒 than L- and I-mode. L- and I-mode have similar transport coefficients even though

L-modes have higher 𝜆𝑞 than I-modes; this is likely due to different values of the 𝑃SOL

boundary condition, as the separation between L- and I-mode in 𝜆𝑞 is already evident

in figure 4-9(b). Related to the anomalous transport coefficients are the anomalous

radial fluxes of particles and energy (figure 4-11). Once again, H-modes appear dis-
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Figure 4-9: The heat flux width fit at the outer target in UEDGE compared to
the experimental heat flux width for (a) UEDGE cases with equilibrium matching
experiment but generic boundary conditions and profiles, (b) UEDGE cases with
boundary conditions matching experiment, and (c) UEDGE cases with boundary
conditions and profiles matching experiment.

tinct from L- and I-modes. H-modes have higher radial ion flux and therefore higher

convected heat flux and lower conducted heat flux than L- and I-mode. For most

discharges, the conducted power is greater than the convected power. The opposite

is true for around half of the H-modes. These data support the hypothesis that the

heat flux width is overestimated for the L- and I-mode cases simulated in UEDGE

due to the fact that the midplane profile fitting method results in unrealistically high

values of 𝜒 near the separatrix, increasing the conducted heat flux broadening and

therefore increasing 𝜆𝑞. Some potential solutions to this problem are (i.) to limit the

maximum value of 𝜒 produced by the fitting formula, and (ii.) since the separatrix

location in the profiles is still uncertain, to iteratively shift the profiles radially until

a suitable value of 𝑛sep and therefore a suitable 𝜆𝑞 at the outer target are obtained.

In conclusion, it appears that the heat flux width is on average overestimated in

the UEDGE simulations because of the particular midplane profile fitting method

used, and not because there is a poor match to the midplane profiles. Nevertheless,

some discharges have 𝜆𝑞 quite close to the experimental value, so the fitting method

can produce good outcomes in certain cases. The profiles of the transport coefficients

that make UEDGE match the midplane profiles in experiment are not unique, so new

methods to match the midplane profiles and heat flux width simultaneously should
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of the outer midplane separatrix values of (a) the radial ion flux, (b) the electron
conducted heat flux, and (c) the electron convected heat flux.
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be explored.
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4.3 Beyond experimental measurements

The self-consistent solutions provided by UEDGE can be investigated in ways that

experiments cannot. Some interesting aspects investigated here are the heat flux

profiles at the divertor entrance and the inner divertor.

4.3.1 Heat flux width at the divertor entrance

In order to determine the impact of heat flux spreading along the outer divertor leg,

the heat flux width at the outer divertor entrance (near the height of the X-point) can

be obtained from UEDGE and compared to the heat flux at the target. Because the

parallel heat flux at the X-point mapped to the outer midplane has a much simpler

profile than the heat flux at the target, it can be fit with an exponential function with

only two fit parameters, 𝑞0 and 𝜆𝑞:

𝑞‖(𝜌) = 𝑞0𝑒
−𝜌/𝜆𝑞 , (4.4)

where 𝜌 is the radial coordinate at the outer midplane. Figure 4-12(a) shows the

heat flux width from fits at the X-point in UEDGE compared to the outer target

𝜆𝑞 in experiment. The X-point 𝜆𝑞 appears to exhibit the same overestimation of the

experimental 𝜆𝑞, being on average a factor of 1.8 times higher than experiment and

with 95% of cases being less than 2.8 times higher than experiment. This indicates

that the overestimation of 𝜆𝑞 in the UEDGE cases is not due to significant heat flux

broadening along the divertor leg, and that changing the transport coefficients below

the X-point would not yield better agreement with experiment. If better simultaneous

matching of midplane and target profiles is desired for all cases, the midplane profile

fitting method needs to be improved.

Figure 4-12(b) compares the heat flux width from fits at the X-point with 𝜆𝑞 fit

at the target in UEDGE. This figure includes good and bad fits to the X-point and

target heat flux profiles in order to show that the X-point fitting procedure is more

robust due to the simpler shape and smaller number of fit parameters. It can be seen
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Figure 4-12: The heat flux width from fits at the outer X-point (divertor entrance)
in UEDGE compared to (a) the heat flux width from fits at the outer target in
experiment, and (b) the heat flux width from fits at the outer target in UEDGE.

that the variance of 𝜆𝑞 fit at the target is much greater than that of 𝜆𝑞 fit at the

X-point, and the outliers are due to poor overall fits to the heat flux profile at the

outer target. This is especially true for the H-mode discharges, which are much more

tightly grouped when 𝜆𝑞 at the X-point is used. The heat flux width at the X-point

can therefore be used to obtain more robust scalings of 𝜆𝑞 with parameters of interest

as long as heat flux broadening below the X-point is not significant.

In figure 4-13, the heat flux width at the X-point is compared to the local values

of electron pressure at Ψ𝑁 = 0.96, electron pressure at the outer midplane separatrix,

and dimensionless collisionality at the outer midplane separatrix. Compared to figure

4-6, which shows 𝜆𝑞 at the outer target as a function of the same local variables, only

the scaling with pressure at Ψ𝑁 = 0.96 is slightly improved by using 𝜆𝑞 at the X-

point, and in fact the L- and I-mode points appear to have a better scaling with

collisionality in 4-6(c) than in figure 4-13(c). While 𝜆𝑞 at the X-point may be a more

robust parameter to fit than the outer target 𝜆𝑞, it does not reveal a heightened

dependence on local plasma quantities.

The scalings of 𝜆𝑞 with separatrix gradient lengths, however, are more clear when

𝜆𝑞 at the X-point is used (figure 4-14) rather than 𝜆𝑞 at the outer target (figure 4-7).

Notably, with the X-point 𝜆𝑞, the L-, I-, and H-mode discharges appear to follow
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Figure 4-13: The heat flux width from fits at the outer X-point in UEDGE compared
to (a) the electron pressure at Ψ𝑁 = 0.96, (b) the electron pressure at the outer
midplane separatrix, and (c) the dimensionless collisionality at the outer midplane
separatrix. The colored points are UEDGE data and the gray points are experimental
data, with the experimental 𝜆𝑞 obtained from fits at the outer target.

a unified scaling of increasing 𝜆𝑞 with increasing gradient length. Adherence to the

Spitzer-Härm scaling is also more clear in figure 4-14(c) than when the outer target

𝜆𝑞 is used. The scaling of 𝜆𝑞 with the density gradient length (figure 4-14(b)), while

still apparent, appears to be the least unified across confinement modes due to the

H-mode cases having the lowest density gradient length but 𝜆𝑞 similar to that of

many I-modes. Nevertheless, it appears that in these UEDGE cases, the heat flux

width depends more clearly on local gradient lengths than on local plasma parameters.

These results make sense considering that the dependence of 𝜆𝑞 on local gradients has

some theoretical basis (e.g. the Spitzer-Härm scaling), while there is less theoretical

basis for a relationship between 𝜆𝑞 and local quantities.

Some studies estimate that 𝜈*
SOL ≥ 100 is required for the Spitzer-Härm scaling

to be applicable, and the C-Mod heat flux width database has 𝜈*
SOL in the range

of 0.5–20 (figure 4-13(c)). In order to identify which regime is more relevant in

simulation and experiment, the UEDGE values of 𝜆𝑞 at the X-point can be compared

to those estimated from the Spitzer-Härm scaling and those estimated in the flux-

limited regime. In the Spitzer-Härm regime, 𝜆𝑞 SH = 2/7𝜆𝑇𝑒, while in the flux-limited

regime,

𝜆𝑞 FL =

(︂
3/2

𝜆𝑇𝑒

+
1

𝜆𝑛𝑒

)︂−1

(4.5)
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Figure 4-14: The heat flux width from fits at the outer X-point in UEDGE com-
pared to (a) the electron pressure gradient length, (b) the electron density gradient
length, (c) the electron temperature gradient length. The black line indicates the
Spitzer-Härm scaling. The colored points are UEDGE data and the gray points are
experimental data, with the experimental 𝜆𝑞 obtained from fits at the outer target.

[125]. A comparison of the Spitzer-Härm and flux-limited estimates of 𝜆𝑞 is shown for

simulation and experimental data in figure 4-15. The Spitzer-Härm scaling tends to

underestimate the UEDGE 𝜆𝑞 and only roughly matches the experimental 𝜆𝑞, while

the flux-limited regime scaling tends to overestimate the UEDGE 𝜆𝑞 as well as the

experimental 𝜆𝑞. It is not clear from this analysis which scaling is more applicable—

it may be that the C-Mod heat flux width database discharges are in a somewhat

intermediate regime.

The greater accuracy of the heat flux width fit at the X-point can also be used

to repeat the analysis of the 𝜆𝑞 overestimation problem (figure 4-16). The results

are mostly the same, except that a scaling with the separatrix temperature ratio

between UEDGE and experiment is now evident (figure 4-16(e)). As with the ratio

of UEDGE to experimental power to the outer target, the result is unusual in that

𝜆𝑞 in UEDGE is closer to experiment when the separatrix temperature in UEDGE

is ∼25% higher than that in experiment; when the temperature in UEDGE best

matches the experimental temperature, 𝜆𝑞 is overestimated by a factor of ∼2. For

the L- and I-mode cases, there is a roughly negative correlation between separatrix

𝜒𝑒 and 𝑇𝑒UEDGE/𝑇𝑒 expt, so the cases that most overestimate 𝜆𝑞 have the highest 𝜒𝑒.

The H-mode cases, which have generally low 𝜒𝑒, do a good job of matching the
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Figure 4-15: (a) Comparison of the UEDGE heat flux width at the X-point with
the heat flux width estimated from the Spitzer-Härm scaling from midplane UEDGE
gradient lengths (colored points) and comparison of the experimental heat flux width
at the outer target with the Spitzer-Härm estimate from midplane experimental gra-
dient lengths (gray points). (b) Same but using the flux-limited regime estimate of
𝜆𝑞 FL.

experimental 𝜆𝑞. These findings appear to confirm that large values of 𝜒𝑒 near the

separatrix cause UEDGE to overestimate the heat flux width.

4.3.2 Inner divertor heat flux

UEDGE can also be used to examine the inner divertor heat flux profile. The inner

divertor does have diagnostic capabilities in Alcator C-Mod but was not the focus of

investigations during the creation of the heat flux width database. Figure 4-17 shows

that the in:out total power ratio is close to 1:1.8 for all cases. Experiments on C-Mod

found that I-modes have an in:out power sharing ratio of approximately 2:1 while

H-modes instead have a ratio of 1:2 [126], so H-modes appear to be well-described

but I-modes are not. This is likely due to the fact that single-particle drift effects

are not included, as the I-mode discharges and H-mode discharges have oppositely

directed toroidal field 𝐵𝑇 . Half of the L-mode discharges also have the same toroidal

field direction as the I-mode discharges.

The inner target heat flux width in UEDGE, like the outer target, matches 𝜆𝑞 at

the inner X-point/divertor entrance (figure 4-18(a)). Compared to the outer target
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Figure 4-16: The ratio of the heat flux widths fit at the outer X-point in UEDGE and
the outer target in experiment compared to (a) the separatrix density in UEDGE,
(b) the separatrix temperature in UEDGE, (c) the total power to the outer divertor
target in UEDGE, (d) the ratio of UEDGE to experimental separatrix density, (e) the
ratio of UEDGE to experimental separatrix temperature, and (f) the ratio of UEDGE
to experimental power to the outer divertor target. The dotted black horizontal and
vertical lines mark values of 1.
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Figure 4-17: Comparison of the total power to the inner and outer divertor targets
in UEDGE.
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heat flux width, the inner target 𝜆𝑞 is usually equal or smaller (figure 4-18(b)). This

is somewhat in line with experimental results on AUG which found a ratio 𝜆in
𝑞 /𝜆

out
𝑞 of

around 0.44 when the B×∇B drift is toward the primary X-point and around 0.85

in the opposite case [127].
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Figure 4-18: Comparison of the heat flux width fit at the inner target in UEDGE with
(a) the heat flux width fit at the inner X-point (inner divertor entrance) in UEDGE,
and (b) the heat flux width fit at the outer target in UEDGE.

4.4 Impact of changing model settings

The database of UEDGE solutions can be used to assess which components of the

UEDGE model are important to reproduce scalings of the heat flux width. It has

been established in this study that the midplane profile fitting method leads to over-

estimation of the experimental heat flux width. In a similar vein, the impact on 𝜆𝑞

of certain UEDGE model features can be investigated. In this study, the impact

of enabling single-particle drifts and disabling flux limits are investigated separately.

This exercise is meant as another step in moving toward more robust UEDGE mod-

eling, where matching several midplane and target parameters simultaneously is less

a matter of chance and more of a science.
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4.4.1 Including single-particle drifts

Single-particle drifts (B×∇B and E×B) were enabled using a procedure that has

proved reliable to ensure convergence (described in section B.2.3), starting from the

full solutions with drifts off (figure 4-19(a)). Around 55% of cases reached the final

step of enabling full drift effects, of which 70% had good fits to the heat flux profile

at the outer target, shown in figure 4-19(b).

The direction of the B×∇B drift is down (toward the active X-point) for negative

(“normal”) 𝐵𝑇 and up (away from the X-point) for positive (“reversed”) 𝐵𝑇 . In the

negative 𝐵𝑇 cases, the E𝑟 × B drift in the poloidal direction is directed away from

the inner target and toward the outer target in the common flux region, and from the

outer target toward the inner target in the private flux region. With negative 𝐵𝑇 ,

the E𝜃 ×B drift is directed radially from the common flux region to the private flux

region at the outer target, and from the private flux region to the common flux region

at the inner target. When drifts are enabled, the negative 𝐵𝑇 cases have a peak in

ion density and a low temperature near the inner target; the positive 𝐵𝑇 cases have

high density and low temperature at the outer target.

Figure 4-19(b) shows that the manner in which drifts were enabled in this study

caused 𝜆𝑞 to be a much worse match to experiment. The positive 𝐵𝑇 cases in figure

4-19(b) are all I-modes, and of the negative 𝐵𝑇 cases, two are L-modes and two are

H-modes. To understand why this happens, it is instructive to look at the power to

the divertor targets.

It can be seen that many of the positive 𝐵𝑇 drifts-on cases in figure 4-20(a) have

a total power to the outer target much lower than in experiment, as more power is

directed by the E × B drift to the inner target. The power flows due to drifts are

indeed significant: the parallel heat flux mapped to the poloidal direction near the X-

point in UEDGE is often exceeded by the E×B heat flux in the poloidal direction at

all but one or two cells with the highest parallel heat flux. These strong drift effects,

almost causing detachment of the inner/outer target depending on the direction of

𝐵𝑇 , help explain why there is such a large range of 𝜆𝑞 in figure 4-19(b).
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Figure 4-19: Heat flux width fit at the outer target in UEDGE compared to that from
experiment for (a) UEDGE cases with single-particle drifts disabled, and (b) UEDGE
cases with single-particle drifts enabled. The marker shape and color indicate the sign
of the toroidal magnetic field.
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Figure 4-20: (a) Comparison of the total power to the outer target in (drifts-on)
UEDGE to the same quantity in experiment. (b) Comparison of the total power to
the inner and outer targets in UEDGE. The marker shape and color indicate the
sign of the toroidal magnetic field. The dotted lines indicate inner to outer target
power sharing ratios. There are more discharges displayed in this figure than in figure
4-19(b) because discharges with bad fits to the UEDGE target heat flux profile are
included.
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Figure 4-20(b) shows that several power sharing scenarios were obtained when

drifts were enabled in UEDGE. It appears that for each toroidal field direction, there

are at least two stable power sharing arrangements: for positive 𝐵𝑇 , 𝑃i/𝑃o ≈ {0.6, 3},

and for negative 𝐵𝑇 , 𝑃i/𝑃o ≈ {0.2, 1.3}. 𝑃i/𝑃o = 3 in UEDGE is similar to 𝑃i/𝑃o = 2

for I-modes in C-Mod (although figure 4-20(a) shows that the total power to the

outer target is still too low in UEDGE) and 𝑃i/𝑃o = 0.2 for the negative 𝐵𝑇 cases

in UEDGE is a little more extreme than 𝑃i/𝑃o = 0.5 observed in experiments with

the same 𝐵𝑇 on C-Mod [126]. It appears that while not all UEDGE cases with drifts

match experimental power sharing trends on C-Mod, they are much more realistic

when 𝐵𝑇 is positive than the cases with drifts disabled.

In this study, drifts in UEDGE appear to be a double-edged sword: they are essen-

tial to match the experimental power asymmetry in cases with positive 𝐵𝑇 , but they

can have such a strong effect that they completely change target conditions, making

it challenging to match experiment. Drifts in UEDGE also clearly do not remedy

whatever leads to the overestimation of 𝜆𝑞. One solution that is often employed in

modeling is to enable drifts at a reduced level: indeed, enabling drifts at 50% strength

for the database cases results in more discharges having 𝜆𝑞 closer to experiment than

with full-strength drifts, but with similar average overestimation of 𝜆𝑞 as in the cases

with drifts off. Further work is needed to determine UEDGE procedures that make it

possible to enable drifts and match midplane and target parameters simultaneously

in all cases, but the impact of drifts should always be studied if possible.

4.4.2 Flux limits

The next aspect of the UEDGE model that was investigated is flux limiting. Fig-

ure 4-21(a) shows the base case with flux limiting of 𝛼 = 0.21 in equation 2.49

informed by kinetic modeling, and figure 4-21(b) shows the effect of removing the

flux limits entirely. The overestimation of 𝜆𝑞 is somewhat reduced, with a mean ratio

𝜆𝑞UEDGE/𝜆𝑞 expt of 1.5 and with 95% of cases having a ratio of less than 2.8 (compared

to a mean of 1.8 and a 95% bound of 3.1 with flux limits enabled). This difference is

fairly minor and not a strong motivator to disable flux limits.
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Figure 4-21: Heat flux width fit at the outer target in UEDGE compared to that from
experiment for (a) UEDGE cases with flux limits on, and (b) UEDGE cases with flux
limits off.

The most significant effect of disabling flux limits is the change in total power to

the outer divertor. Figure 4-22 shows that when flux limits are off, the fraction of

the UEDGE total power to the outer target compared to the experimental power is

20% higher than with flux limits off. This increase is fairly uniform, and the majority

of discharges still have too little power to the outer target compared to experiment.

In addition, figure 4-16 shows that the 𝜆𝑞 overestimation in UEDGE increases with

𝑃odivUEDGE and 𝑃odivUEDGE/𝑃odiv expt, so the fact that the 𝜆𝑞 in UEDGE is reduced

when flux limits are disabled is surprising.

10 1 100

Podiv UEDGE flux lim/Podiv expt

10 1

100

P o
di

v
UE

DG
E

flu
x

lim
of

f/P
od

iv
ex

pt

L (17)
 (42)

H (12)

Figure 4-22: Comparison of the ratio of the power to the outer target in UEDGE and
experiment with flux limits on and off.
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Like drifts, flux limits are another important approximation of real physics in

tokamaks. This study shows that in the edge plasma regimes of the C-Mod heat flux

width database, flux limits can be disabled without causing the solution to change

greatly. But including flux limits is not computationally burdensome and increases

confidence when simulating plasma conditions beyond those included in the database.

4.4.3 Other attempts to understand overestimation of the heat

flux width

Several modifications to the baseline UEDGE simulation were made in the hopes of

resolving the 𝜆𝑞 overestimation issue in the C-Mod database (table 4.1). The fact that

none of these changes has a huge impact on the model could mean that something

more fundamental is responsible; two big unknowns are the ion temperature (which is

usually larger than the electron temperature [83]) and the divertor neutral pressure.

Going forward, simplifying the model may provide greater insights than modifying it

or adding complexity; one way to do this would be to disable all equation terms other

than 2D heat conduction.

The experimental heat flux profiles were also re-fit with the same code used to fit

the UEDGE profiles, and it was thereby verified that the overestimation of 𝜆𝑞 is not

due to the experimental profiles being fit with a very different method.
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Change Impact on 𝜆𝑞 overestimation

Use fixed core temperature boundary condition
rather than fixed power, in case 𝑃SOL underesti-
mation was responsible for low separatrix tem-
peratures in UEDGE.

Slightly lower overestimation. Fewer discharges
converge.

Double the radial grid resolution to reduce the
impact of numerical diffusion.

Similar overestimation.

Lower the maximum allowed value of 𝜒, as large
values produced by the fitting formula in the far
SOL could be causing unrealistically large heat
flux spreading in the divertor.

Similar overestimation.

Change the ion and electron convective heat
flux coefficients from 5/2 to 3/2.

Similar overestimation.

Set 𝐷 = 0.5m2/s over the entire domain and
iteratively set the anomalous convective velocity
to match the density profile.

Similar overestimation.

Set neutral temperature 𝑇𝑛 = 0.5𝑇𝑖. Similar overestimation.

Set 𝜒𝑖 = 𝜒𝑒, as 𝜒𝑒 can be calculated to match
the 𝑇𝑒 profile, but assuming 𝑇𝑖 = 𝑇𝑒 is contrary
to experimental findings.

Similar overestimation.

Set zero perpendicular convected heat flux for
ions and electrons (neutral convected heat flux
remains).

Similar overestimation.

Set zero parallel convected heat flux for ions,
electrons and neutrals.

Similar overestimation.

Set 𝑃𝑖 SOL = 2𝑃𝑒 SOL and fit profiles aiming for
𝑇𝑖 = 2𝑇𝑒.

Slightly greater overestimation.

Use gradient-length boundary conditions at
outer boundaries rather than fixed values.

Similar overestimation. H-mode cases don’t
converge.

Set constant 𝐷 = 𝜒𝑒,𝑖 = 0.02m2/s in the diver-
tor volume only.

Much reduced correlation between UEDGE and
experimental 𝜆𝑞, but a significant number of
UEDGE cases have lower 𝜆𝑞 than experiment.

Table 4.1: Changes to the UEDGE baseline model made separately in hopes of re-
solving the 𝜆𝑞 overestimation issue in the C-Mod database. In each discharge, these
changes can have a significant impact on the overall solution, the 𝜆𝑞 value, and the
match to the midplane profiles; “similar overestimation” refers only to the average
result across all discharges.
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4.5 Conclusions

The simulation of 75 discharges with attached divertor conditions in the C-Mod heat

flux width database with UEDGE is a first-of-its-kind achievement. This study has

• Evaluated the physical accuracy of a UEDGE configuration with a large number

of discharges: UEDGE as configured underestimates the total power to the outer

target and overestimates the experimental heat flux width by an average factor

of 1.8.

• Demonstrated the potential of using UEDGE with midplane profiles matched

to experiment in order to estimate the heat flux widths at divertor targets.

• Characterized issues with the midplane profile fitting procedure and simulta-

neous matching of the target heat flux width: the separatrix density and its

gradient are found to have a significant impact on the convected and conducted

heat flux and therefore the heat flux width.

• Examined scalings of the heat flux width with parameters that have significant

measurement error in experiment, such as density and temperature gradient

lengths at the separatrix: a stronger correlation is found between 𝜆𝑞 and edge

gradients than between 𝜆𝑞 and edge absolute quantities, excepting an interesting

new scaling with the dimensionless collisionality for L- and I-modes.

• Investigated parameters that cannot be easily measured in experiment, such as

the heat flux width at the X-point, which can be determined more accurately

than the heat flux width at the target and can also be used when targets are

detached; and the inner target heat flux width, which was not the focus of the

experimental database.

• Studied the impact of changes to the model such as adding drifts or removing

flux limits and determined how they affect the match to experiment: drifts can

result in more realistic inner/outer target power sharing but can completely
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change conditions at the targets beyond what is observed in experiment, mak-

ing heat flux width studies challenging; flux limits do not change solutions

significantly but add some realism and increase confidence outside the database

conditions at very little computational cost.
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Chapter 5

Modeling detachment in C-Mod and

extension to advanced divertor

The automated modeling of a large number of C-Mod discharges with UEDGE in

chapter 4 showed the capability of the chosen UEDGE settings to adequately model

the wide range of conditions covered in the C-Mod heat flux width database. By

modeling an individual C-Mod EDA H-mode discharge with an attached outer diver-

tor and modifying it to include an advanced divertor, further insights can be gained.

The principal objectives of this study are to

• Simultaneously match several experimental measurements, which was not al-

ways possible in the automated modeling effort. This includes midplane profiles,

target profiles, and both divertor and main-chamber neutral pressures.

• Examine the impact of single-particle drifts and anomalous transport in the

simulation, and whether drifts can be used while matching midplane and target

experimental data.

• Model the transition from a fully attached plasma to a fully detached plasma

both with and without single-particle drifts turned on in the simulation by step-

wise increasing the nitrogen fraction using the fixed-fraction nitrogen impurity

model.
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• Characterize the impact of a longer divertor leg on the ease of detachment

in C-Mod, a high-field tokamak, starting from a robust match to an actual

experimental scenario. This will make it possible to speculate on the ease of

detachment in similar high-field, advanced-divertor tokamak concepts such as

SPARC and ADX, which have little experimental basis for modeling.

5.1 Experimental basis for modeling

Data from C-Mod discharge 1160718025 between 0.95 and 1.36 seconds form the

experimental basis of the UEDGE modeling in this study. This time period, shown

by the blue highlighted area in figure 5-1, is an EDA H-mode with stationary, attached

plasma conditions, a lower single null geometry, a toroidal field of −5.23 T, a plasma

current of 1 MA, and a total power to the scrape-off layer of

𝑃SOL = 𝑃ICRF + 𝑃OH − d𝑊/d𝑡− 𝑃rad core = 2.9 MW (5.1)

where 𝑃ICRF = 3.7 MW is the power injected by ion-cyclotron resonance heating,

𝑃OH = 0.65 MW is the power due to ohmic heating, d𝑊/d𝑡 = 0.16 MW is the rate of

change of the plasma stored energy, and 𝑃rad = 1.5 MW is the plasma radiated power

measured by a bolometer, which is assumed here to be radiated in the core.

Experimental data available for this discharge includes:

• Midplane profiles of electron density and temperature from Thomson scattering

(figure 3-1).

• Inner and outer target profiles of density, temperature, and ion saturation cur-

rent from Langmuir probes.

• Outer target heat flux data from surface thermocouples. The discharge is part

of the C-Mod heat flux width database described in Chapter 3 and has 𝜆𝑞 =

0.91 mm at the outer target.

• Divertor neutral pressure of 4.36 Pa measured at a distance of around 1.5 meters
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Figure 5-1: Time traces of discharge 1160718025, showing (a) the plasma current; (b)
the power due to the change in plasma stored energy (d𝑊/d𝑡), the power injected by
ion-cyclotron resonance heating (𝑃ICRF) and ohmic heating (𝑃OH), and the plasma
power lost through radiation (𝑃rad); (c) the line-averaged electron density; and (d)
the electron temperature near the core. The blue shaded region indicates the time
period over which the experimental data used in UEDGE was averaged. The dotted
black line indicates the time of the magnetic equilibrium used for modeling.
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below the outer strike-point in a volume sampling the private flux region. The

neutral pressure measured in the volume sampling the outer midplane region

was 0.0467 Pa.

5.2 Equilibrium and grid geometry

The EFIT [90] magnetic equilibrium of C-Mod discharge 1160718025 at 1.2 seconds

(indicated by the dotted black line in figure 5-1) was used to create a grid for UEDGE

(figure 5-2) with the INGRID [120] grid generator. The radial extent of the grid

corresponds to the normalized poloidal flux values of Ψ𝑁 = 0.9475 at the core and

PF region boundaries and Ψ𝑁 = 1.0525 at the CF region outer boundary. The grid

has increased concentrations of cells in the poloidal direction near the targets and

X-points and in the radial direction near the separatrix in order to capture greater

detail in these regions where steep gradients are expected.
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Figure 5-2: UEDGE grid (red) for C-Mod discharge 1160718025. The gas puff loca-
tions included in the UEDGE simulation are shown by white arrows. The surrounding
machine geometry is not included in the simulation.
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5.3 Setup

The UEDGE settings in this simulation are the same as those described in section 4.1.2

with the addition of gas puffs of 5.3 Torr L/s at the inner midplane and 7.1 Torr L/s

at the outer midplane (as shown in figure 5-2), matching those in experiment. The

gas puffs are modeled in UEDGE by specifying neutral fluxes at the outer radial

boundary.

The boundary conditions of the UEDGE simulation are the same as those de-

scribed in section 4.1.3, except that the fixed values of the density and temperature

at the PF region boundary were set arbitrarily to values of 𝑇𝑒 = 𝑇𝑖 = 1 eV and

𝑛𝑖 = 5 × 1018 m−3 based on early modeling results. With the 98% recycling condition

and the gas puffs at the midplane, the ion flux out of the core is close to zero, as

should be the case in steady state.

5.4 Base case

Because single-particle drifts can cause significant convergence difficulties, a “base

case” was first obtained with drifts disabled using the grid shown in figure 5-2.

5.4.1 Match to midplane profiles

The anomalous transport coefficients were calculated iteratively using formula 4.2. A

very good match to the experimental profiles was obtained (figure 5-3). The coeffi-

cients 𝐷 and 𝜒𝑒,𝑖 all have the same approximate shape, with reduced transport near

the separatrix and high transport near the outer boundary, as is expected for C-Mod

H-modes.

The different components of the radial transport that result from the chosen trans-

port coefficients can be examined (figure 5-4). Particle and power fluxes are summed

at each flux surface over the area of the flux surface above the X-point, so as to ignore

divertor transport. Positive values indicate fluxes radially outward. The particle flux

in this case is purely diffusive because the anomalous convective velocity was set to
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Figure 5-3: Anomalous transport coefficients and midplane profiles in UEDGE with-
out single-particle drifts compared to experiment: (a) UEDGE anomalous radial
particle diffusivity, (b) UEDGE anomalous electron and ion radial conductivity, (c)
UEDGE density (line) and experimental density (points) at the outer midplane, and
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zero. There is a small net particle flux into the simulation domain from the core,

which is required to maintain particle balance, as the simulation boundaries recycle

only 98% of ions into neutrals and the midplane gas puffs are not sufficient to offset

the losses fully. There is also a flux of neutrals toward the core that is approximately

opposite to the flux of ions away from the core. The neutral flux through the core

boundary is zero due to the boundary condition.

Figure 5-4 also shows the various radial power flux channels. While the total

electron and ion power fluxes are approximately equal close to the core boundary,

most of the radial power flux in the SOL is carried by electrons. Electron and ion

convection of power is most significant in the core and diminished in the SOL. Ion

conduction is greater in the core than in the SOL. Electron conduction is greater in

the SOL than in the core, and dominates over other power flux channels. The power

flux due to neutrals is small compared to the other power fluxes, but is opposite in

sign, as neutrals carry some energy radially inward.

5.4.2 Match to target profiles

After obtaining a good match to the experimental midplane profiles in UEDGE, di-

vertor target conditions were compared (figure 5-5). At the outer target, UEDGE

has a good match to the experimental electron density and temperature, with peaks

within an order of magnitude of the experimental values. The UEDGE outer target

density has a higher peak and steeper radial gradient in the CF region than in ex-

periment. The UEDGE outer target electron temperature is within a factor of 2 of

experiment in the CF region. At the inner target, near the separatrix, the electron

temperature and density in UEDGE have a slightly worse match to the experimental

values.

In this analysis, the ion saturation current in UEDGE is calculated as

𝑗sat = 𝐼𝑥/𝐴 (5.2)

where 𝐼𝑥 is the ion poloidal current and 𝐴 is the surface area of each UEDGE cell at the
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target. This value of 𝑗sat from UEDGE is compared to the experimentally measured

𝑗sat assuming an axisymmetric surface (the real Langmuir probes are situated on

a toroidally asymmetric surface, so a correction factor is applied). At the outer

target, UEDGE matches the ion saturation current well in the PF region and near

the separatrix, but has a steeper radial gradient than the experimental 𝑗sat in the CF

region. At the inner target, UEDGE has 𝑗sat around an order of magnitude higher

than in experiment.

In this analysis, the heat flux in UEDGE is calculated as

𝑞surf = 𝑃𝑥/𝐴 (5.3)

where 𝑃𝑥 is the total power in the poloidal direction (including plasma convected and

conducted power, surface recombination, and radiation) and 𝐴 is the surface area

of each UEDGE cell at the target. An experimental heat flux profile from surface

thermocouples is available at the outer target. The heat flux at the outer target in

UEDGE is a particularly good match to experiment in the peak value and the radial

gradients near the peak.

In the UEDGE case, a total power of 0.44 MW is incident on the inner target and

0.77 MW is incident on the outer target. Using the experimental heat flux measure-

ments and the UEDGE cell surface areas at the target, the real power to the outer

target is estimated to be 0.89 MW, so UEDGE slightly underestimates this quantity.

The inner:outer target power sharing ratio of 1:1.8 in UEDGE closely matches the

experimental finding of 1:2 for H-modes in C-Mod [126]. The neutral density at the

inner and outer target is around 10 times lower than the ion density, confirming that

that plasma is attached at both targets.

The heat flux width fit with the multi-𝜆 function at the outer target in UEDGE

is 0.63 mm, which is close to the experimental value of 0.91 mm. The fact that 𝜆𝑞 is

lower in UEDGE than in experiment for this case is a somewhat surprising result after

the finding in chapter 4 that the ratio of 𝜆𝑞 in UEDGE to that found from experiment

should be around 2 for a discharge with a separatrix density of 𝑛𝑒 sep = 1020 m−3 and
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a power to the outer target of 𝑃odiv = 0.77 MW (figure 4-8).

Figure 5-6 shows the poloidal variation of the density and temperature at the

separatrix in UEDGE. The divertor targets have a plasma density around 10 times

higher and a temperature around 10 times lower than the plasma above the X-point,

indicating that the plasma is in the conduction-limited regime. The variation of the

neutral density, which increases by 5 orders of magnitude from the X-point to the

targets, and by 2 orders of magnitude from the X-point to the midplane, shows that

recycling at the targets has a much greater impact than the midplane gas puffs.
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Figure 5-6: Separatrix values of (a) the plasma and neutral density and (b) the
electron and ion temperature as a function of the distance parallel to the magnetic
field starting at the inner target and ending at the outer target.

5.4.3 Neutral pressure

The neutral pressure is an important quantity to match to experiment as it affects

the degree of detachment of the divertor. Experimental measurements of the neutral

pressure in C-Mod are available from a gauge connected to the PF region situated

around 1.5 meters below the outer strike-point and a gauge at the outer midplane

recessed in the vessel wall. The neutral pressure in UEDGE is calculated using the

neutral density and the ion temperature, as the neutral and ion temperatures are

defined as equal with the current UEDGE settings. Figure 5-7(a) shows the overall
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variation of the neutral pressure, with the highest pressures near the targets due to

recycling and the inner and outer midplane due to the gas puffs. Figure 5-7(b) shows

the profiles of neutral pressure compared to the experimental measurements. The

measured neutral pressure at the midplane is much lower than the UEDGE value

in the midplane far SOL, which could be acceptable because there would be steep

gradients in neutral density and temperature between the UEDGE outer boundary

and the location of the pressure gauge. The neutral pressure measured by the divertor

gauge is much lower than the UEDGE value at the outer target PF region boundary,

but is close to the value at the inner target. Again, due to gradients in density and

temperature between the UEDGE locations and the gauge location, the measured

divertor neutral pressure can be seen as an upper bound that UEDGE should not

exceed in order to accurately model divertor conditions. The UEDGE case therefore

appears to have an acceptable divertor neutral pressure.

The discharge modeled in UEDGE in this study was previously modeled using

the SOLPS code with a more advanced kinetic neutral model [128], which allows

comparison with the simpler neutral model in UEDGE. The SOLPS simulation had

a 30% higher neutral pressure than the experimental value in the divertor and was 3

times higher than experiment at the outer midplane [128]. The UEDGE simulation in

this study has neutral pressures around an order of magnitude greater than measured

at both locations. It is therefore possible that a more advanced neutral model could

improve the fidelity of these UEDGE simulations.

The neutral density at the midplane can also be assessed in the context of experi-

mental studies of this quantity in C-Mod. The neutral density of 𝑛𝑛 = 6.6 × 1016 m−3

at 2 mm inside the separatrix at the midplane in UEDGE is high compared to an ex-

periment that found 𝑛𝑛 = 0.7 × 1016 m−3 at 𝑛𝑒 = 3.1 × 1020 m−3 [129] (the discharge

modeled in UEDGE has 𝑛𝑒 = 3.4 × 1020 m−3). This discrepancy could be due to the

midplane gas puffs in UEDGE being closer to the separatrix than in experiment and

the fact that the C-Mod neutral pressure study did not have local puffing while the

UEDGE-modeled discharge did.
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Figure 5-7: (a) Neutral pressure over the entire UEDGE grid, and (b) neutral pressure
profiles at various locations in UEDGE compared to neutral pressures measured in
experiment.
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5.4.4 Midplane and target pressure balance

An important aspect of detachment is plasma pressure loss between the midplane

and divertor target. To ensure that the attached plasma conditions in experiment are

accurately modeled, the pressure balance can be examined. In attached conditions,

a simple two-point model of pressure balance between the static (𝑛𝑇 ) and dynamic

(𝑛𝑚𝑣2) pressure along a flux surface and the sheath boundary condition result in an

expected relationship of

2𝑛𝑡𝑇𝑡 = 𝑛𝑢𝑇𝑢, (5.4)

where the subscript 𝑡 denotes the target and the subscript 𝑢 denotes the upstream

plasma [9]. This relationship can also be verified in UEDGE: figure 5-8 shows the to-

tal (static+dynamic) plasma pressure and static pressure alone in UEDGE compared

to the static pressure at the target measured by Langmuir probes (with the approxi-

mation 𝑇𝑒 = 𝑇𝑖). The total pressure in UEDGE at the midplane and target should be

approximately equal, but just outside the separatrix (at 𝑅omp −𝑅sep ≈ 0.2 mm), the

UEDGE total pressure is larger than the midplane value by close to a factor of 3. This

is mainly due to the dynamic pressure in UEDGE, as the total pressure is a factor

of around 2 higher than the static pressure alone. Since UEDGE is more advanced

than the two-point model, this discrepancy is not a major cause for concern, and the

fact that the UEDGE total pressure is not significantly lower at the target compared

to upstream confirms that the plasma is attached over the entire CF profile. Beyond

2 mm outside the separatrix, the two-point model relationship between upstream and

target pressure is observed.
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Figure 5-8: Comparison of the total (static+dynamic) plasma pressure at the mid-
plane and outer divertor target in UEDGE, the static pressure at the target in
UEDGE, and the static pressure at the target measured by Langmuir probes.

5.5 Drifts

Very good matches to the midplane and target profiles were obtained without single-

particle drifts, but drift effects were included in order to have more confidence in the

model when adding impurities or changing the length of the outer divertor leg.

5.5.1 Drift directions

In the discharge under consideration, the ion B × ∇B drift is directed downward.

The net direction of the E × B drift velocity projected into the poloidal plane is

shown in figure 5-9. The E × B drift velocity is generally much larger than the ion

B×∇B drift velocity over the entire grid. In the PF region and near the separatrix

in the CF region, the dominant poloidal flow direction is from the outer target to

the inner target. Further out in the SOL, the poloidal flow is from the inner target

to the outer target, and even further out, the direction is once again from the outer

target to the inner. The expected poloidal direction of the E × B drift in the CF

region in this magnetic configuration is from the inner target to the outer target. The

reversal of the poloidal direction of the drift in UEDGE is due to the radial electric

field changing sign, which may be due to ∇𝑟𝑇𝑒 changing sign at the last few cells
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radially near the CF region outer boundary at the outer divertor target. The change

in sign of ∇𝑟𝑇𝑒 is likely due to the fixed 𝑇𝑒 = 20 eV boundary condition at the outer

CF region boundary, while the divertor targets usually have lower 𝑇𝑒, especially some

distance away from the strike-point.
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Figure 5-9: Directions and magnitudes (sizes of arrows) of the E×B drift velocities
near the lower X-point.

Figure 5-10 shows that the radial velocity of the E × B drift is from the PF

region to the CF region at the inner target, and from the CF region to the PF region

at the outer target, with some exceptions near the separatrix just above the outer

target. The radial velocity due to the E × B drift is therefore mostly in line with

expectations for the given magnetic configuration. The magnitude of the E×B drift

in the poloidal direction reaches a maximum fraction of around half the sound speed.

The radial velocity is generally lower than the poloidal velocity, reaching a maximum

fraction of around 7% of the sound speed.

When drifts are enabled, the spatial profile of the radiation due to ionization

in UEDGE roughly matches D-𝛼 profile measurements in Alcator C-Mod (figure 5-
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Figure 5-10: E ×B drift velocities as a fraction of the sound speed for (a) the drift
velocity in the î𝑤 = î‖ × î𝑦 direction (mostly poloidal), where positive values indicate
a clockwise poloidal direction in the SOL; and (b) the drift velocity in the radial
direction, where positive values indicate a direction radially outward from the core in
the CF region and toward the separatrix in the PF region.

11(a)). In experiment, the peak D-𝛼 power density was found to occur upstream of

the inner target in a discharge with a toroidal field direction matching that in the

UEDGE case, and close to the outer target in a discharge with reversed toroidal field

[130]. The toroidal field in UEDGE can be controlled by a scalar factor for the purpose

of setting the drift velocities, and when the toroidal field was reversed in UEDGE,

the region of highest power density was instead upstream of the outer target, again

matching the C-Mod experimental results (figure 5-11(b)). The experimental result

from C-Mod, however, was for discharges at relatively low line-averaged density (𝑛𝑒 =

0.8 × 1020 m−3) while a change in spatial distribution was less clear for discharges with

𝑛𝑒 = 1.8 × 1020 m−3 (the discharge modeled here has 𝑛𝑒 = 3.4 × 1020 m−3) [130]. In

another study, drifts were found to be important to include in UEDGE in order to

more accurately model the divertor impurity radiation profile in DIII-D [131].

5.5.2 Midplane profiles

After the base case was modified to include single-particle drifts, the ion and electron

temperature inside the separatrix were too low by a factor of around 2. Adjustments

to anomalous transport coefficients using equation 4.2 improved the match to the
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Figure 5-11: Power density due radiation from ionization in the UEDGE cases with
(a) drift directions matching experiment (b) drifts assuming an oppositely directed
toroidal field.

density profile but not the match to the temperature profile (figure 5-12).

The low ion and electron temperatures inside the separatrix appear to be due

to the increase in convective heat flux inside the separatrix compared to the case

without single-particle drift effects (figure 5-13). This explains why using equation

4.2 to lower the anomalous conduction coefficients did not improve the profiles, as

the amount of conductive heat flux was low to begin with. The increased convective

heat flux is mostly due to the B×∇B particle convection radially outward inside the

separatrix, which is greater than the anomalous diffusive particle flux in that region.

The B × ∇B particle flux inside the separatrix is countered by a flux of particles

radially inward due to the E × B drift, but the B × ∇B particle flux is generally

greater.

Many modifications to the UEDGE settings were tried in order to raise the low

temperatures inside the separatrix, but none helped other than to change the con-

vective heat flux factor of 5/2 in equation 2.46 to 3/2, with which an excellent match

to the experimental temperature profile was restored after adjusting 𝐷 and 𝜒. The

5/2 coefficient appears to be appropriate for the form of the energy equation used in

UEDGE, while the 3/2 factor should be used in a different but equivalent form of the
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Figure 5-12: Anomalous transport coefficients and midplane profiles in UEDGE with
single-particle drifts enabled compared to experiment: (a) UEDGE anomalous radial
particle diffusivity, (b) UEDGE anomalous electron and ion radial conductivity, (c)
UEDGE density (line) and experimental density (points) at the outer midplane, and
(d) UEDGE electron and ion temperatures (lines) and experimental temperature
(points) at the outer midplane. (To compare to the drifts-off case, see figure 5-3.)
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energy equation, which happens to be that used by the SOLPS code [9, 78, 132–136].

Therefore, despite the promising result, the 3/2 factor was deemed inappropriate to

use in this case. Other modifications were also tried, including using central differenc-

ing rather than the upwind method and increasing the grid resolution, but these did

not have a significant impact on the core temperatures. This imperfect simulation

with low temperatures inside the separatrix should nevertheless be useful because

SOL conditions are well-modeled and the discrepancy inside the separatrix should

not have a large impact on the SOL.

5.5.3 Target profiles

Single-particle drifts have a strong effect on target conditions in this UEDGE case

(figure 5-14). Drifts decrease the peak density at the outer target by an order of

magnitude and shift the peak into the PF region, while the density at the inner

target is increased in the CF region. With the B × ∇B drift toward the lower X-

point, the E×B drift poloidal flow should redistribute particles from the inner target

to the outer target. This effect appears to be less important than the process of (1.)

E ×B radial flow of particles near the outer target from the CF region into the PF

region, (2.) E × B poloidal flow from the outer target to the inner target through

the PF region, and (3.) E ×B radial flow near the inner target from the PF region

into the CF region. The E ×B poloidal flow in the CF region may not redistribute

particles from the inner to the outer divertor as significantly as it should due to the

change in sign of 𝑣E𝑟×B in the far SOL, which has been speculated in this study to

be due to the relatively high fixed temperature boundary condition on the CF region

wall. Another possible explanation for the density imbalance between the inner and

outer target that defies experimental measurements can be seen in figure 5-15(a, b),

which shows that despite the poloidal E × B drift velocity pointing away from the

inner target strike-point in the radial region of high parallel heat flux, the net flux of

particles there is toward the inner target. This makes it difficult for the poloidal E×B

flow in the CF region SOL to distribute particles from the inner target to the outer

target. Overall, including drifts in UEDGE does not appear to significantly improve
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or worsen the match to the density at the target measured by Langmuir probes, as

there are significant discrepancies in both cases.
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Figure 5-14: UEDGE plasma parameters before (dashed lines) and after (solid lines)
enabling single-particle drifts: the UEDGE ion/electron density is compared to the
electron density from Langmuir probes; the UEDGE electron temperature is com-
pared to the electron temperature from Langmuir probes; the ion saturation current
in UEDGE is compared to that measured by Langmuir probes; the UEDGE surface
heat flux is compared to measurements from surface thermocouples.

Figure 5-14 also shows that the peak temperature increases at the outer target

and decreases at the inner target when drifts are enabled in UEDGE, possibly due to

the approximate conservation of pressure along flux tubes and the general decrease
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and increase, respectively, of the density at outer and inner targets. Relative to

the Langmuir probe measurements of the electron temperature, the UEDGE target

temperatures do not significantly improve or worsen at the inner target, and at the

outer target the peak temperature is slightly too high but agreement with experiment

is improved in the PF region.

The ion saturation current at the targets in UEDGE behaves very similarly to the

density at the targets after enabling drifts (figure 5-14). The peak 𝑗sat at the outer

target matched the experimental peak very well without drifts, and became too low

by an order of magnitude when drifts were enabled. The match at the inner target is

also slightly worsened by enabling drifts, which raise 𝑗sat in the CF region.

The heat flux profiles at the targets in UEDGE are also changed by the inclusion

of drifts (figure 5-14). This is most pronounced at the inner target, where the peak

heat flux decreases significantly. At the outer target, the peak heat flux increases

by around a factor of 2, and the decay length changes from 0.63 mm to 0.49 mm,

straying a little further from the experimental value of 0.91 mm. Nonetheless, the

match with experiment on either side of the peak remains quite good. The total

power to the inner and outer target are 0.44 MW and 0.77 MW (1:1.8) without drifts

and 0.24 MW and 1 MW (1:4.2) with drifts. The case without drifts is closer to the

1:2 ratio expected for H-modes [126] but the case with drifts has an acceptable total

power to the outer target (estimated to be 0.89 MW in experiment). This appears to

be due at least in part to the poloidal component of the E × B drift bringing more

power from the inner target to the outer target through the CF region and to a lesser

degree from the outer target to the inner target in the PF region (figure 5-15(a, c)).

The variation of plasma quantities in UEDGE in the parallel direction along the

separatrix can once again be examined with drifts enabled (figure 5-16). All profiles

change significantly compared to figure 5-6. One notable change is that the ion den-

sity at the outer target decreases going from the X-point to the outer target, whereas

before, it increased. The neutral density at the outer target is also an order of magni-

tude lower than in the case without drifts. The higher electron and ion temperatures

at the outer target are also apparent in figure 5-16(b). The ion temperature in par-
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Figure 5-15: Poloidal and radial transport in the UEDGE case with single-particle
drifts enabled: (a) the E ×B poloidal velocity as a fraction of the sound speed, (b)
the total poloidal particle flux, (c) the total poloidal power flux, (d) the E×B radial
velocity as a fraction of the sound speed, (e) the total radial particle flux, and (f) the
total radial power flux.
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ticular varies strongly from one side of the X-point to the other. This was verified

to be mostly due to the ion B × ∇B velocity by using the radial component of the

B ×∇B drift velocity as the user-defined anomalous convective velocity in the case

with no drifts and recovering the shape of the 𝑇𝑖 sep(𝐿‖) profile. It can be seen that

where the B × ∇B drift directs high-temperature ions out of the core, between the

X-point and the inner midplane and between the outer midplane and the X-point,

𝑇𝑖 sep is increased. Between the inner and outer midplane, the B × ∇B drift directs

low-temperature ions from the SOL toward the core, and 𝑇𝑖 sep is decreased. The

electron temperature does not vary as much over 𝐿‖ as the ion temperature, possibly

due to the higher conductivity of electrons.
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Figure 5-16: Separatrix plasma parameters with single-particle drifts enabled in
UEDGE: (a) the plasma and neutral density and (b) the electron and ion temperature
as a function of the distance parallel to the magnetic field starting at the inner target
and ending at the outer target.

The pressure balance between the outer midplane and target can also be re-

examined with drifts enabled (figure 5-17). Unlike the case without drifts (figure

5-8), the total (static+dynamic) pressure at the target just outside the separatrix is

reduced compared to the midplane total pressure. This coincides with a rise in the

PF region pressure at the target, likely due to the radial component of the E × B

drift transporting ions from the CF region to the PF region along the outer divertor

leg. The static pressure at the target in UEDGE can also be compared to the exper-
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imental data from Langmuir probes. Without drifts, the peak static pressure at the

target in UEDGE was quite close to the peak experimental value, while with drifts

the peak static pressure is too low by a factor of around 4.
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Figure 5-17: Pressure balance with single-particle drifts enabled in UEDGE: the
total (static+dynamic) plasma pressure at the midplane and outer divertor target in
UEDGE, the static pressure at the target in UEDGE, and the static pressure at the
target measured by Langmuir probes.

Another metric of interest with drifts enabled is the neutral pressure. The neutral

pressure at the divertor target PF corners is around a factor of 2 higher than the

experimental measurement, while the neutral pressure in the far SOL of the outer

midplane is more than an order of magnitude greater than the pressure measured

there in experiment. In this respect, the cases with and without drifts are similar.

In conclusion, enabling drifts in this simulation of a particular C-Mod discharge

has a significant impact on target conditions, in some respects for the worse. Most

concerning is the worse match to 𝑗sat at the outer target, which is a robust measure-

ment from the Langmuir probes. Some of the most important metrics, however, such

as the heat flux profile at the outer target, are still a good match to experiment with

drifts enabled, giving confidence in the utility of this case. Further work is needed to

determine whether certain UEDGE settings could be modified to enable drifts while

avoiding some of the adverse effects observed. This study confirms, however, that

drifts play an important role in the SOL of C-Mod, and that including them will
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enable more robust predictions of the impact of impurities and changes in divertor

leg geometry.

5.6 Impurities

Impurity puffing is one way to induce detachment and protect the divertor targets

from the high heat flux of a high-performance plasma. The fixed-fraction impurity

model in UEDGE (section 2.4.5) was used to examine the effect of nitrogen impurity

puffing. In this model, the impurity density is a user-specified fraction of the ion

density at each cell in the grid. Single-particle drift effects are enabled unless otherwise

noted. A nitrogen impurity is used in this study due to its history in target heat flux

reduction experiments in Alcator C-Mod [137–139].

The effects of a small and large impurity fraction on the outer target heat flux are

shown in figure 5-18. At 0.1% nitrogen, the dominant component of the heat flux is

the convected and conducted power due to ions, electrons, and neutrals. There is also

significant heat flux due to the ion kinetic energy and surface recombination, while

hydrogen photons and impurity photons contribute very little. When the impurity

fraction is increased to 3.5% nitrogen, causing the outer target to fully detach, the

peak heat flux to the outer target is reduced by approximately 2 orders of magnitude,

and the dominant component of the heat flux is that due to impurity photons, which

radiate most of the power in the SOL evenly before it can travel to the outer target

along magnetic field lines. It must be noted that in order for the UEDGE case to

converge with a fully detached outer target and with drifts enabled, the poloidal

resolution of the outer leg had to be reduced from 14 cells to 7 cells between the

X-point and the outer target. The grid used is shown in blue in figure 5-20.

Another hallmark of detachment is significant pressure loss along a flux tube,

which can be verified in UEDGE (figure 5-19). It can be seen that near the sepa-

ratrix, the UEDGE total pressure (static+dynamic) drops by more than an order of

magnitude between the outer midplane and the outer target. This increases confi-

dence that the full effects of detachment are being modeled.
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Figure 5-18: Components of the total heat flux to the outer target with (a) 0.1%
nitrogen and (b) 3.5% nitrogen. The first component listed in the legend is the total
convected and conducted heat flux due to electrons, ions, and neutrals.
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Figure 5-19: Pressure balance with single-particle drifts enabled and a spatially
uniform fraction of 3.5% nitrogen impurity in UEDGE: the total (static+dynamic)
plasma pressure at the midplane and outer divertor target in UEDGE, the static
pressure at the target in UEDGE, and the static pressure at the target measured by
Langmuir probes.
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5.7 Long outer leg

Modeling Alcator C-Mod with a long outer divertor leg is a way to bridge simulations

that closely track a real high-power H-mode experimental discharge with simulations

of new high-field advanced-divertor devices such as ADX, SPARC, and ARC, in which

plasma profiles and other real-world effects can only be roughly predicted. The results

of the C-Mod long-leg modeling effort will give a sense of the impact of an advanced

divertor in a high-field device, and will provide increased confidence when modeling

future devices. It should be kept in mind that detaching such a C-Mod H-mode

without degrading core performance was difficult and a major research goal for the

program [140] and it is of interest to provide insight from modeling about whether

a relatively minor change in the divertor geometry could have made the desired de-

tachment significantly easier. This modeling effort will also be one of very few SOL

fluid simulations of advanced divertor concepts to include single-particle drift effects.

5.7.1 Grid

The grid for the long outer divertor leg geometry is shown compared to the grid based

on the real C-mod geometry in figure 5-20. Because the angle of incidence of the field

line on the outer target is an important factor in the heat flux profile on the plate,

care was taken to rotate the plate such that the total angle between the field line

and the target near the separatrix was the same as in the real C-Mod geometry case.

It can be seen in figure 5-20 that the outer target in the long leg case is closer to

vertical than in the real geometry. This was also the maximum leg length possible

within the boundaries of the available EFIT equilibrium. The poloidal distance from

the X-point to the outer target is increased by 77% with the long leg. The parallel

distance from the X-point to the outer target along the first cell outside the separatrix

is increased by 130% with the long leg, but the parallel distance from the inner target

to the outer target is only increased by 5.3%.

The poloidal resolution of the grid in the outer divertor leg for the real C-Mod

geometry is decreased from 14 cells to 7 cells because higher-resolution grids had

144



trouble converging near detachment with drifts and impurities. In the long-leg grid,

there are 14 cells poloidally between the X-point and outer target, to maintain a

poloidal resolution similar to that in the real geometry grid.
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Figure 5-20: Grid based on the real Alcator C-Mod geometry (blue), and grid with a
long outer divertor leg (orange).

5.7.2 Impact on target conditions

With drifts enabled, the impact of the long leg geometry on target conditions is shown

compared to the real geometry in figure 5-21. The effect of the long leg appears to

be subtle in most cases. Most importantly, the peak heat flux at the outer target

barely changes at all. One change is in the peak temperature at the inner target,

which is decreased by a factor close to 2 with the long leg, and the peak heat flux
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there decreases slightly as well. The density at the outer target in the PF region is

greater in the long leg geometry, likely due to the radial component of the E × B

drift having more opportunity to transport ions from the CF to the PF region over

the longer parallel distance between the X-point and the outer target.
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Figure 5-21: UEDGE plasma parameters using the real C-Mod outer leg geometry
(dashed lines) and with a long leg (solid lines), with single-particle drifts enabled
and no impurities: the UEDGE ion/electron density is compared to the electron
density from Langmuir probes; the UEDGE electron temperature is compared to the
electron temperature from Langmuir probes; the ion saturation current in UEDGE
is compared to that measured by Langmuir probes; the UEDGE surface heat flux is
compared to measurements from surface thermocouples.
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With drifts disabled, the biggest change between the real and long-leg geometries

is in the heat flux at the outer target, with the peak heat flux decreasing by a factor

of almost 2 in the long-leg case. The fact that with drifts enabled, the peak heat

flux does not change when going from the real geometry to the long leg means that

expectations for advanced-divertor heat flux reduction should be tempered if drifts

are not included in the simulation.

5.8 Detachment studies

One of the most important processes to investigate with these UEDGE cases is that

of impurity-induced detachment. In this study, the nitrogen fraction was increased

up to 5% in steps of 0.1%. Higher than 5% (and in some cases slightly lower), there

can be unphysical power balance issues in these C-Mod scenarios (e.g. more power

radiated than the power specified at the core boundary). Figure 5-22 shows key

detachment metrics as a function of the nitrogen fraction in UEDGE, for the cases

with and without drifts in the real C-Mod geometry and the case with drifts and the

long leg geometry.

Most importantly, figure 5-22 shows that the detachment threshold is reduced from

3.5% nitrogen in the real geometry to 2.4% nitrogen with the long leg. Long-leg ad-

vanced divertor designs should therefore make detachment easier in high-field devices

such as ADX, SPARC, and ARC. This result includes drift effects and is firmly

grounded in C-Mod experimental data, increasing confidence in this general prediction.

In figure 5-22, the cases with drifts appear to have a much stronger detachment

“cliff” behavior than the case without drifts, which appears to decrease more gradually

even at higher nitrogen fractions. Although all cases up to at least 1% nitrogen show

an approximately linear decrease in heat flux, dynamic pressure, and temperature, the

cases without drifts have a step-like transition to values consistent with detachment.

Furthermore, the step-like transition with drifts enabled affects all detachment metrics

simultaneously. When drifts are disabled, these metrics progress toward their fully

detached values at different rates: the dynamic pressure and the neutral to ion density
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Figure 5-22: Key metrics of detachment at the outer target strike-point for various
UEDGE cases: (a) the surface heat flux, (b) the dynamic pressure, (c) the ratio of
the neutral density to the ion density, and (d) the electron temperature.
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ratio take longer to reach a steady, detached value than the surface heat flux and the

electron temperature. It can be noted that the peak heat flux in the case without

drifts is around half that of the cases with drifts, somewhat muddying the comparison,

but the more gradual transition to detachment when drifts are ignored is clear enough

that it should be unlikely to change in higher heat flux conditions. Finally, the rise

and unexpected fall of the neutral to ion density ratio in figure 5-22 for the case

with the real geometry and drifts enabled is another interesting phenomenon that is

further examined in this study.

Figure 5-23 shows the change in the peak heat flux and the total power to the

surface for the inner and outer targets. Interestingly, at low nitrogen fractions, during

the linear decrease in peak heat flux at the outer target that precedes the detachment

cliff, the total power to the inner target actually increases, before suddenly decreasing

and remaining constant after the detachment cliff. This phenomenon is observed in

the long leg as well. In the real C-Mod geometry, this is not a cause for concern, as

the peak heat flux at the inner target decreases to a very low value at greater than

1.5% nitrogen. In the long leg geometry, however, the peak heat flux at the inner

target remains somewhat high even at high nitrogen fractions. This could be due to

the E×B drift transporting energy from the outer divertor leg to the inner divertor

leg through the PF region. This result means that in some cases, special care may be

needed to avoid exceeding heat flux tolerances for the inner target when impurities

are introduced to induce detachment.

In order to better understand why the case with the long leg geometry has a lower

detachment threshold, it is instructive to look at the total power due to impurity

radiation in the inner and outer divertor legs, the main chamber SOL (above the

X-point), and the core (figure 5-24). In the real geometry case, detachment is due

to a sudden rise in the radiated power in the outer leg and main chamber SOL (just

above the outer divertor leg entrance). Figures 5-25(A, B) show that this is due to

an increase in radiation near and above the X-point at the outer divertor entrance.

In case B, there is still some radiation near the outer target, but when the nitrogen

fraction is increased to 4% in figure 5-25(C), the peak radiated power density is in a
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Figure 5-23: The heat flux at the strike-point and total power to the inner and outer
target surfaces for cases with drifts enabled in (a) the real C-Mod geometry, and (b)
the long outer divertor leg.
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cell well above the X-point, and there is very little radiation along the outer divertor

leg near the separatrix. The transition from B to C is also when the neutral to ion

density ratio decreases markedly in figure 5-22—the ion and neutral density both

decrease, but the neutral density decreases more. Case C appears to be in a slightly

different detachment regime compared to case B (the total radiated power does not

increase very significantly), and it does not appear to be a MARFE, as the highly

radiating volume above the X-point is still outside the separatrix.
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Figure 5-24: Total power due to impurity radiation in various parts of the simulation
domain as a function of nitrogen fraction for (a) the real geometry and (b) the long
leg geometry. The impurity radiation over the grid is shown in figure 5-25 for the
points marked A, B, C, D, E, F.

In both the real geometry and long leg cases in figure 5-24, before and after the

sudden rise in total radiated power due to detachment, the total radiated power rises

gradually. This is due to a gradual increase in radiated power in the main chamber

SOL. Before the detachment jump in radiated power, the radiated power in the inner

leg also appears to be increase gradually. In the long leg geometry, when the outer leg

detaches, the high radiated power in the outer leg remains approximately constant

while the radiation front moves further up the leg as the nitrogen fraction is increased

to 4% (figure 5-25(E, F)). This is different from the real geometry case, where the
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radiation in the outer leg decreases significantly as the radiation front moves to above

the X-point (figure 5-25(C)). Having the region of strong radiation in the divertor

leg rather than the main chamber is desirable in order to avoid MARFEs, so this is

another advantage of the long-leg configuration.

The jump in radiated power due to detachment can be seen in figure 5-24 to

not only occur at lower nitrogen fraction in the long leg case compared to the real

geometry case, but also to be a much larger jump in power than in the real geometry

case. This is likely due to the greater volume of the outer leg and greater parallel

distance between the X-point and outer target in the long-leg case.

The dependence of the radiated power density on the poloidal position and the

impurity fraction are visualized simultaneously in figure 5-26. The radiated power

density is averaged at each poloidal index over the cells at that index in the SOL,

ignoring the core and PF regions as they would result in unusual V-shaped averaging

volumes due to the non-orthogonal grids. Figure 5-26(a) shows that the C-Mod real

geometry case really does appear to undergo two detachment transitions. Before the

first transition at 3.5% nitrogen, the radiation front makes its way up the inner leg

toward the X-point, and radiation in the outer leg remains fixed in position but in-

creases in power density. After the transition at 3.5% nitrogen, the power density in

the inner divertor leg drops while the power density between inner divertor entrance

and the inner midplane increases. The radiation front that was around halfway be-

tween the X-point and outer target also moves up to the X-point. In the second

transition at 4% nitrogen, the regions of highest radiated power density move from

at or just below the X-point to just above the X-point on both the inner and outer

target sides. Interestingly, the radiating region between the X-point and inner mid-

plane also appears to move further up, into the region between the inner midplane

and the plasma crown (top of the plasma).

Figure 5-26(b) shows that the case with the longer outer divertor leg behaves

very differently. Before the transition to detachment at 2.4% nitrogen, the highly

radiating region moves steadily from the inner and outer targets toward the X-point,

while continuing to radiate strongly close to the target. After detachment, the highly
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Figure 5-25: Power density due to impurity radiation over the grid for the UEDGE
cases marked with points A, B, C, D, E, F in figure 5-24. The red lines show the
boundary between the divertor and main chamber in the nomenclature of figure 5-24
and the locations of the X-point poloidal indices in the nomenclature of figure 5-26.
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Figure 5-26: SOL-averaged impurity radiation power density for (a) the real C-Mod
geometry and (b) the long-leg geometry. Only the volume outside the separatrix is
considered, including in the divertor legs.

radiating region is closer to the X-point, and there is markedly less radiation just

above either target. This is desirable, as a strong source of radiated power right

above a divertor target could also result in challenging heat fluxes. As the nitrogen

fraction is further increased after detachment, the highly radiating regions continue

moving upstream, toward the X-point at the inner target and above the X-point at

the outer target.

5.9 Conclusions

This effort to model a discharge in Alcator C-Mod with drifts and impurities achieves

a good match to experimental midplane and target SOL measurements, and may be

the first published UEDGE simulation of an advanced divertor concept modeled with

drifts and impurities (SOLPS and UEDGE advanced divertor simulations without

drifts include [24–28, 30, 31, 34, 35, 77], and [36] is a SOLPS simulation of an advanced

divertor with drifts). This study has produced a number of important and interesting

results:

• Profiles of midplane density and temperature and target heat flux can be matched
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simultaneously with the iterative calculation of anomalous transport coefficients

using formula 4.2.

• Drifts significantly change the detachment process in UEDGE and are therefore

necessary to accurately determine a detachment threshold.

• Drifts result in a depressed temperature profile inside the separatrix in UEDGE

compared to experiment, and do not improve the match to the experimental

density and temperature at the divertor targets.

• Drifts allow UEDGE to better match the location of the region of peak D-𝛼

emission in C-Mod experiments in positive and negative toroidal field directions.

• Before full detachment, the total power to the inner target can increase as the

impurity concentration is increased.

• The long outer leg geometry does not necessarily result in additional anomalous

heat flux spreading, but enables detachment at a significantly lower impurity

fraction.
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Chapter 6

Modeling the SPARC tokamak

In the previous chapters, UEDGE simulations were “tuned to” and compared with

actual profiles from Alcator C-Mod. This chapter details how UEDGE was used

to simulate edge and divertor conditions that are foreseen in a new, possibly game-

changing tokamak presently under construction: SPARC [6]. This modeling was

undertaken during the design phase of the device in order to characterize attached

and detached plasma conditions, informing divertor design decisions. Such studies are

necessary because the device will operate at magnetic fields 1.5x larger than have ever

been used in a tokamak and face extreme challenges for heat and particle exhaust.

The results of this study are also published in [29].

6.1 Overview of the SPARC tokamak

The SPARC tokamak is currently being designed as a compact device with a magnetic

field of 12 T targeting a fusion gain of 𝑄 > 2 [6]. The SPARC scenario of primary

interest in this study is one for which 13 MW of external radiofrequency and ohmic

heating is supplied, 20–28 MW of fusion alpha power and 113 MW of neutron power

is produced, and 10–13 MW is radiated from the core. The amount of power crossing

the separatrix and entering the scrape-off layer (SOL) is therefore taken to be 𝑃SOL =

28 MW at “full power” for the purpose of simulation with UEDGE. This scenario is

at the L-H threshold power, though a maximum of 25 MW of external heating power
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is available to provide some margin [41].

In the absence of significant dissipation in the SOL upstream, for example via

radiation, the majority of the 28 MW of power into the SOL will be directed into the

divertor legs, and the divertor surfaces may experience very high heat fluxes. Well-

documented empirical scalings for the SOL heat flux width predict a narrow width

between 0.18 and 0.4 mm, leading to an expected peak parallel heat flux greater than

10 GW/m2 [41]. Full-power operation will be attempted with both single- and double-

null equilibria. In a double-null equilibrium, power sharing between the inner and

outer divertor is expected to have a ratio of 1:4 [141], resulting in a peak perpendicular

heat flux of 25 MW/m2 to the inner divertor target and 70 MW/m2 to the outer target

assuming a shallow incident field line angle and 50% radiation fraction (figure 6-1).

Figure 6-1: Prediction from empirical scalings of the perpendicular heat flux along
the inner and outer divertor targets in a SPARC double-null configuration assuming
a 50% radiation fraction. Courtesy Adam Kuang.

Due to the high heat fluxes expected in the inertially cooled SPARC divertor, the

tokamak is being designed with several heat flux mitigation measures: plasma pulses

will be kept short (under 10 seconds), the incident field line angles in the divertor are

designed to be under 1° (assuming toroidal symmetry—fish-scaling may be required

to hide leading edges), and the strike-point on each target surface will be swept at a

158



rate of ∼1 Hz over 30–40 cm of poloidal arc length [41].

Beyond these baseline strategies, SPARC will also attempt to take advantage

of divertor detachment, in which interactions of plasma with neutral hydrogen and

impurity atoms result in volumetric energy losses, reducing plasma momentum, heat

flux, and temperature at the divertor targets. Detachment is usually induced by

puffing gases containing low-Z impurity atoms such as nitrogen or neon. In SPARC,

if the plasma-facing components are made of a graphite-based material, sputtered

carbon atoms could cause detachment.

A previous analysis estimated the impurity density as a fraction of the main

ion density required to achieve detachment in tokamaks, including a SPARC-like

device. The 0-D model used empirical scalings for the heat flux width and L-H

threshold power and a simple SOL radiation model, and found that for the divertor

to detach in a SPARC-like device (𝐵𝑇 = 12 T, 𝑅 = 1.65 m, 𝑃SOL = 48 MW, and

an upstream density of 6 × 1020 m−3), the required impurity fraction is 11% using

nitrogen, 4% using neon, and 3% using argon [142]. The SPARC design as of late

2020 had 𝐵𝑇 = 12.2 T, 𝑅 = 1.85 m, 𝑃SOL = 30 MW, and an upstream density of

1 × 1020 m−3 [6].

The estimates of the 0-D model serve as a starting point for more advanced stud-

ies that take into account the SOL geometry and plasma profiles. In this work,

the UEDGE code [45] is used to examine SOL plasma dynamics and detachment in

SPARC in greater detail. UEDGE has recently been used to model advanced-divertor

configurations, in particular the SOL of the ADX and ARC tokamak concepts [28,

30]. Before this study, it was uncertain whether UEDGE would be able to model

SPARC without issues due to the extremely small heat flux width and extremely

large average plasma pressure and parallel heat flux density expected for SPARC [8,

41].
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6.2 SPARC UEDGE simulation setup

6.2.1 Equilibrium and grid geometry

The SPARC SOL is modeled in a double-null equilibrium assuming up-down sym-

metry for geometry and physics (figure 6-2). The radial extent of the domain is

Ψ𝑁 ≈ 0.98 − 1.04 in units of standard normalized poloidal magnetic flux, and grid

cells are aligned with the flux surfaces. In the simplified model considered here, the

target plates are normal to flux surfaces at the strike points, while plates tilted at a

shallow angle are planned in the actual SPARC design (a factor of 0.39 at the inboard

target separatrix and 0.16 at the outer target separatrix can be applied to convert

from the perpendicular heat flux density in the UEDGE geometry to the perpendic-

ular heat flux density in the SPARC design). The grid target surfaces are angled

in the far SOL and private flux region in order to alleviate a numerical performance

issue with corner cells. The much more open divertor in the UEDGE grid geometry

compared to the real SPARC design is a large source of uncertainty due to neutral

baffling effects [143].

6.2.2 UEDGE physics model

UEDGE is used in this study to solve for the plasma and neutral densities 𝑛𝑖 and 𝑛𝑛

(plasma quasineutrality is assumed), electron and ion/neutral temperatures 𝑇𝑒 and

𝑇𝑖,𝑛, and parallel velocities 𝑢‖𝑖 and 𝑢‖𝑛. No single-particle drifts or plasma potential

effects are included in this study, due to the up-down symmetry of the setup. The

impurity used in this study is carbon, with a concentration specified as a fixed fraction

of the main ion density and radiation rates obtained from a non-equilibrium coronal

model assuming an impurity lifetime of 1 second (the impurity lifetime setting was

found in this study to cause no noticeable change in the UEDGE solutions unless set

to a value less than 10 milliseconds). A fluid model is used for the neutral atoms,

as the neutral mean free path is expected to be small in the SPARC divertor (in a

typical simulation, the neutral charge-exchange mean free path is found in most of
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Figure 6-2: The 2D axisymmetric grid used in this study is shown in gray, and the
SPARC first wall geometry is shown in black (the first wall geometry is not included
in the simulation). The colored lines are the core boundary (magenta), side wall
boundaries (blue), private flux region boundary (green) and target plate boundaries
(red).
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the divertor volume to be less than 1 centimeter, which is small compared to any

connection length). The fluid neutral model in UEDGE includes inertial effects in

the direction parallel to B, to account for strong parallel flows.

6.2.3 Boundary conditions

The boundary conditions at the core interface are a fixed ion density, zero gradient

in parallel velocity, zero neutral flux, and a fixed power divided equally between the

ions and electrons. At the target plate boundaries, 𝑣‖ = 𝑐𝑠, and the sheath energy

transmission coefficients are 𝛾𝑒 = 4 and 𝛾𝑖 = 2.5 (informed by kinetic simulations).

Sputtering effects are not included. At the side wall and private flux wall boundaries,

the ion density and electron and ion temperature are extrapolated (𝜕2/𝜕𝑟2 = 0), with

a minimum temperature limit of 0.1 eV. The ion recycling coefficient for all side walls

and targets is 1 (appropriate for modeling an experiment in steady state [28]), and

the neutral albedo is 1 on all side walls and targets. This means no pumping effects

are included in the model. Finally, a heat flux limiter value of 0.21 is used as the

fraction of the free-streaming flux that the maximum thermal conduction is limited

to. This value is informed by kinetic-fluid modeling [87] and is found to improve

agreement between simulation and experiment in Alcator C-Mod [83].

6.2.4 Base case setup

The cross-field transport coefficients in UEDGE were tuned to match several param-

eters predicted for SPARC using empirical scalings, summarized in table 6.1. The

transport coefficients satisfying these interrelated constraints were a particle diffu-

sivity of 𝐷 = 0.1 m2/s and the spatially varying convective velocity 𝑣conv and ther-

mal diffusivity 𝜒𝑒,𝑖 shown in figure 6-3. These values were tuned using a case with

𝑃SOL = 10 MW in the full domain and no impurity. The spatial profile of 𝑣conv is in-

formed by experiment [144]. The spatial profile of 𝜒𝑒,𝑖 reflects assumptions of reduced

energy transport on the high-field side and a transport barrier on the low-field side

that strongly affects the outer target heat flux width. The heat flux width in each
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Expected in
SPARC

Achieved in
UEDGE

UEDGE controlling
variables

Midplane separatrix
density 1 × 1020 m−3 [145] 0.7 × 1020 m−3 𝐷, 𝑣conv, 𝑛core

Heat flux width 𝜆𝑞 0.18–0.4 mm [41] 0.23 mm 𝐷, 𝑣conv, 𝜒𝑒,𝑖

Heat flux width
spreading factor 𝑆

0.5𝜆𝑞 [41] 0.7𝜆𝑞 𝐷, 𝑣conv, 𝜒𝑒,𝑖

Inner/outer divertor
power sharing 1:4 [141] 1:4 𝐷, 𝑣conv, 𝜒𝑒,𝑖

Table 6.1: Parameters predicted for SPARC and targeted in UEDGE.

simulation was measured by fitting a simple exponential curve to the parallel heat flux

density at the outer side of the X-point mapped to the outer midplane, and the heat

flux spreading factor was obtained from an Eich fit [7] to the total surface heat flux

density at the outer target mapped to the outer midplane. The inner/outer divertor

power sharing was calculated by comparing the total power crossing the separatrix

on the inboard side to that crossing the separatrix on the outer side.

Figure 6-3: Spatially varying profiles of convective velocity 𝑣conv and thermal diffu-
sivity 𝜒𝑒,𝑖 used in this study.

The case with 𝑃SOL = 10 MW and no impurity, which was used to tune the trans-

port coefficients, has suitable profiles of parallel heat flux density (due to convection

and conduction of electrons, ions, and neutrals) at the outer divertor entrance, as

well as midplane profiles of 𝑇𝑖, 𝑇𝑒, 𝑛𝑖, and 𝑛𝑛 (figure 6-4). The portions of the profiles

inside the separatrix are not fit to any particular targets and may not be represen-
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tative of conditions in that region. One interesting feature is the high ion density in

the far SOL, where the particle balance is dominated by a radial transport sink and

an ionization source at the wall. A flat, high-density “shoulder” is sometimes seen in

experiment due to convective radial transport [146], but the high and rising density

in the far SOL of these UEDGE simulations appears to be an artifact of the recycling

boundary condition that provides a large source of neutrals to be ionized.

(a) (b) (c)

Figure 6-4: For the case with 𝑃SOL = 10 MW and 0% carbon fraction, (a) the parallel
heat flux density due to convected and conducted power at the outer divertor leg
entrance (solid line) and a fit to the data with a simple exponential curve (dotted
line), (b) temperature of the ions (blue) and electrons (orange) at the outer midplane,
and (c) density of the ions (blue) and neutrals (red) at the outer midplane.

6.3 Survey of detachment access conditions

For computational efficiency, the simulations shown in this study are evolved from

sequential changes in carbon fraction and input power starting from a single “an-

cestor” solution rather than each starting from UEDGE’s default profiles of density,

temperature, and parallel velocity. The “ancestor” solution was started on a crude

grid with the transport coefficients set to large values, then changed to the grid and

transport coefficients shown in figure 6-3. It is important to consider the history of

each simulation because solutions can bifurcate [30, 75]. The final result of a UEDGE

run depends on both the setup parameters and the starting solution. For example,

the case with both legs detached at 𝑃SOL = 28 MW and 1% carbon is obtained start-
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ing from the case with only the inner leg detached at 𝑃SOL = 28 MW and 1% carbon

by lowering the power to 16 MW and raising the carbon fraction to 1.4% (at which

point both legs are detached) then returning to 𝑃SOL = 28 MW and 1% carbon while

remaining in this new detachment regime. Notably, this means that the UEDGE

model used in this study cannot be used to predict a detachment threshold.

6.3.1 Scan of power and carbon fraction

The SOL input power and carbon fraction were varied in order to characterize a wide

range of attached and detached target conditions. One scan began from a solution

with the inner target detached and the outer target attached (circles in figure 6-5(a)),

while the second scan began from the solution with both targets detached (diamonds

in figure 6-5(a)). A large region of overlap can be seen (diamonds superimposed

on circles), where both of the bifurcated solutions are possible at identical 𝑃SOL

and carbon fraction. The scans were started from an outer-attached and an outer-

detached case at 𝑃SOL = 28 MW and 1% carbon fraction. The power was decreased

in steps of 4 MW, and the carbon fraction was raised and lowered in steps of 0.1%.

The outer-detached case at 𝑃SOL = 28 MW and 1% carbon fraction originated from a

case following the transition of an outer-attached case at 𝑃SOL = 16 MW: when the

carbon impurity fraction was raised from 1.3% to 1.4%, there was a sudden drop in

the target temperature, total pressure, heat flux density, and ratio of ion to neutral

density at the outer target. These values remained low over the large range of 𝑃SOL

and carbon fraction values shown by the diamonds in figure 6-5(a).

Simulations with lower or higher carbon fraction than those shown by either scan

in the figure either failed to converge or transitioned to a different detachment state

and are not shown when redundant (e.g. if during the attached scan, a case became

detached at high carbon fraction, but a case in the detached scan had also converged

at the same power and impurity fraction, only a diamond would be shown). Conver-

gence failures were due to certain cells at the divertor targets reaching negative ion

densities because of numerical issues in balancing large fluxes in and out of the cells.

These convergence failures arise at low and high carbon fraction, where changes in de-
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(a) (b)

Figure 6-5: (a) Peak total heat flux density perpendicular to the outer target (due
to convection, conduction, ion parallel kinetic energy, surface recombination, and
radiation) as a function of the SOL input power and carbon fraction. (b) Key metrics
of detachment measured at the strike points: ratio of neutral to ion density, dynamic
pressure, and electron temperature.

tachment regime or radiative collapse might be expected, but it is unknown whether

the large fluxes at the target cells that cause the numerical issues are physically jus-

tified or themselves also due to numerical issues. In light of this uncertainty, these

scans can be viewed as a limited window indicating conditions under which detached

(or attached) conditions can exist in SPARC. Of course, the existence of detached

regimes is of greater interest for power handling considerations. However, the upper

and lower carbon fraction limits of the scans cannot yet indicate the true operating

window for each detachment regime.

Key metrics of detachment are shown in figure 6-5(b) for cases in the scan of

power and impurity fraction. The dynamic pressure 𝑚𝑖𝑛𝑖𝑣
2
‖ at the strike point serves

as an indicator of ion momentum removal, which is one aspect of total pressure

removal along a field line (due to neutral interactions, radial convection, and viscous

dissipation [147]), a key marker of detachment [9]. The ratio of neutral density to ion

density characterizes plasma particle loss, and the strike point temperature and peak

𝑞⊥ can be used to assess energy detachment. The correlations between the parameters

in figure 6-5(b) show that momentum removal and energy removal go hand in hand.
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Attached and detached target conditions have non-overlapping ranges of target

peak 𝑞⊥ and strike point dynamic pressure but have some overlap in the ranges

of strike point 𝑛𝑛/𝑛𝑖 and 𝑇𝑒. The highest values of 𝑛𝑛/𝑛𝑖 around 104 are due to

very low ion density rather than very high neutral density. The conditions at the

inner target (stars in figure 6-5(b), which are from both sets of cases with the outer

leg attached/detached) are similar to those at the detached outer target, indicating

that the inner target remains detached throughout the scans. One notable difference

between the inner target and detached outer target conditions is in 𝑛𝑛/𝑛𝑖, which is

due to higher average 𝑛𝑖 at the inner strike point when the outer leg is detached.

Importantly for the plasma-facing components, the detached targets all have peak

𝑞⊥ < 1 MW/m2, not including factors coming from the real geometry with tilted

target plates. Of course, the scan also shows that lowering 𝑃SOL, for example through

increased core radiation, can lower the peak 𝑞⊥. Finally, the peak heat flux density

to the targets can vary significantly in the attached regime for the same 𝑃SOL. For

example, in the case at full power with the inner leg detached, the peak 𝑞⊥ at the

outer target is 324 MW/m2 at 0.4% carbon but drops to 39 MW/m2 at 1.4% carbon,

without having fully transitioned to a detached outer leg.

6.3.2 Comparison of attached and detached target conditions

When the outer leg is attached at full power and 1% carbon fraction, the outer target

has a peak 𝑞⊥ ≈ 63 MW/m2 due to convection and conduction of electrons, ions, and

neutrals, 𝑇𝑒,𝑖max ≈ 4 eV, 𝑛𝑖max ≈ 1022 m−3, and 𝑛𝑛max ≈ 1021 m−3 (figure 6-6). The

power delivered to the target due to surface recombination (not shown) is similar

in profile and magnitude to the convected and conducted heat flux density, and the

power due to impurity radiation reaches a peak of 𝑞⊥ ≈ 11 MW/m2, as the volume

just upstream of the strike-point is highly radiating (figure 6-7(a)). A total of 4.2 MW

of power is lost due to impurity radiation in the cells near the X-point, while 5.2 MW

is radiated in the volume of the outer leg and only 0.12 MW is radiated in the inner

leg. This difference in radiation power loss between the legs is likely due to a difference

in temperature, since the maximum temperature is 2.5 eV in the volume of the inner
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leg and 100 eV in the volume of the outer leg, and the peak in the radiated power

cooling rate coefficient for carbon is about 10 eV [148].

(a) (b) (c)

Figure 6-6: Comparison of plasma parameters at the outer target mapped to the
outer midplane for the attached case (solid lines) and detached case (dashed lines)
at 𝑃SOL = 28 MW and 1% carbon fraction, showing (a) the convected and conducted
heat flux density perpendicular to the target, (b) the temperature of the ions (blue)
and electrons (orange), and (c) the density of the ions (blue) and neutrals (red).

(a) (b)

Figure 6-7: Carbon impurity radiation at 𝑃SOL = 28 MW and 1% carbon fraction in
(a) the case with the inner leg detached and outer leg attached and (b) the case with
both legs detached. The total power loss due to impurity radiation is indicated in red
for cells adjacent to the X-point, blue for cells in the inner divertor leg, and magenta
for cells in the outer divertor leg.

The solution with a detached outer leg at full power and 1% carbon fraction

shows a peak 𝑞⊥ ≈ 2.5 kW/m2 due to convection and conduction, 𝑇𝑒,𝑖max ≈ 2.5 eV,
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𝑛𝑖max ≈ 1018 m−3, and 𝑛𝑛max ≈ 2 × 1020 m−3 (figure 6-6). In this scenario, impurity

radiation produces a peak of only 𝑞⊥ ≈ 0.32 MW/m2 at the outer target, as 9.9 MW

of power is lost due to radiation near the X-point and only negligible amounts are lost

in the volume of either leg (figure 6-7(b)). Core performance is unaffected, however,

as only 0.12 MW of power is lost to radiation inside the separatrix. In both cases

with and without detachment of the outer leg, the total power lost due to deuterium

radiation is 1–1.4 MW from ionization and 1.4–1.6 MW from recombination.

6.3.3 Sensitivity to boundary conditions

In order to determine the sensitivity of the solutions to various aspects of the simu-

lation setup, certain assumptions were varied to note the effect on the convected and

conducted heat flux density at the outer target (figure 6-8(a)). The original case,

with an attached outer leg, had extrapolated values of temperature 𝑇𝑖 in the range

of 0.1–4 eV for the common flux region radial boundary and 1–5 eV for the private

flux region boundary. When the extrapolation boundary conditions were all changed

to gradient-length type with an infinite gradient length, the outer leg became fully

detached. This result held for gradient lengths as low as 1 centimeter. Changing

from the extrapolation boundary condition to a fixed value similarly upended the

original result. Setting a fixed boundary value of 2 eV for the ion temperature on the

radial boundary of the common flux region caused a large increase in heat flux to the

outer leg, while doing so instead on the private flux region boundary had the opposite

effect, causing the outer leg to completely detach. For the private flux boundary, a

threshold was observed: the outer leg would detach if the boundary temperature was

fixed to less than 2.3 eV and would remain attached if the boundary temperature was

fixed to a higher value (while still having a noticeable effect on the peak heat flux

density). This sensitivity to different values of the fixed boundary condition shows

the importance of the extrapolation boundary conditions in allowing the absolute

value and gradient to float.

The outer strike plate geometry was also found to have a large impact on the

overall solution (figure 6-8(a,b)) at 𝑃SOL = 28 MW and 1% carbon fraction. A grid
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(a) (b)

Figure 6-8: (a) Heat flux density due to convection and conduction perpendicular
to the outer target mapped to the outer midplane. The original case with 𝑃SOL =
28 MW and 1% carbon fraction is shown in black and has extrapolated density and
temperature values on the radial boundaries. The dashed blue line shows the result
of setting all radial boundary values based on an infinite gradient length (𝐿𝑇 =
𝑇/∇𝑇 = ∞). The dotted orange line shows the result of changing the ion temperature
boundary condition on the private flux region radial boundary to be fixed at 2 eV
rather than extrapolated. The dotted green line shows the result of fixing the ion
temperature to 2 eV on the common flux region radial boundary. The red dash-dotted
line shows the result of changing the outer target plate geometry to that shown in
subfigure (b). (b) (Red) Detail of the UEDGE mesh with an outer target geometry
better matching the tilt of the as-designed SPARC divertor geometry (black).
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was produced in which the outer divertor strike plate was tilted to more closely match

the as-designed SPARC divertor surfaces. The new target geometry still does not

match the SPARC design perfectly due to grid generator issues encountered when

attempting to further increase fidelity. There are also fundamental limitations in

UEDGE which make it impossible to include the shadowed corner volume in the

bottom right. The new grid target plate has a slightly less grazing angle than the

SPARC design, with slopes differing by 5.5° in the poloidal plane. The incident field

line angle at the separatrix is 1.66° in the new grid (compared to 6.36° in the grid

shown in figure 6-2 used in the rest of this study), which is close to the target value

of 1° and less than the 2° upper limit considered in the SPARC design [41]. In the

simulation with the new grid, a factor of 3.9 reduction in the peak heat flux density

at the outer target was expected due to the increase in surface area at the strike

plate near the separatrix, but a much larger degree of power detachment is instead

observed: the peak heat flux density is three orders of magnitude smaller than in

the case where the plate was not tilted. At the outer target separatrix, the electron

temperature is 1.2 eV, and the ratio of neutral to ion density is 4.8. These values are

similar to those of the detached inner target, but the ratio of neutral to ion density is

lower than that at the outer target in cases where the outer leg is fully detached (figure

6-5). In light of these results, the grid with non-tilted target plates that was used

throughout this work appears to overestimate the carbon fraction required to detach,

though the present study cannot predict absolute detachment thresholds that would

apply to the experiment. Finally, it must be noted that there are still differences in

baffling between the real SPARC geometry and the grid with tilted targets that will

influence the absolute thresholds.

In all cases where the boundary conditions were changed or the target plate was

tilted, the heat flux width measured at the outer divertor entrance remained in the

range of 0.2–0.3 millimeters. While the degree of detachment changes significantly

with the boundary conditions, it is reassuring that the heat flux width does not.
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6.3.4 Sensitivity to the neutral fraction

In addition to the carbon fraction, the neutral fraction is an important factor in

simulation results. The neutral fraction is defined here as the total number of neutrals

in the full domain divided by the total number of ions. A case at 𝑃SOL = 10 MW and

0% carbon with both legs attached has a ∼5% neutral fraction. At 𝑃SOL = 28 MW and

1% carbon fraction, the case with only the inner leg detached has a neutral fraction

of ∼10%, and the case with both legs detached has a neutral fraction of ∼20%. In

order to determine whether neutral sources or sinks would have a significant effect

on the 𝑃SOL = 28 MW cases, a neutral pumping/puffing surface was defined on the

outer leg common flux region boundary, with user-specified neutral throughput. The

neutral pumping or puffing rate can change the neutral fraction by a few percent

before solutions begin to have trouble converging (figure 6-9(a)). Raising the neutral

fraction results in a lower peak convected and conducted heat flux density on the

outer target (figure 6-9(b)). This trend holds when both legs are detached and when

only the inner leg is detached. For the case with only the inner leg detached, the

fact that the highest pumping rate results in a neutral fraction around 5% might lead

one to expect that the inner leg would reattach, however it remains detached. The

neutral fraction therefore does not perfectly determine each detachment regime, but

it may partially explain why different solutions are possible at the same 𝑃SOL and

carbon fraction.

6.3.5 Comparison to SOLPS

SOLPS-ITER [149] simulations of SPARC [150] have been developed alongside UEDGE

ones in a parallel, independent effort. The SOLPS simulations use more sophisticated

neutral and impurity models and a more realistic geometry, while the UEDGE cases

are simpler in most respects. The UEDGE setup has been convenient for large pa-

rameter scans like the ones in this study, and the more detailed SOLPS cases can be

useful to roughly check the validity of certain simplifying assumptions in UEDGE.

Due to the large differences in setup between the codes, this comparison cannot serve
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(a) (b)

Figure 6-9: All cases have 𝑃SOL = 28 MW and 1% carbon fraction. (a) The total
neutral fraction as a function of the neutral puff or pump rate in the outer leg. (b)
Peak heat flux density due to convection and conduction to the outer divertor target
as a function of the total neutral fraction.

as a verification exercise. Table 6.2 summarizes the differences in setup between a

UEDGE case with no pumping and the most comparable SOLPS case (found by low-

ering the pumping rate in the SOL volume in SOLPS). The cases have similar peak

𝑞‖ and have peak densities at the outer target within a factor of 3.

The fixed carbon fraction used in UEDGE can be compared to the spatial distri-

bution of carbon resulting from the transported impurity model with multiple charge

states in the SOLPS case. In the UEDGE case, the carbon density is defined ev-

erywhere as 1% of the ion density. In the SOLPS case, the carbon released from

sputtering and transported in the model results in a carbon fraction as low as 0.3%

and as high as 40% in a small number of cells, with more typical values in the SOL

in the range of 1–4 %, resulting in an average of 1.7% over the entire domain. The

charge states of carbon that reach the highest densities in the divertor legs are C+

and C2+, reaching peaks of 1020 m−3 while other charge states have peak densities of

1019 m−3 or lower. While the discrepancy in carbon fraction between SOLPS is on

the order of a few percent in most of the cells, highly radiating cells near the targets

can account for a large fraction of the power dissipated through impurity radiation

(see figure 6-7(a)). The SOLPS impurity transport model therefore offers much more
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UEDGE SOLPS

Magnetic configuration Double null Single null
Target plates Not tilted Tilted
Simulation domain Near SOL Near SOL (+far SOL for neutrals)
Neutral model Fluid neutrals Kinetic neutrals
Impurity model Fixed fraction Transported impurities
Pumping No Yes
Carbon chemical sputtering 0% 2%
Carbon fraction 1% 1.7%
Outer target peak 𝑞‖ 0.57 GW/m2 0.42 GW/m2

Outer target peak 𝑛𝑖 1.4 × 1022 m−3 0.57 × 1022 m−3

Table 6.2: Comparison of UEDGE and SOLPS simulations of SPARC at 𝑃SOL =
28 MW.

detail than the fixed impurity fraction model and could have a large impact on the

UEDGE solutions. An impurity transport model is available in UEDGE but has so

far caused convergence difficulties when enabled.

The UEDGE case uses a fluid neutral model with inertia but assumes that the

neutral temperature is equal to the ion temperature everywhere. In reality, the neutral

temperature could be much lower than the ion temperature near the walls before the

two equilibrate through charge-exchange collisions. In the SOLPS case, the kinetic

neutral model provides some indication of the variation in neutral temperature to

be expected. The ratio of neutral to ion temperature ranges between 0.5–1 in most

of the domain, with values close to 2 occurring in the divertor regions where the

plasma temperature is low. The charge-exchange and ionization mean free paths for

deuterium atoms near the Franck-Condon energy in the SOLPS case are less than 1

centimeter in most of the domain except the very far SOL where they can be greater

than 1 meter. These neutral temperature and mean free path results from SOLPS

indicate that the UEDGE fluid neutral model is not an egregious simplification.

Like the UEDGE case, the SOLPS case is also sensitive to neutral pumping rates,

especially when the pumping rate in the outer divertor is varied. This has a large

impact on 𝑞‖ and the average carbon fraction: in the original SOLPS case, the average

carbon fraction was 5% and the peak 𝑞‖ was around 4 GW/m2, which changed to
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1.7% and 0.57 GW/m2 as the pumping rate in the outer divertor was decreased.

The average carbon fraction in SOLPS is more a function of the overall plasma and

neutral density (which affect the carbon sputtering source) than a function of the

carbon being directly pumped out. In any case, the sensitivity of both UEDGE and

SOLPS to the neutral pumping rate underscores the importance of this quantity in

the predictions of both codes.

6.4 Discussion

UEDGE simulations yielding detached divertor target conditions in a SPARC double-

null equilibrium with 𝑃SOL = 28 MW show markedly low target temperatures, ion

densities, and heat fluxes. This result shows that planned “full-power” SPARC op-

eration could be compatible with plasma-facing components (PFCs) even without

strike-point sweeping. Peak heat flux densities from detached plasmas are typically

around 𝑞⊥ ≈ 0.8 MW/m2, dominated by impurity radiation. Cases at “full power”

with the inner leg or both legs detached are obtained with a carbon fraction between

0.3–1.4 %. This study cannot predict a definitive value of the carbon fraction required

to detach due to the simplifications in the model and convergence difficulties at high

and low carbon fraction.

The small carbon fraction at which detachment may be possible could have ad-

vantages and disadvantages. The detrimental effect of around 1% carbon on core

performance due to increased 𝑍eff is small: a 1% carbon fraction, fully ionized, re-

sults in 𝑍eff = 1.3, and TRANSP simulations predict that SPARC should be able

to maintain 𝑄 > 2 up to 𝑍eff = 3.4 [112]. The stability and control of detachment,

however, are of some concern, as it may be difficult to avoid detachment if graphite

is chosen as a divertor material and enough carbon is released through sputtering.

Furthermore, in the regime where both legs are detached, the radiation pattern con-

centrated near the X-point is similar to an X-point MARFE, which can terminate

the discharge [151]. Stable operation in this regime is not impossible, however, as

demonstrated by experiments on the AUG tokamak with a tungsten wall and neon

175



impurity seeding [152].

The results of this study indicate that detachment through impurity seeding in

SPARC may provide significant benefits in the divertor heat flux handling challenge.

Future work is planned to refine these results by modeling realistic tilted target plates

and neutral baffles, using a multi-fluid impurity model rather than the fixed-fraction

model, seeding with other impurities such as neon (which would likely be used if a

tungsten-based material is chosen for the plasma-facing components), and modeling

electric fields, drifts, and currents. The present results will serve as starting points

and points of comparison for additional UEDGE simulations of the single-null and

X-point target [18] configurations that are also planned for SPARC.

6.5 Summary of key findings

Key findings from the UEDGE simulations of the SPARC boundary and divertor are

summarized:

• Scenarios in which both targets are detached are likely possible even under

the high power and extremely narrow heat exhaust channel conditions that are

expected in SPARC—this was not known before this work was done.

• However, the attached/detached solutions do depend on “ancestor” conditions

from which the simulation started, as seen in other studies [30, 75].

• The detached targets all have peak 𝑞⊥ < 1 MW/m2, even without expected

reductions that come from the real geometry with more tilted target plates.

• The UEDGE results are roughly similar to those obtained by a different group

modeling SPARC using the SOLPS code with greater realism compared to the

UEDGE simulation in several respects. The similarity of the results obtained

with the different codes increases confidence in the UEDGE results.
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Chapter 7

Conclusion

7.1 Summary

As research on tokamaks approaches breakeven and net fusion energy is on the hori-

zon, it is crucial to address the heat flux handling challenge. A better understanding of

this issue will make fusion power plants more resilient against accidental self-damage,

and therefore more economically attractive. This study uses the valuable tools of

empirical database scalings and edge simulations to better understand the heat flux

width challenge in current and future tokamaks and to assess different mitigation

strategies including detachment and advanced divertors. This study also attempts

to bridge these different tools in a novel way by using the experimental database to

verify the advantages and limitations of the chosen edge model.

Chapter 3 examines the relationship between the heat flux width and edge quan-

tities. Relationships between 𝜆𝑞 and the edge pressure are observed, but a different

trend is observed for H-mode compared to L/I-mode. The relationships between 𝜆𝑞

and edge gradients of temperature, density, and pressure are less clear. The Spitzer-

Härm scaling of 𝜆𝑞 = 2/7𝜆𝑇𝑒 is not evident. These relationships between 𝜆𝑞 and edge

quantities/gradients were also not as clear and unified across confinement regimes as

the relationship between 𝜆𝑞 and the average pressure. Nevertheless, this study made

it possible to predict the heat flux width in SPARC and ITER based on the scaling

with edge pressure in Alcator C-Mod, finding agreement with predictions using other
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variables and therefore increasing confidence in the overall heat flux width predictions

for these devices.

Chapter 4 details the use of UEDGE to model 75 discharges in the C-Mod heat flux

width database in an automated manner. This is a significant achievement because

UEDGE cases can be difficult to reliably converge (past studies normally involve only

a handful of cases) and UEDGE cases greatly augment the available data for each

discharge in the database, enabling new studies of SOL dynamics over a wide range

of conditions. By modeling a large number of discharges, this study verified that

UEDGE was able to replicate the experimental scaling of 𝜆𝑞 after algorithmically

setting the transport coefficients so that the midplane profiles of 𝑛𝑒(𝑟) and 𝑇𝑒(𝑟)

were matched, albeit while overestimating experimental 𝜆𝑞 by a factor of ∼1.8. This

demonstrates that UEDGE can be reliably used to model experimental discharges

with simultaneous matching (to an extent) of 𝜆𝑞 and midplane profiles, without a

large number of custom settings applied ad-hoc for each discharge. The source of the

factor 1.8 discrepancy is as yet not fully understood, but further study could lead

to more robust modeling with UEDGE. This study also investigates the impact of

certain model settings on the agreement between the UEDGE and experimental values

of 𝜆𝑞. Including drift effects in UEDGE results in a better match of the experimental

power balance between the inner and outer divertor targets with that found in the

simulation, but makes UEDGE estimates of 𝜆𝑞 vary wildly. Disabling flux limits

results in slightly better agreement between the UEDGE and experimental 𝜆𝑞 values.

The overestimation of 𝜆𝑞 and the overall negative impact of including drift effects

indicate that as yet, UEDGE does not fully capture the physics of the SOL in C-Mod.

While this may seem a disappointing observation to the modeling community, it is an

important realization going forward. Nevertheless, this chapter bridges experimental

database analysis and edge simulation in a novel way that provides insights into

the credibility and generality of the UEDGE model and provides a path forward to

improve the accuracy of the model by benchmarking against experiment.

Chapter 5 uses the UEDGE model verified in chapter 4 to study a particular C-

Mod high-performance attached H-mode discharge in depth. The UEDGE simulation
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has excellent agreement with the experimental SOL midplane profiles and with the

heat flux profile at the outer target. Furthermore, single-particle drift effects are

enabled at full strength, which is often a challenging feat in UEDGE. This case with

a strong experimental basis is then used to investigate the advantages of a common

feature in advanced divertors: increased length of the outer leg. It is found that

a longer leg enables detachment at a lower impurity fraction than that of the non-

extended leg and keeps the detachment front further away from the main plasma.

Drift effects are also found to have a significant impact on the detachment process.

Thus this chapter uses modeling to predict what might have been needed to detach

this plasma if C-mod had had a ∼2x longer leg. This chapter also bridges the UEDGE

modeling of C-Mod, which has an abundance of experimental data, to the UEDGE

modeling of SPARC, which has a long outer leg but no experimental data.

Chapter 6 uses UEDGE to model the SPARC tokamak, finding that detachment

should be possible even at the high power and small 𝜆𝑞 expected in SPARC. The

possibility of detachment in SPARC and the capability of UEDGE to model plasma

conditions in SPARC were previously unknown. Detachment is found to significantly

reduce the peak heat flux to the targets, indicating that this is a valid strategy to

deal with high heat fluxes even in next-generation devices.

7.2 Physics roadmap

Data from an AUG database clearly obey the relationship of 𝜆𝑞 = 2/7𝜆𝑇𝑒 expected in

the high-collisionality Spitzer-Härm regime [91]. Data in the C-Mod database do not

clearly adhere to this trend (figure 3-8(c)), but appear to follow it when modeled with

UEDGE (figure 4-14(c)). The difference in experimental results between AUG and C-

Mod could be due to either error in measurement or different heat transport physics,

e.g. differences in the ion channel, which is measured in neither device. It is also

possible that some of the C-Mod discharges are not deep enough in the Spitzer-Härm

regime. The trend in the C-Mod UEDGE simulations, which somewhat follows the

Spitzer-Härm relationship, may simply mean that most of the heat flux in UEDGE is
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due to conduction, and that the included flux limiting and convective heat flux have

little impact.

The steps below detail a roadmap to understanding the possibly different SOL

physics in C-Mod and AUG:

1. Recalculate the temperature decay length 𝜆𝑇𝑒 in C-Mod using the same method

as in AUG, by fitting an exponential decay function to the raw Thomson scat-

tering data about the separatrix [91], and observe whether this reveals a trend

of 𝜆𝑞 = 2/7𝜆𝑇𝑒.

2. Investigate scalings with turbulence parameters in C-Mod, as was done with

the AUG database [101].

3. Compare the SOL collisionality in C-Mod and AUG. The AUG study in [91]

used a subset of the data in [101] which has 2 < 𝜈*
e SOL < 50, while the C-Mod

data has 0.6 < 𝜈*
e SOL < 6. By some estimates, 𝜈*

e SOL & 100 may be required for

Spitzer-Härm heat conductivity to fully hold [125]. It is therefore possible that

more of the AUG data are in the Spitzer-Härm regime, while the C-Mod data

are in a more flux-limited regime.

4. Compare reciprocating probe studies of SOL density, temperature, and heat

flux profiles on Alcator C-Mod [153] and AUG at similar collisionality.

5. Augment the C-Mod database with higher-collisionality discharges to see if these

more clearly follow the trend of 𝜆𝑞 = 2/7𝜆𝑇𝑒.

6. Model the discharges in the AUG database using the same automated UEDGE

procedure as used for C-Mod discharges in this thesis.

(a) Compare the convected and conducted heat fluxes in the parallel and per-

pendicular directions in AUG and C-Mod to understand their relative im-

portance, and look for systematic differences between the two devices in

the ratio of convected to conducted heat flux.
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(b) Investigate ion physics in both devices: in addition to experimental stud-

ies of the ion to electron temperature ratio in C-Mod [83] and AUG [154],

it may be possible to use UEDGE to infer the average ion/electron tem-

perature ratio by finding the ratio which produces the best match to the

experimental heat flux width for each discharge.

(c) The AUG database study [91] used an “integrated data analysis” system to

reduce uncertainty in midplane profile measurements [155], while no such

system was used for the C-Mod database. In both the AUG and C-Mod

studies, profiles were shifted such that separatrix temperatures were con-

sistent with 2-point model predictions. UEDGE could be used to more

accurately determine the midplane profile separatrix location producing

the best match to the experimental target heat flux profile. A similar pro-

cedure was recently used in a SOLPS simulation of an AUG discharge, in

which the midplane profiles were shifted to produce the separatrix density

and temperature most consistent with experiment [156].

7.3 Future work

This thesis makes strides in bridging experimental database studies and edge modeling

and applies these tools to simulate the SPARC tokamak. In the future, the C-Mod

heat flux width database could be greatly expanded by automated analysis over entire

operation campaigns, with multiple time segments in each discharge, as was done to

study the 1-2 kHz mode in the W7-X stellarator [157]. Building on the automated

UEDGE modeling of 75 discharges in this study, UEDGE could be used to model

thousands of different time segments to ensure data quality: for example, UEDGE

could verify whether midplane profiles and the total power to the outer divertor are

mutually compatible, and a scaling analysis would include only such high-quality

time segments. The possibility of inferring the heat flux width at the outer divertor

entrance in UEDGE would also make it possible to include detached plasmas in such

an analysis, which has not been done before.
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Another important issue to investigate is the overestimation of the experimental

heat flux width by an average factor of 1.8 in the UEDGE database study. The power

balance should be further analyzed, including parallel as well as perpendicular heat

flux. The model could be made more accurate by targeting experimentally informed

values of the SOL ion/electron temperature ratio and divertor neutral pressure. Sim-

plifying the model, rather than modifying it or adding complexity, could also provide

insights: one option would be to eliminate heat convection effects, leaving only heat

conduction, and to see whether the heat flux width is still overestimated by an av-

erage factor of 1.8. The result that drift effects do not lead to better estimation

of the heat flux width in the C-Mod database should also be explored. Modifica-

tions to the profile fitting procedure could also be investigated: the anomalous heat

conduction coefficient could be fit to ensure a match between the heat flux width

at the divertor entrance in UEDGE and that measured in experiment, and the re-

sulting UEDGE midplane profiles could be compared to experimental profiles. More

advanced approaches that match midplane and divertor profiles simultaneously could

also be used [158].

The detachment threshold investigation using a particular C-Mod discharge in

this study could be expanded to the 75 UEDGE cases modeling the heat flux width

database. The resulting range of detachment thresholds would provide a more general

understanding of the detachment process. While the detachment threshold investi-

gation in this study was already rather advanced thanks to the inclusion of full drift

effects and the fixed-fraction impurity model, the more advanced, but difficult to im-

plement, multi-species impurity model in UEDGE could be used to provide deeper

insight.

For the SPARC simulations in this study, developing a grid with higher resolution

near the X-point and more realistic target geometry would be beneficial. Includ-

ing drifts effects and using the multi-species impurity model in UEDGE could also

improve confidence in predictions. SPARC is also being designed to support the

advanced X-point target divertor configuration, and UEDGE could be used to inves-

tigate detachment and drift effects in that configuration.
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Appendix A

UEDGE code utilities

Over the course of this thesis work, relatively general utilities were created that could

be of interest to the wider UEDGE user community. These have been made available

on the web at https://github.com/sballin/UEDGE_utils. Any filenames mentioned

in this section can be found in this repository.

A.1 Result overview

The plotall method in plot.py generates an extensive overview PDF showing vari-

ous plots of interest for a UEDGE case, including boundary conditions, midplane vs.

target pressure and power balance, and radial particle and power transport analysis

(figure A-1).
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Figure A-1: Example first page of UEDGE result overview PDF showing configuration
settings and anomalous transport coefficients.
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A.2 Diagnosing runs

UEDGE runs can fail to converge after certain settings are changed. To understand

why failures occur, it can be helpful to look at the evolution of temperatures and

densities in certain cells over the course of the run. The file Diagnose run.ipynb

provides an example of such a diagnostic workflow. It was originally developed to

investigate certain negative density errors encountered early in the UEDGE modeling

effort. It stores the density, temperature, particle poloidal/radial flows, and particle

ionization/recombination rates for every cell in the grid after each UEDGE run time-

step. This makes it possible to look at not only how the density is changing in each

cell, but also which components are driving the changes. This tool requires the rundtp

method in run.py (a fork of the rundt method in the main UEDGE repository with a

few additional features added) to be used with the keyword argument storeExt=True

to store extended information about the run.

A.3 Saving and restoring full solutions

The fsave and frest methods in run.py save and restore every UEDGE variable

and the grid geometry using hdf5. This provides some advantages over the standard

UEDGE save/restore workflow, which is concerned only with the main solution vari-

ables ni, ng, te, ti, tg, up, phi—to fully restore such cases requires running a

solution step in UEDGE that requires all non-default settings (e.g. boundary condi-

tions) to be correctly defined, which is usually done using a python/BASIS setup file.

This made it difficult to share cases with collaborators. The full-save and full-restore

functionality in these methods makes solutions self-contained hdf5 files. This code

could be used as the basis of a system that stores full UEDGE cases in MDSplus for

analysis and collaboration.
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Appendix B

Workflow details

B.1 Midplane profile fitting with GPR

GPR fits were created using the profiletools GUI, which is available at

https://github.com/markchil/profiletools/blob/master/profiletools/gui.py.

B.2 UEDGE workflows for automated modeling

The code to simultaneously run UEDGE for all available discharges in the C-Mod

heat flux width database is on the PSFC Engaging cluster at the path

/home/sballinger/share/uedge_db

where each discharge has a folder with its discharge number containing the appropriate

equilibrium, grid, and past run save-files. Each discharge folder also has a file named

targetData_[discharge].h5 which contains midplane and target profiles that are

used to adjust the UEDGE transport coefficients and for visual comparison to UEDGE

profiles in the result summary PDF files. The file named run is used to submit job

arrays where each job runs the file CMod.py that changes the directory to that of the

discharge to model, restores the requested save-file for that discharge, and executes

any requested changes to the model.
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In the PSFC MFE filesystem, the code to analyze the UEDGE automated mod-

eling is in

/home/sballinger/share/uedge_cmod/Analyze edgedb.ipynb

B.2.1 EFIT equilibria

INGRID requires EFIT equilibrium files to generate grids. In the PSFC MFE filesys-

tem folder

/home/sballinger/share/uedge_db/notebooks

an IDL script can be run with the command

idl efit.pro -args [discharge_number] [time_milliseconds]

to generate the aeqdsk and geqdsk EFIT files from the EFIT20 tree. These have the

same timebase as the Thomson scattering system and have a spatial resolution of

129 × 129 cells.

B.2.2 Grid generation

On the PSFC Engaging cluster, the file

/home/sballinger/share/uedge_db/notebooks/make_grids.py

generates the grid for each discharge using INGRID. This takes several minutes for

each grid at the current resolution and all discharge grids can be generated in parallel

using code in

/home/sballinger/share/uedge_db/CMod.py

B.2.3 Enabling single-particle drifts

This recipe to enable single-particle drifts in UEDGE has proved reliable when start-

ing from the settings used in the C-Mod UEDGE models:
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1. Enable the old potential equation.

2. Enable the new potential equation with core boundary condition of constant

potential and zero radial electric field.

3. Enable drifts with a toroidal field scaling factor of 100 (a larger magnetic field

results in reduced drift velocities).

4. Slowly change the toroidal field scaling factor to 2.

5. Re-fit anomalous transport coefficients as necessary to match midplane profiles,

which may have changed.

6. Change the toroidal field scaling factor to 1 (usually the longest step to con-

verge).

7. Re-fit anomalous transport coefficients as necessary to match midplane profiles,

which may have changed.

B.3 UEDGE workflows for C-Mod detachment and

long leg modeling

The UEDGE models of C-Mod discharge 1160718025, including detachment and long

leg studies, are in the PSFC MFE filesystem folder

/home/sballinger/share/uedge_1160718025

where most of the code to run the available cases is contained in the file CMod.py.

The baseline cases of interest are described in table B.1.
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Save-file Description

bl10.h5 Real C-Mod geometry without drifts

bl10_e4.h5 Long leg geometry without drifts

bl10a.h5 Real C-Mod geometry with drifts

bl10a_e4.h5 Long leg geometry with drifts

Table B.1: Main UEDGE cases for C-Mod discharge 11601718025.

B.3.1 Impurity scans

Example code to perform an impurity scan is given in the method impurityScan in

CMod.py. The code to analyze the completed detachment scans is in

/home/sballinger/share/uedge_1160718025/notebooks/Analyze 25.ipynb

B.4 UEDGE workflows for SPARC modeling

The code to analyze the completed impurity scans is in

/home/sballinger/share/uedge_sparc/NF 2021 paper figures.ipynb
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