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Abstract

Decision-making under uncertainty is required in a multiplicity of situations in power
system operation and capacity expansion planning. This thesis investigates the
drivers and impact of uncertainty on power system infrastructure planning and pro-
poses several methods to design and operate a power system at granular modeling
level. The focus of the thesis is on Emerging Markets and Developing Economy
countries, specifically India and Nigeria. However, the work presented in this doc-
ument can be adapted to other situations, in the power sector or elsewhere, that
share similar traits. Moreover, incorporating uncertainty in generalized optimization
models often yields inaccurate results due to the lack of precision in representing the
problem. This thesis carefully examines a set of situations and presents appropriate
decision-making under uncertainty frameworks that yield meaningful results. The
thesis is divided into three parts: drivers of uncertainty, the impact of uncertainty,
and accounting for uncertainty in electricity resource design, with applications to
Emerging Markets and Developing Economy countries.
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Chapter 1

Introduction

This thesis addresses the problem of dealing with uncertainty factors that compli-
cate infrastructure planning in power systems, and the design of optimization

models that handle those uncertainty factors. In particular, this thesis focuses on
uncertainty aspects that are more prevalent in Emerging Market and Developing
Economy (EMDE) countries.

The power sectors of various EMDE countries are very different, but some common
traits define the boundaries of the problems addressed in this thesis. The power sector
in EMDE countries requires particular attention to power delivery reliability, cost
recovery mechanisms, and regulatory frameworks, on top of legal and monetary risks
[21]. As a result, specific EMDE-country features introduce substantial uncertainty
in electricity demand. Furthermore, due to challenges in implementing effective cost
recovery mechanisms, investors must also face significant uncertainty that impacts
generation and network designs.

All these factors render power system design a significant challenge in EMDE coun-
tries. Due to long capital recovery periods of large, long-lived assets and the sub-
stantial uncertainties, the design of adequate electric grid planning methods has not
made as much progress as in industrialized countries. In recent history, governmental
bodies and electric utilities in EMDE countries have primarily been concerned with
deploying minimum-cost resources to maintain acceptable system reliability with a
short-term perspective. As a result, they have frequently avoided appropriately ad-
dressing the longer-term design problem.

Bringing reform to the power sector in EMDE countries requires attention to all three
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components: power delivery, cost recovery, and regulatory framework. Ensuring
reliable delivery of power is a major challenge in EMDE countries. Upstream failures
in the bulk power system — large generation and transmission infrastructure — and
in the medium- and high-voltage distribution network leave large and medium-size
commercial and industrial customers stranded without power. For instance, the Wuse
Market customers of Abuja Electric in Nigeria understand this situation very well,
and have sought alternative solutions from a minigrid developer to maintain electric
power for their business activities. In large cities such as Delhi, highly congested
streets constrain the local utility from improving network quality; as a result, many
households in Delhi find themselves without access to electricity.

Rural communities in Indian states such as Odisha require little power presently
but necessitate long distribution lines. Voltage quality at the end of the feeder
is often poor, to the extent that some isolated rural communities choose not to
use it for household activities, and commercial and industrial loads resort to diesel
generators. Access to capital is a primary concern for government bodies and the
local utilities. These entities hesitate to commit significant capital for long-term
planning of the electric grid, a multi-decadal problem, due to the immediate need
to fix current technical issues on the grid, unfavorable policy, and uncertainty in
demand realization. Finally, current policies can prevent innovative solutions from
materializing and achieving sustainable and quality electricity access. For example,
Distributed Energy Resources (DER) may require policy updates to expand their
deployment further and drive out the use of pollutant backup diesel generators.

The situations described above present a class of decision-making problems related
to electricity resource design. The uncertainty in demand growth, technology cost
decline, or other major external events complicate the development of efficient math-
ematical and numerical programs that solve the design-under-uncertainty problems
for a particular system and multi-stage least-cost system planning. Solving such a
class of problems enables insight into investment strategies that ensure the least-cost,
reliable, clean electricity resource design, particularly in EMDE countries.

This thesis focuses on approaches to address some of these problems in two EMDE
countries: India and Nigeria which present two major EMDE-related power system
problems: network-constrained and generation-constrained systems, respectively. While
India and Nigeria receive much attention, the author recognizes that they are not
representative of all EMDE countries and their particular challenges in power system
design and their specific uncertainties.
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1.1 Decision-making under uncertainty
Decision-making in electricity systems must consider the characteristics of EMDE
countries from an engineering (power delivery), policy (regulation), and financial
(cost recovery) perspective. Decisions such as the adoption of on- versus off-grid gen-
eration supply, grid expansion, maintenance, or investment in renewables supported
by battery storage, cannot be made without considering the relevant uncertainties.

Uncertainty causes the inability to foretell consequences precisely. Two types of un-
certainties are relevant to decision-making: exogenous and endogenous. Exogenous
uncertainty is independent of the decision process (e.g., weather forecast, technology
cost), while endogenous uncertainty is decision-dependent (e.g., demand growth that
depends on supply reliability, generation technology cost, and tariff structures). In
both types of uncertainties, decision-making is modeled as an agent that acts based
on observations from the environment. The agent then chooses an action based
on expected return minimization/maximization criteria. There are three classes of
methods for decision-making processes of multi-stage problems [22]:

Exhaustive methods

Exhaustive or explicit programming is the simplest and most direct way to design a
decision-making process. The agent is conceived to anticipate all different scenarios
and to take the most favorable action. Explicit programming such as brute-force
and computationally tractable decision trees may work well for simple problems but
quickly place a significant burden on providing a complete strategy considering all
possible scenarios.

Optimization methods

In the search for an optimal decision, uncertainty can be reduced to risk evaluation by
assigning future scenarios a probability of realization. Probability-based determinis-
tic optimization of different scenarios remains a prime method of choice in designing
multi-stage decision-making processes. Stochastic optimizations further expand de-
terministic ones by introducing risk in either a mathematical program’s objective
function or constraints. Unfortunately, there are no multi-stage optimization meth-
ods that work well for all problems. The decision-sequence space is affected by the
curse of dimensionality: the size of the space grows exponentially with the number
of stages, the number of possible outcomes, and the size of the decision space at each
stage.
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Learning-based methods

Supervised inference models based on collected data are used to approximate a value
function for improving a decision-making process. Various challenges in data collec-
tion and value function approximation reduce the practical usage of such methods.
Multi-stage models aim to find a sequence of decisions that minimizes an expected
cost function. Decisions and random events (discrete or continuous) affect the value
of future outcomes. Reinforcement Learning methods aim to understand the impact
of a decision on the sequence of decisions and the policy objective. Often, approxi-
mations using domain-knowledge of the problem effectively address the challenge of
exploration versus exploitation in sequenced-based learning.

This thesis is a collection of work on modeling, optimization, and heuristic planning
of electricity resources, with applications in EMDE countries. First, demand growth
is explored in detail, as it is one of the major uncertainties of electricity resource
planning in EMDE countries. Second, the demand growth uncertainty and technol-
ogy cost projections are modeled as exogenous uncertainties in optimization models
to solve the electricity resource design problem. Finally, after identifying the dimen-
sionality problem that uncertainty creates, a time-series clustering method is used
in a domain-knowledge empowered learning-based method to solve exogenous and
endogenous uncertainties that govern the same electricity resource design problem.

1.2 Related work
Proper usage of decision-making-under-uncertainty methods in the design of electric-
ity supply infrastructure requires careful attention to the drivers of the uncertainty
being considered. From a techno-economic perspective, demand growth and tech-
nology cost are substantial uncertainties when planning reliable power systems in
EMDE countries. Technology cost uncertainty includes various components ranging
from raw material cost to supply chain economics. While regulatory uncertainty in
EMDE countries is an essential aspect of decision-making, this thesis limits its focus
to the techno-economic uncertainties of demand and external events that impact the
planning, such as technology cost.

Several studies have been carried out to provide insight on electricity demand as a
single value projection [23, 24, 25, 26, 27, 28, 29]. Data-driven forecasting models
alone are insufficient because new load patterns cannot be inferred from historical
data. This necessitates bottom-up electricity demand forecasting. Several bottom-up
methods project appliance-level consumption [30, 31, 32] and urban demand [33, 34,
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35]. However, such methods are either generic to energy systems and not focused on
electricity, or are too data-intensive since they rely on bottom-up data aggregation.
In the context of EMDE countries, a blend between forecasting models and bottom-
up projections is appropriate for projecting demand growth scenarios.

There is significant literature on introducing uncertainty to deterministic decision-
making models for electricity system design in the form of options analysis [36, 37, 38].
However, these studies are either concerned with bulk power system design and
ignore distribution-level planning or are not concerned with the temporal nature of
local DER operations. Moreover, these studies focus on DER that are a flexible
and dispatchable resource (diesel generators) or energy-producing (rooftop solar) as
opposed to energy-limited resources, such as battery storage. Generation design
and dispatch models that account for battery storage are generally constrained to
deterministic formulations [39, 40, 41, 42, 43, 44].

In the context of EMDE countries, innovative business, regulatory and legal frame-
works such as the Integrated Distribution Framework [45, 46] are necessary to im-
prove and reform the power sector [21]. These frameworks bring forward flexible
strategies such as under-the-grid minigrids [47, 48, 49, 50], and deployment of bat-
tery storage as a non-wire alternative [51]. This necessitates decision-making tools
that consider the decision-dependent uncertainties in planning flexible strategies.

To solve the design and dispatch problem of electricity resource planning, the tem-
poral vectors (e.g., demand profile and variable renewable energy availability profile)
must be effectively represented by reduced-order vectors to speed up the optimization
run time to solve the multi-stage problem in a tractable way. Time-series clustering
has been heavily discussed in the literature in the context of electricity resource plan-
ning [52, 53, 54]. Several studies have explored the problem of time-series clustering
for the design of energy systems [55]. [56, 57] focus on operational pattern similarity
in temporal data to aggregate generation unit dispatch models without integration
in the overall electricity system. [58] presents a clustering method for energy system
design but at a high computational burden, without addressing the scalability of the
method. On the other hand, data-driven approaches [59, 60] have been proven to be
effective in time-series aggregation of only prelabeled data.

This thesis considers power system decision-making under uncertainty as a multi-
stage stochastic problem (MSSP). In MSSP, uncertainty is characterized as either
exogenous (decision-independent) or endogenous (decision-dependent) [61]. Several
MSSP models are developed with exogenous uncertainties [62, 63, 64, 65, 66, 67].
This thesis addresses both exogenous and endogenous uncertainties where the deci-
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sions influence the realizations of uncertain events or parameters by altering their
underlying probability [61]. Little work is done on this particular type of uncer-
tainty in multi-stage stochastic resource design and dispatch problems [68, 69, 70].
To the author’s knowledge, there is no prior work on multi-stage stochastic problems
with endogenous uncertainties applied to the problem of power system design and
dispatch.

1.3 Thesis objectives and contributions
This thesis addresses three main questions related to decision-making under uncer-
tainty in the context of electricity resource design in EMDE countries.

1. What are the uncertain factors that can impact the design of the different seg-
ments of the power supply? Among the different factors identified, this thesis
analyses in detail demand growth (in the context of India) and explores how
some uncertain parameters characterize its future evolution, with important
implications on the potential design pathways.

2. How do these uncertain factors impact electric grid planning at the various
stages — generation, transmission, and distribution? This thesis presents a
comparative analysis of various transmission- and distribution-level electric-
ity generation and network designs, to examine the impact of the identified
uncertain factors in situations relevant to India and Nigeria.

3. How to handle uncertain factors in particular investment planning of electric
grid infrastructure? This thesis addresses the multi-stage design problem of
on-grid versus off-grid electricity connection in the context of rural communities
in India, subject to significant uncertainty.

The body of this thesis is organized according to the above-mentioned questions:

Question 1

The first question is addressed in Chapter 2, where an electricity demand projection
methodology for India is developed, and the data is used throughout this thesis.
Potential demand trajectories are quantified, and subsequently, the uncertainty in
demand growth at India’s state and regional levels, which will be used in Chapters
3 and 5. This thesis shows how hourly consumption patterns of electricity demand
are subject to change due to the introduction of new loads. In the context of EMDE
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countries, incorporating demand growth uncertainty in generation and network de-
signs (addressed in the subsequent questions) must first be supported by appropriate
projections.

Question 2

The second question is addressed in Chapters 3, 4, and 5, where optimization-based
models are developed to deal with exogenous uncertainties. Chapter 3 presents
a framework based on real options to optimize distribution network planning using
battery storage in the case of the city-state of Delhi while considering the uncertainty
in demand using data from Chapter 2. Chapter 4 presents the minigrid of the
Wuse Market customers in Nigeria using the real options optimization framework of
Chapter 3. Chapter 5 expands the analysis of demand uncertainty to the transmission
level of the electric grid design and dispatch problem. Various designs are presented
based on assumptions regarding demand growth, cost, and policy trajectories.

Question 3

The final question of this thesis is addressed in Chapters 6 and 7, where learning-
based methods are developed to improve the computational complexity required to
solve decision-making under exogenous and endogenous uncertainties. Efficient time-
domain reduction techniques are presented in Chapter 6, allowing faster exploration
of power system design solutions without deteriorating the result of the reduced-order
optimization. Chapter 7 presents a learning-based decision-making methodology for
solving multi-stage decision-dependent stochastic problems using the time-domain
reduction method of Chapter 6. We apply the method of Chapter 7 to a simplified
problem of under-the-grid minigrid design considering grid supply maintenance and
uncertainty in rural communities in Odisha, India.

Finally, Chapter 8 gathers the conclusions of the thesis. Taken as a whole, the work
presented in this thesis demonstrates novel frameworks for addressing uncertainty in
electricity system design using DER local generation, under-the-grid-minigrids, and
grid supply. This thesis addresses the deployment of clean energy resources, em-
phasizing the role of battery storage and pathways towards decarbonization without
compromising the electricity system reliability. While this thesis deals with applica-
tions of electricity resource planning in EMDE countries, principally, the models and
methods developed in this thesis may also be applied to other contexts of planning
under uncertainty.
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Chapter 2

Long-term demand growth in the
electricity sector — case study of
India

Question 1: What are the uncertain factors that can impact the design of the dif-
ferent segments of the power supply?

The first question of this thesis’ objectives is addressed in this chapter by focusing
on the Indian power sector. India is expected to witness rapid growth in electricity
use over the next three decades. Here, we introduce a custom regression model to
project electricity consumption in India over the coming decades to project growth in
existing appliance use. Additionally, we include a bottom-up estimate of electricity
consumption stemming from areas that do not have local historical data to learn
from, this model is applicable to any electricity demand driver (e.g., electric cooking).
For this thesis, we focus on two major drivers of load growth: air conditioning and
vehicle electrification. The model projections are available at a customizable level of
spatial aggregation at an hourly temporal resolution, making them useful for long-
term electricity infrastructure planning studies. Furthermore, the approach is used
to develop electricity consumption data sets spanning various technology adoption
and growth scenarios up to the year 2050 in five-year increments. The data aim
to provide a range of scenarios for India’s demand growth given new technology
adoption.

With long-term hourly demand projections serving as an essential input for electric-
ity infrastructure modeling, this data investigation enables the subsequent work of
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this thesis on decision-making under uncertainty. The demand growth scenarios pro-
duced here are later used as exogenous and endogenous uncertainty in the electricity
resource design problem.

2.1 Introduction
Many assessments of future electricity demand in India project large increases in
electricity consumption from adoption of air conditioning technologies in the build-
ings sector over the next two decades [23, 26, 25]. This large growth is likely to
make India among the top nations in terms of electricity consumption, implying
that technology choices related to energy consumption and production in India are
likely to play a significant impact on global climate change mitigation efforts. Ad-
ditionally, the Indian government has been pushing for the transportation sector’s
electrification, starting with two- and three-wheel vehicles,which is further likely to
increase overall electricity demand. As of 2020 in India, there are 152,000 registered
electric vehicles [26]. Air conditioning (AC) related electricity demand accounted for
32.7 TWh, contributing to less than 2.5% of the total demand in 2019 [25]. However,
both air conditioning and transport electrification are anticipated to introduce struc-
tural changes in the temporal and spatial trends in electricity consumption patterns,
that has important ramifications for long-term resource planning for the electricity
sector [29]. This chapter presents an bottom-up approach to estimate electricity
consumption in India for various scenarios of technology and policy adoption. We
focus on providing aggregated consumption estimates as well as spatio-temporally
resolved consumption profiles that would be relevant for regional and national elec-
tricity system planning studies. The approach enables quantifying the impact of
various growth and technology adoption scenarios on quantity and pattern in elec-
tricity consumption. The datasets detailed in this chapter include annual energy
consumption at India’s state, regional, and national levels as visualized in Fig. 2-1,
as well as underlying consumption profiles at an hourly time resolution. The annual
energy consumption is forecasted on a five-year increment to 2050. Fig. 2-2 shows
one scenario of national electricity demand forecast. In addition to the snapshot of
annual consumption, hourly load profiles are developed at the same resolution as
seen in Fig. 2-3.

The forecasting is divided into two steps: business-as-usual and technology. Business-
as-usual is a statistical model that infers data it can be trained on i.e. historical
electricity demand. The technology model is a bottom-up approach that adds new
loads to the total demand. Among new loads, we focus on residential and commercial
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Figure 2-1: State and regional level distribution of annual electricity 2050 for stable
GDP growth, baseline cooling, and home electric vehicle (EV) charging scenario.
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Figure 2-2: Summary results of India’s electricity demand forecasting at national
level with stable GDP growth, baseline cooling, and home electric vehicle (EV) charg-
ing.

cooling as well as various electric vehicles (EV). Some key insights from cooling
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Figure 2-3: 2030 Load profile for Southern Region across three days in summer. Sce-
nario: stable GDP growth, reference cooling, home electric vehicle (EV) charging.
Base: projected electricity demand of lighting, appliance, and industrial equipment.
E2W: electric two-wheelers (e.g., bikes and scooters), E3W: electric three-wheelers
(e.g., tricycles and auto rickshaws), E4W: electric four-wheelers (e.g., passenger ve-
hicles).

[25] and EV [26] studies highlighting peak demand development motivate the need
for demand forecasting at the hourly resolution. Cooling demand due to mainly
short time constant split unit air conditioning installation in India is expected to
increase the peak to mean ratio (also sometimes referred to the "peakiness") of
electricity demand in India as well as shift the timing of peak demand from evenings
to midnight [25]. While electric vehicles do not constitute a large portion of the total
demand, certain charging schemes can contribute significantly to the peak demand
[26]. Numerous energy demand forecasts for India have recently been published as
decadal snapshots [23, 29, 28], however granularity of demand at an hourly resolution
has not been presented in these studies. Our approach enables quantifying the impact
of different technology and structural elements, such as adopting energy efficient vs.
baseline cooling technology or work-place charging vs. home charging for EVs, on
the hourly electricity consumption profiles. These insights and the accompanying
data sets are essential to carry out generation and transmission expansion as well
as distribution network planning. Thus, they are essential to a sustainable energy
infrastructure development in the Indian context.

Similar to other forecasting studies, we model Gross Domestic Product (GDP) growth
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[71] to be the main econometric driver of the business-as-usual demand forecasting,
and thus three scenarios are introduced: slow, stable, and rapid GDP growth. We
examine two AC load scenarios: high AC efficiency and baseline equipment as per
the International Energy Agency’s Future of Cooling study [25]. Finally, we evaluate
three EV charging mechanisms: home, work, and public charging. This totals the
number of data sets spanning three input dimensions to 18 scenarios. Technology
adoption growth has been correlated with economic growth under the assumption
that new technologies are adopted faster when the economy is growing faster and
vice versa. We present two cooling scenarios to highlight the difference in energy-
efficient and regular air conditioning units and bring attention to the need for policy
and programs that favor energy-efficient cooling unit sales. Furthermore, we present
various EV charging mechanisms to inspect the demand impacts that electric vehicle
charging can have on the electric grid at different times. The produced data can
be used as input to electricity infrastructure planning both at the distribution and
transmission level.

2.2 Demand forecasting
Fig. 2-4 illustrates the major steps of our proposed demand forecasting approach.
We use two models to estimate future electricity demand in India. In the first model,
we use a linear regression model to project daily peak and consumption on a regional
basis; this is the business-as-usual scenario. We then add natural variation to the
projections by finding the error between the training data and results and scaling
it to every region based on seasonality. Then we fit the projected peak and total
consumption to an annual hourly load profile for 2015 [72] featuring an evening
peak . In the second model — technology model — we take AC and EV adoption
into account as an additive component on top of the business-as-usual predictions.
We restrict the bottom-up modeling to AC and EV loads to the increased interest
in space-cooling demand and electric vehicle adoption in India [25, 73]. However,
bottom-up modeling of new loads can be expanded to other types of loads (e.g.,
electric cooking). GDP data, which is an independent variable in the model, is
chosen to be the main driver of growth of the business-as-usual scenario as well
as technology adoption rates. The input data used are publicly available and are
referenced in Table 2.1.
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Figure 2-4: Simplified schematic of demand forecasting method: steps in gray, input
data in green, models in orange, and outputs in blue.

Table 2.1: Input Data Sources

Data Source
State-wise Historical

GDP
Ministry of Statistics and Programme

Implementation [71]
Vehicle Sales and

Registration
Society of indian Automobile Manufacturers

[74]
Air Conditioning

Stock and Capacity International Energy Agency [25]

Load Profile United States Agency for International
Development [75]

State-level sector-wise
energy consumption

Power System Operation Corporation
[76, 77]

2.2.1 Input data processing

Although GDP is widely used for forecasting energy demand, it is specifically essen-
tial in the case of India, where economic growth is expected to ramp up over the
next few decades similar to the recent trends in China [78]. We based our demand
forecast on GDP projections from a PricewaterhouseCoopers (PwC) report [79], that
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projected India’s GDP to grow from 3.6 trillion in 2020 to reach 28 trillion USD in
2050. Considering the historical national GDP data for India starting in 1990, we fit
and project an exponential curve for rapid growth and a Gompertz curve 1 for slow
growth [80] as detailed in Table 2.2. We use PwC’s projections to define the stable
GDP growth scenario. Curve fitting and projection results are illustrated in Fig.
A-1. The rapid growth scenario produces an annual average growth rate of 9.5% ,
PwC’s growth rates start at 7.8% for the first projected decade and ends at 6.2 % in
the final projected decade. The slow growth scenario starts at 7.2% growth rate in
the first projected decade and ends at 3.9% in the final projected decade. To break
down the regional energy consumption projections to state level we use the ratio of
GDP per capita of the corresponding state to the GDP per capita of the region it is
in. For each GDP growth scenario, we fit the same functions given state-wise data
to produce GDP forecast at the same resolution. GDP per capita at state-level is
computed using the projected GDP data and state level population projections [81].

Slow Rapid

Gompertz Growth Curve Exponential Growth Curve

𝑦 = 𝐴𝑒−𝑒
𝜇𝑒(𝐵−𝑥)

𝐴 +1 + 𝐶 𝑦 = 𝐴𝑒𝐵𝑥 + 𝐶
A = 7 × 10−29 A = 1 × 10−64

B = 4.64 × 10−2 B = 8.7 × 10−2

C=0 C=0
R-squared = 0.949669 R-squared = 0.989361

Table 2.2: GDP projections curve fit results. x is the year, y in the GDP growth
rate. A, B, and C are parameters resulting from fitting the curves to the historical
state-level GDP data. R-square is the average goodness of fit of the curve under
parameters A, B, and C to the historical GDP data of all considered states in India.

GDP dependence and limitation

Relating growth in electricity demand to GDP is a strong generalization, however it is
not a novel one in the case of India. Strong correlation between economic growth and
energy consumption has been established in the Indian context in this study and other
studies [82] given data from the past two decades [71]. We recognize that GDP as a
metric of economic growth has several limitations particularly related to projecting

1A Gompertz curve is a sigmoid function that describes growth as being slowest at the start and
end of a defined time period.
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how economic growth is distributed among society within a state or nation. This
may be the strongest limitation of the data we are presenting in the manuscript.
However, lack of historical record and long-term projections of alternative open-
access economic data at the desired spatio-temporal resolution limits the development
of a framework to project energy consumption with other metrics. While GDP and
energy consumption growths may differ in the long-run, there is an evident correlation
between the two that can be used to estimate long-run energy consumption growth.
Deviating away from linear regression may yield better results, however, data scarcity
is again a limitation to the development of more complex models. Furthermore,
this manuscript motivates the need for more bottom-up projections and not just
regression models because historical consumption cannot infer consumption trends
from new demand sources such as cooling and EVs.

Additionally, since the Future of Cooling study by the International Energy Agency
relies on GDP forecasts developed by the International Monetary Fund[25], we elect
to use a similar metric. We intentionally develop a large bandwidth of projection
scenarios to mitigate the limitation of an individual snapshot representing a singular
assumption. The motivation behind presenting the described results is ability to
compare different scenarios and post-analyze the demand growth and the trade-offs.
To produce a large bandwidth of growth scenarios we needed to use a straightforward
metric that has enough historical data to produce various fitted curves for projections.

2.2.2 Business-as-usual model

The business as usual projections are modeled with a linear regression considering
weather and economic growth features. The historical daily peak and total con-
sumption for each electric grid were obtained from the Power System Operation
Corporation (POSOCO) for 2014-2019 [76]. The GDP used in the model was ob-
tained, as explained in the previous section. Weather data was secured from the
NASA Merra-2 data set [83]. The choice of features for the regression model is
limited to GDP and weather variation due to the limitation in availability of data,
both historical and future projections, at the desired spatial and temporal resolution.
GDP is identified as a long-term parameter driving growth in year over year demand
projections as highlighted in Fig. 2-5. Sampled weather data of 50 random locations
per state are identified as a short-term parameter driving seasonal variation within
a year’s demand projections as highlighted in Fig. 2-6. Previous parametric analysis
on these features and their coefficient for short and long term demand forecasting in
both time and frequency domain [84] reinforce their use as features for the business-
as-usual regression model. We present detailed outcomes for the Southern region,
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with further details available in [84].
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Figure 2-5: Southern region back test annual demand growth given GDP projection
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Figure 2-6: Southern region back test seasonal demand variation given weather data
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NASA Merra 2 data acquisition

For each of the five electric grid demand regions highlighted in right panel of Fig. 2-1,
the largest cities in each region were identified using population data made available
by the United Nations[85]. Then, the city’s latitude and longitude were used to pull
down the corresponding environmental data from the Nasa Merra-2 data set. The
cities used for each of the five regions are listed here:

• Northern: Delhi, Jaipur, Lucknow, Kanpur, Ghaziabad, Ludhiana, Agra

• Western: Mumbai, Ahmadabad, Surat, Pune, Nagpur, Thane, Bhopal, Indore,
Pimpri-Chinchwad

• Eastern: Kolkata, Patna, Ranchi (Howrah was ignored because the environ-
mental factors are the same as Kolkata)

• Southern: Hyderabad, Bangalore, Chennai, Visakhapatnam, Coimbatore, Vi-
jayawada, Madurai

• Northeast: Guwahati, Agartala, Imphal

From the NASA set, 11 variables were included for each city: specific humidity,
temperature, eastward wind, and northward wind (all 2m above the surface and
10m above the surface - eight total variables), precipitable ice water, precipitable
liquid water, and precipitable water vapor. In particular, the instantaneous two-
dimensional collection "inst1_2d_asm_Nx (M2I1NXASM)" from NASA was used.
Detailed descriptions of these variables are available in the Merra-2 file specifica-
tion provided by NASA [83]. The environmental variables available from the NASA
MERRA-2 dataset were given on an hourly basis. The daily minimum, daily, maxi-
mum, and daily average was calculated for each of the 11 variables for each day.

Forecasts

The business-as-usual demand forecasting problem was divided into ten separate
problems, corresponding to one problem each peak and total consumption for each
of the five regional grids shown in Figure 2-1. To ensure the model would not overfit
the data, the model was trained with a regularized regression method (Elastic Net)
that linearly combines 𝐿1 and 𝐿2 penalties [86] to fit the results, and validated on
the held out 2019 data. Elastic Net expands the basic ordinary-least squared (OLS)
equation to include to terms: lasso and ridge. In lasso regression, we add a penalty
(𝐿1) that equals the absolute sum of the coefficients of the basic OLS equation. In
ridge regression, we add a penalty (𝐿2) that equals the square of the magnitude of
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the coefficients of the basic OLS equation. Lasso method tends to set coefficients of
the regression to absolute zero, while ridge method never does. An 𝐿1 ratio (Lasso)
of 0.9 was chosen to minimize error in 2019 as the validation set. Then all of the
models were trained with 0.9 𝐿1 ratio on the full dataset.

Addition of natural variation

This step aimed to match the statistical characteristics of an actual load year with
the projected year. 2019 was used to derive the differences. Natural variation was
estimated by a distribution characterized by the mean and standard deviation of the
differences (in absolute value). Then, a natural variation adjustment was added to
that day (with a random true/false bit for positive or negative variation). The noise
was calculated for each region and peak demand and daily consumption separately.
This part of the process is non-deterministic and replication of the results requires
using the same natural variation vector used in our projections.

Hourly profiles

The statistical inference model presented above forecasts daily consumption driven
by state-level economic parameters and weather data. The produced projections are
at a daily resolution. We downscaled the data to hourly load profiles based on the
2015 hourly load profile data [72]. The result of the regression model is at regional
level, breaking it down state-wise is pro-rated based on state-wise to region-wise
GDP per capita projections ratios for the respective year. To do so, we tag each day
of the year by the month it corresponds to and whether it is a weekday or weekend.
We cluster demand for each hour by month and day. Each hour of the day then has
its own cluster of demand data from 2015 based on the assumption that the same
hour of the day for a given month and the same day type will exhibit similar demand
behavior. This biases the construction of the profiles to demand patterns from 2015
only, which would result in multi-decadal projections fitted to 2015 patterns only.
To minimize the impact of this bias, we use the historical weather data[83] of the
testing data years (2014-2019) for each day to simulate daily temperature variations
that are reflected in higher or lower demand. We sample weather data for each day
and compare it to 2015, and subsequently use the normalized difference to scale the
demand on a daily basis. Finally, we sample demand for each hour of the year from
the corresponding cluster (defined by month and weekend or weekday) and scale
it accordingly. Constructing the hourly load profile and fitting them to match the
projected daily consumption and the projected daily peak demand then becomes a
trivial exercise of sampling and fitting from the corresponding clusters and weather
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data space. The 2015 hourly demand data used in this study is documented in detail
in [72] and has been used in projecting demand for supply-side modeling efforts [87].
Limited availability of complete hourly data at state and regional level in India biases
the hourly profiles to the 2015 datasets. However, the business-as-usual projections
are for existing demands composed mainly of lighting and appliance at the residential
level and large daytime loads at the commercial level [75]. Our approach implicitly
assumes that energy consumption trends for these loads will follow historical patterns
and therefore sampling from a given year with post-processed noise variation can
yield reasonable results.

Impact of climate change on business-as-usual demand

As per the International Energy Agency (IEA) World Energy Outlook (WEO) 2019
[88] only 5% of households in India currently own air conditioning units and 2.6%
of commercial building energy use is from space cooling. Historically, electricity
consumption in India has been driven by lighting and appliances in the residential
sector [75] with commercial and industrial sector contributing via larger daytime
loads. Since cooling demand is not historically available in the data that the business-
as-usual regression model is learning from, there is no parametric value to projecting
increase in temperatures since there is no evident correlation between temperature
increase and lighting or appliance use. Moreover, since space cooling is a small
percentage of current electricity demand in India, no major trends can be identified
given the limited daily training data that is being used for the business-as-usual
regression. It is then safe to assume that weather remains constant for the business-
as-usual demand.

2.2.3 Technology model

Since a regression model can only produce forecasts of data it can learn from, ad-
ditional bottom-up processing must be carried out to get a full picture of India’s
demand in the future. We identify trends and data points at the state level of the
country to build a regional profile as well as the national one.

Cooling

Cooling is divided into two main categories: residential and commercial. The ratio
of commercial to residential consumption is computed from state-level data [89] and
is used as the ratio of commercial to residential cooling demand. Using the IEA’s
baseline and efficient cooling projections from the Future of Cooling study [25], we
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use the annual sales and unit types to calculate the energy consumption and growth
rate at a national level and pro-rate it down to state level given GDP per capita.
Surveyed hourly demand profiles [75] are indicators of behavioral cooling energy
consumption patterns as exemplified in Fig. A-2 and A-3. The survey produce
various profiles given climate seasons, household income and size. We apply a time-
domain convolution of these profiles to generate a representative profile for each state
for the various climates and seasons.

We can generate the air conditioning demand profiles for two weather seasons (winter
and summer) by convolution of the sample profiles to generate a smooth aggregated
demand profile. Moreover, coincidence factors must be applied to properly estimate
the simultaneity of the demand and its peak. Two coincidence factors are identified:
weekday and weekend, values are extracted from a Reference Network Model Toolkit
[90]. We break down the national cooling demand to residential and commercial at
state level by identifying state-level sector size and growth trends. Scaling the profiles
to match the projected cooling energy demand produces hourly energy consumption
profiles from residential and commercial cooling. Aggregating the appropriate states
together will produce the same results at the regional level.

More importantly, the IEA’s future of cooling study [25] stresses the usage of Cooling
Degree Days (CDD) to project cooling demand dependency on temperature. The
unit consumption pattern and projections of capacity for India’s share of global cool-
ing demand is based on growth in electrification, urbanization as well as Purchasing
Power Parity. The IEA future of cooling study estimates that a 1-degree Celsius
increase in decadal average temperature in 2050 will to lead to 25% more CDD and
a 2-degree Celsius increase will lead to 50% more CDD. Climate change impacts are
considered in the unit sales and energy consumption data used from the IEA’s future
of cooling study. In our analysis, we use IEA’s 50% increase in CDD to model cooling
demand in 2050. For prior periods, we interpolate CDD between 2018 and 2050 to
model cooling demand. The increase in CDD and the addition of noise variation are
introduced for the purpose of modeling the projected increase in peak demand due to
climate change. We follow the IEA’s unit sales and energy consumption projections
to project space-cooling demand in the bottom-up modeling. Specifically, this anal-
ysis does not consider frequency nor forecast of extreme weather events because they
are of short duration and therefore would not have much impact when integrated
over time. Moreover, identifying outlier extreme events is a high noise-to-signal ratio
exercise especially when projecting load growth 30 years into the future.
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Electric vehicles

The second component of the technology model projects EV demand in India. The
data presented here considered electric two, three, and four-wheel vehicles. Two-
wheelers, being the dominating vehicle in terms of annual sales in India [74], are
expected to be electrified first, followed by the three-wheelers and regular cars [91].
The Indian government has set a goal of converting 100% of two-wheeler sales and
30% of all vehicle sales to electric by 2030 [92], so the starting point is vehicle sales
at the state level [74]. Using the regression equations of the corresponding GDP
growth scenarios, we can project car sales with the EV targets by 2030 met in the
rapid growth scenario. From vehicle sales and conversion rates, we get an estimate of
the number of EV that will require charging. From a market survey on the average
commute distance of vehicles in urban areas and rural areas [91], long and short-
range battery capacity and EV energy can be estimated. We introduce a mix of EV
sales starting with short-range as the dominant market product and shifting to long-
range, a market-dominant market in 2050. This trends reflects the current economic
competitiveness of short-range EVs vs. existing internal combustion engine vehicles
as well as the long-term competitiveness of long-range EVs with declining battery
costs.

Similar to the construction of the cooling profiles, a coincidence factor must be
implemented, so as to not over-predict peak EV charging demand. Since this is a
new consumption behavior and given the relatively small batteries of two-wheelers,
it is assumed that every vehicle needs to charge every other day on average for urban
drivers and every day for rural ones based on preference survey data [93]. Three-
wheelers, which are predominantly used for commercial purposes are assumed to be
charged every day [93]. This yields an average daily consumption from EV charging.
As shown in Fig. A-4, three different charging profiles — home, work, public –
are identified in an EV pilot project study in Mexico City [94]. We recognize that
Mexico and India differ greatly in many socio-economic aspects, however the pilot
project reported in Mexico — and specifically in densely populated Mexico City —
is an EMDE country EV adoption project that is used a starting point for vehicle
charging behavior. The different hourly EV charging profiles collected were for a
pilot project to deploy electric two-wheelers and small sedans in the metropolitan
area of Mexico City. This presents two synergies enabling the usage of the charging
profiles in India. Under the assumptions that EV deployment will be more prevalent
in urban areas in India with initial conversion of smaller vehicles (two-wheelers and
three-wheelers), the charging data collected [94] is a suitable fit for potential EV
charging schemes in India. Energy consumption is computed from vehicle sales,
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projections, and electrification conversion. That calculated number is then fitted
under the chosen charging profile. Time series rolling forward and backward in time
is applied to the profiles to smoothen the peakiness of the total constructed hourly
time series.

Data Dependence

The technology model relies heavily on surveyed data to produce the representative
hourly profiles for cooling and electric vehicle demands at state levels. This is indeed
a limitation, and our projections assume that future technology adopters will behave
just like initial adopters. In the absence of a better alternative at a similar spatial
and temporal resolution, the bottom-up modeling effort provides a reasonable esti-
mate of temporal patterns expected from these new demand sources. For the hourly
sample cooling profiles, the main assumption is that cooling demand consumption
is only dependent on weather patterns and econometric patterns. Specifically, we
apply a weighted sum convolution of the income level cooling profiles based on the
states’ GDP per capita ranking. For the total cooling demand at national level, we
depend on the air cooling unit sales projection as well as break down of unit energy
consumption under baseline and efficient scenarios of the IEA’s Future of Cooling
report [25]. We pro-rate residential cooling at state level using the GDP per capita
projections. For commercial cooling we use the state-wise sector growth trends [77].
A sanity check for this break down is to sum both residential and commercial state-
wise cooling demand and compare to the IEA’s all India cooling demand annual
electricity consumption projections to 2050. The difference is highlighted in Fig. A-
5 and A-6. Regarding the EV profiles, while there are alternative choices of charging
schemes, we identified the synergies with the Berkeley study [94] to be best reflective
of the bookend EV charging scenarios across India.

2.3 Technical validation
The Business-as-usual statistical model is validated using standard statistical metrics
when backtesting is applied. Further details on the backtesting are available else-
where [84]. For the technology model, we compare our estimates to the IEA’s WEO
[23, 88, 95, 96] and Brookings India [28]. Furthermore, our projections compare
favorably against the EV projections to the IEA’s Global Electric Vehicle Outlook
2020 [26].
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2.3.1 Back-testing

Daily consumption and peak are projected for all five regions, we show the daily
consumption back tests of the Southern Region in Fig. 2-7. It is important to note
that the regression model captures the organic growth of the historical demand as well
as the seasonal variation in demand but is not accurate at predicting daily variation.
This shortcoming can be attributed to the small training dataset that is available.
To compensate for this short-coming, we add additional noise variation as discussed
earlier in the Methods section. We compare the R-squared value of the regression
only versus the regression and noise time series as shown in Table 2.3. Additionally,
selected parameter performance metrics of the model for the Southern Region are
presented in Table 2.4. The model’s independent variables are the 2 meters and 10
meters elevation historic temperature and humidity data for the selected cities and
GDP data for the state. Various weather parameters will have a higher coefficient
than GDP since the latter is not as granular as a metric but will still be factored in
for longer term growth as interpreted by its Fourier component [84].
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Figure 2-7: Back test result for Southern Region regression model with and without
the additional noise variation.

2.3.2 Cross-comparison

Fig. A-7 and A-8 compare the forecasting results to the WEO 2020 projections of
India’s Energy Demand to 2040. Our band of projections is notably wider due to the
large number of scenarios that are combined to forecast energy demand. We further
compare our results to Brookings India’s study in Fig. A-9. We also compare our
electric vehicle projections to those of the Global EV Outlook in Fig. A-10. Finally,
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Region Regression Regression + Noise
Eastern 0.709 0.798

Northeastern 0.608 0.722
Northern 0.691 0.784
Southern 0.744 0.825
Western 0.680 0.778

Table 2.3: Business-as-usual Regression R-squared consumption results

Parameter Coefficient Standard Error t value P > | t |
GDP 13.3630 34.663 0.386 0.700

Bangalore t2m max 931.0014 353.052 2.637 0.008
Chennai h2m min 1.736e+04 1.65e+04 1.050 0.294

Hyderabad t10m max -502.7828 356.558 -1.410 0.159
Vijayawada h10m min -2.229e+04 7671.803 -2.905 0.004

Table 2.4: Business-as-usual Southern Region consumption Regression performance
of select parameters

we compare our air conditioning demand contribution to the peak demand to the
Future of Cooling study in Fig. A-5.

2.3.3 COVID-19 pandemic impact on year 2020

The COVID-19 pandemic has drastically affected the global population in various
ways. Energy consumption dropped severely as people were advised to stay at home.
While it is not possible to project such "Black Swan" events from historical data, their
long-term effects can be modeled as delayed growth under various recovery schemes.
Fig. 2-8 shows that our projections for the month of January 2020 align with the
realized demand, which is prior to the global outbreak of COVID-19. Evidently,
there is a strong mismatch in the following months as the outbreak developed into a
global pandemic. However, in the later part of the year, signs of recovery are noticed
where the historical daily consumption once again reaches projected levels.

The impact of extreme events on energy consumption are difficult to predict at a
granular level. Our projections are at a five year increment so that such yearly
variations are smoothed out and the regression towards the mean phenomenon is
observed. Moreover, the recovery from extreme events and their long-term impact
can depend on many factors: economic, social, scientific and more. Without modeling
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Figure 2-8: 2020 year-to-date demand comparison with projections

those events in detail, projected growth can model the long-term average growth rate.
In case of a negative extreme event, a smaller growth rate can model the long-term
impact caused by the slow down. Similarly, a positive extreme event can be modeled
as larger growth rate to include the long-term impact by the rapid growth. With
signals of a fast recovery in total daily consumption for most regions, we elected
to disregard projections that model long-term COVID-19 pandemic impact to avoid
confirmation bias. Moreover, there is little data to support projections modeling a
long-term impact on Indian energy consumption. We believe that the model and
data presented in this chapter are valid beyond the COVID-19 pandemic.

2.4 Discussion
The data of the various demand growth scenarios presented in this chapter is used for
modeling demand growth uncertainty in the multi-stage electricity resource design
problem throughout this thesis.
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Chapter 3

Impact of uncertainty at distribution
level — case study of Delhi

Question 2: How do these uncertain factors impact electric grid planning at the
distribution stage?

In the previous Chapter 2, we introduced a methodology to quantify the wide range
of demand growth scenarios that India can potentially witness by mid-century. This
chapter parametrizes these scenarios as exogenous uncertainty of electricity demand
growth. Here, we focus on the impact of demand growth uncertainty on planning
the distribution grid of peculiar cases of megacities in India.

The growing demand for electricity in EMDE countries such as India is causing
loading and congestion problems on distribution networks, particularly in urban
locations, adversely impacting sustainable development and economic growth. Elec-
tric utilities in these economies face unique constraints regarding raising the capital
required to upgrade their congested networks. Battery storage has emerged as a non-
wire alternative (NWA) to feeder upgrades. This chapter presents a flexible valuation
framework for battery storage use in distribution networks and its application in the
context of EMDE countries distribution network planning. We evaluate the value of
storage as an NWA using a multi-stage decision-making process that combines sys-
tem optimization with Markov-decision processes (MDP) to identify the least-cost
network upgrade strategy under demand growth exogenous uncertainty.

When applied to feeders in Delhi, India, the approach highlights the cost-effectiveness
of battery storage to manage load growth while deferring network investments.
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Across the low, medium, and high battery storage capital cost projections for 2030,
we estimate that 18 to 29 GWh of battery storage capacity could be deployed to de-
fer 11,752 to 15,914 km of medium voltage distribution feeder lines that are loaded
at 60% or more of their ampere capacity in 2030, resulting in 12 to 16% capital
cost savings. Interestingly, the lowering storage capital costs do not always increase
NWA storage deployment due to network capacity constraints limiting opportunities
for off-peak storage charging.

3.1 Introduction
Investments in electrical distribution networks tend to be lumpy [97] since they re-
quire large capital commitment initially and involve significant economies of scale
because the assets have long lifetimes (20 to 40 years). Consequently, long-term dis-
tribution network planning is often necessary to identify the timing and size of invest-
ments needed to meet future demand reliably and cost-effectively while maximizing
asset utilization. With declining cost of Li-ion battery energy storage (referred as
battery storage here on), there is growing interest to consider its use as a non-wires al-
ternative (NWA) to defer expensive distribution network upgrades and serve rapidly
growing peak demand within electricity distribution networks. The modularity of
battery storage as well as its flexibility both in terms of location and speed of de-
ployment are in stark contrast to the attributes of conventional network investments
and thus represent a potentially valuable option to be considered in network plan-
ning. The role for storage as a flexible investment option [98] is particularly relevant
for loaded urban distribution systems in megacities in fast-growing Emerging Market
and Developing Economy (EMDE) countries, such as Cairo (Egypt), Delhi (India)
and Jakarta (Indonesia), because of several factors [99, 100]. First, many of these
cities are experiencing rapid electricity demand growth, due to growing adoption of
air conditioners (AC) for space cooling [3, 32] that contributes to network congestion
through increasing peak electricity demand [25]. Second, distribution companies in
many of EMDE countries are often financially constrained [101] and have to con-
tend with relatively high cost of capital to finance network investments. Third, the
premium on land use and geographical constraints in some of these megacities could
result in further network investments (reconductoring and upgrading lines) to be op-
erationally challenging or infeasible [102, 103]. Here, we analyze the optimal sizing
and placement of battery storage and its economic value as an NWA at the primary
feeder level in urban electricity distribution networks of Indian megacities such as
Delhi.
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India’s electricity demand is projected to more than double by mid-century [28], pri-
marily from increasing electricity use for space cooling in the buildings sector and to
a lesser extent, by electrification of transportation [25, 27]. Much of the growth in
energy demand is concentrated in megacities like Delhi, where 55% of electricity use
is residential, which is more than double the national average (24%) [3]. Distribution
companies in Delhi are witnessing a level of growth in cooling demand that is capable
of overloading the network equipment - for example, feeder data for 2018 indicates
that 28% of feeders were loaded at 60% or more on an ampere capacity basis. As of
2020, Delhi’s peak power demand was 6.7 GW [104], and long-term demand projec-
tions from our prior work [3] suggest wide variation in possible outcomes depending
energy needed for space cooling related electricity demand (see Table 3.1). This
wide range of possible future outcomes creates significant uncertainty for investment
planning in the distribution networks.

Table 3.1: Projected peak demand (GW) under the baseline and high-AC-efficiency
scenarios as per Chapter 2 assuming stable GDP growth for the city state of Delhi.
Further details in [3]

High AC efficiency Baseline
2020 6.7 6.7
2030 12.7 15.2
2040 25 36.7
2050 34 63.8

Historically, distribution companies have not considered demand uncertainty in their
long-term network planning, but have instead resorted to deterministic net present
value methodologies [97, 51]. Demand forecasts enable a comparative assessment
of program implementation such as efficiency, policy, and technology under various
scenarios. Probabilistic forecasting and flexible planning may be most useful in situ-
ations when the magnitude of future outcomes exhibit wide variations, which is the
case for the peak electricity demand projections for a city like Delhi (Table 3.1). Ac-
counting for uncertainty in investment planning may particularly be important when
contemplating the use of distributed energy resources (DER) as an alternative to grid
expansion, owing to the modularity of DER technologies and their speed of deploy-
ment. Until recently, most DER in EMDE countries have been in the form of diesel
generators deployed near large commercial and industrial (C& I) loads[105]. How-
ever, declining costs for Li-ion battery storage[5] make it a more attractive option.
Moreover, battery storage provides the added advantage of not creating local air pol-
lution, a major environmental externality in most EMDE megacities. Furthermore,
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depending on the energy source used for battery charging, the carbon footprint of
energy discharged from battery storage is lower than the diesel generation commonly
used in EMDE countries to meet peak demand[106].

Distribution network investment planning has been previously assessed in several
studies. For example, in [36], the authors compare the deployment of low-cost diesel
generation in rural communities of Latin America to network reinforcement costs
while accounting for uncertainty in electricity prices. Another study [38] addresses
the value of options analysis for DER under future technology cost uncertainty. Au-
thors of another study[37] proposes a flexible investment strategy for renewables
incorporation and least-cost system design at transmission level. Such studies that
consider uncertainty in electricity system decision making are either concerned with
bulk power system design and ignore distribution level planning, or are not con-
cerned with the temporal nature of local DER operations, since their assumed DER
are flexible and dispatchable resource (diesel generators, hydro) or energy producing
(rooftop solar PV). Moreover, frameworks developed for analyzing role for DER gen-
erators are not as informative when evaluating the role for an energy-limited resource
such as battery storage that also implicitly couples multiple periods of network op-
erations through its charging-discharging patterns. While regulatory frameworks are
being developed for battery storage at distribution level [107], generation design and
dispatch models which can assess the different roles of battery storage on a network
are generally constrained to deterministic formulations [39, 40, 41, 42, 43, 44] and
do not typically consider the impact of long-term uncertainty in different factors
influencing planning decisions, such as demand, technology costs and policy evo-
lution. Other studies have considered temporal variability of grid operations and
battery storage sizing and operations in the systematic planning of distribution net-
work [108, 109, 110]. Multi-stage stochastic programming approaches have also been
applied to the problem of distribution network planning, wherein grid operations
were modeled using representative periods and investment in energy storage was not
considered as a model variable [111, 112]. In summary, studies considering demand
or other types of uncertainties in distribution network planning have typically relied
on a limited temporal resolution of system operations and thus may under-value
energy storage’s ability to alleviate network constraints by shifting generation over
time.

Here, we develop a financial valuation framework for battery storage use in distribu-
tion network planning that accounts for: a) design and dispatch of battery storage
on the electric distribution grid subject to network and operational constraints con-
sider hourly system operations over the year and the b) impact of long-term uncer-
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tainty from demand growth on the value and timing of battery storage deployment
as a NWA. Our approach is based on combining a linear programming based opti-
mization with a Markov Decision Process (MDP) based simulation that provides a
transparent mechanism for evaluating the role for battery storage as a NWA. We
illustrate the value of our framework through investigating the potential for battery
storage in distribution networks prevalent in Delhi and other megacities in India.
Although our analysis is based on available feeder conditions in Delhi, this approach
offers general insights about the conditions under which it is economically viable to
defer network investment by deploying battery storage. Moreover, while our method
can readily incorporate investment in other types of DERs like rooftop PV, we only
consider battery storage NWA for the case study of distribution feeders in India due
to its novelty as a technology, modularity and, minimal space footprint, which is an
important practical consideration for a highly congested urban megacity. We also
ignored diesel generators due to their CO2 and air pollution related externalities. In
summary, the key contributions of this chapter are:

1. The development of an hourly network expansion optimization model at the dis-
tribution level that is used to compare the relative cost-effectiveness of battery
storage NWA and traditional network upgrades while accounting for indepen-
dent sizing of battery storage power and energy capacity and operations.

2. The application of the optimization model in a multi-stage simulation-based
environment to evaluate the value of battery storage as an NWA under long-
term demand growth uncertainty and various battery storage technology cost
scenarios.

3. Quantifying the potential for using battery storage as an NWA in the distri-
bution networks for four major Indian megacities.

This chapter is structured as follows: Section 3.2 describes the methods, including
the key assumptions and structure of the proposed model; Section 3.3 details the
Delhi case study input data we use; Section 3.4 describes results for Delhi and other
megacities in India; in Section 3.5, we discuss the cost implications for the Indian
case study.

3.2 Real options for non-wire alternatives
We break down the model for evaluating battery storage as a NWA into three cat-
egories: financial, technical, and probabilistic. Therefore, our overall approach is
divided into three broad steps. Step 1 (section 3.2.1) presents the valuation criteria
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for battery storage to be financially feasible as a NWA given network parameters
and demand projections as modeled in Fig. 3-1 Box 1. Battery storage is utilized
as a flexible investment to defer large network upgrades. Thus, battery storage costs
and deferred network upgrade costs must be cheaper than traditional network up-
grades, otherwise battery storage is not financially feasible. We must also solve for
the battery storage system, location, size and operation on the network. In this
context, step 2 (Section 3.2.2) involves the system design optimization with hourly
dispatch to size and place battery storage as a NWA on a network. A simulation of
various demand growth trajectories converges to a single decision for network invest-
ment planning under demand growth uncertainty. Step 3 (Section 3.2.3) describes a
Markov decision process (MDP) of exploring the various system designs from section
3.2.2 that satisfy the battery storage NWA valuation criteria of section 3.2.1 to iden-
tify a least-cost network investment planning framework that adequately considers
battery storage. Fig. 3-1 highlights the overall flexible valuation framework. The
overall objective of the flexible valuation framework is to explore near-term solutions
using storage as an asset to minimize the overall capital expenditure on the system
by taking into consideration long-term demand growth uncertainty.

Figure 3-1: Flowchart showing steps in the flexible valuation framework used for
modeling storage as non-wire alternative.

3.2.1 NWA valuation criteria

Distribution companies may defer long-term investments by deploying battery stor-
age to meet their short-term peak demand needs and mitigate short-term financial
commitments. For a battery storage NWA system to be beneficial, the net present
cost of deferring traditional network investment must outweigh the battery storage
system cost. This condition is shown in Eq. 3.1. Given a planning horizon starting
in period 𝑦0 and ending in 𝑦𝑛 where 𝑛 is the number of years to consider demand
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growth uncertainty, the valuation criteria considers capital (𝐼) at time 𝑡 and the to-
tal fixed (𝐹 ) and variable (𝑉 ) costs during the planning horizon [𝑦0, 𝑦𝑛]. Three cost
structures are compared: traditional network upgrades 𝑙, battery storage 𝑏 and de-
ferred network upgrades 𝑑. The right-hand size of line 1 of Eq. 3.1 refers to the costs
of traditional network upgrades 𝑙 over the entire planning horizon [𝑦0, 𝑦𝑛]. Lines 2
and 3 of Eq. 3.1 splits the planning horizon into two subsets: [𝑦0, 𝑝] and [𝑝, 𝑦𝑛]. The
first subset refers to periods in which battery storage is used as a NWA and network
upgrades are deferred until period 𝑝. The second subset refers to the remainder of
the planning horizon starting at 𝑝 and ending at 𝑦𝑛. All three incurred costs (𝐼, 𝐹 ,
𝑉 ) are considered for battery storage and deferred network upgrades during their
respective lifetimes. Variable costs for battery storage include charging cost at the
available wholesale electricity tariff.

𝑂𝑠
𝑡 (𝑝) = 𝐶𝐼

𝑙,𝑡 +
∑︁

𝑡∈[𝑦0,𝑦𝑛]

(𝐶𝐹
𝑙,𝑡 + 𝐶𝑉

𝑙,𝑡)

− 𝐶𝐼
𝑏,𝑡 +

∑︁
𝑡∈[𝑦0,𝑝]

(𝐶𝐹
𝑏,𝑡 + 𝐶𝑉

𝑏,𝑡)

− 𝐶𝐼
𝑑,𝑡 +

∑︁
𝑡∈[𝑝,𝑦𝑛]

(𝐶𝐹
𝑑,𝑡 + 𝐶𝑉

𝑑,𝑡)

(3.1)

For a given demand growth scenario 𝑠,𝑂𝑠
𝑡 (𝑝) in Eq. 3.1 defines the cost of deferring

traditional network investments 𝑙 by 𝑝 periods by installing battery storage 𝑏 at
time 𝑡 and subsequently upgrading the network (𝑑) at period 𝑝. This refers to the
option value of battery storage NWA for network deferrals. If 𝑂𝑡(𝑝) < 0 then battery
storage is a financially feasible NWA for a set of costs, deferral period 𝑝 and planning
horizon.

3.2.2 System design optimization

The system design optimization stage evaluates the cost-optimal location, sizing and
dispatch of storage subject to operational constraints. This is achieved by formu-
lating and solving a linear program for capacity expansion and dispatch [113] of a
power system network [114] as described in Appendix B. The model objective is to
minimize the total system cost which includes annualized resource expansion (gen-
eration, storage, networks) and, operational costs as described in Eq. B.1. The
operational constraints are: 1) balance of system at the hourly level (Eq. B.2), 2)
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time-dependent capacity constraints for generation resources (Eq. B.3), 3) battery
storage state of charging, energy, power capacity limits and degradation (Eq. B.4
- B.9, Eq. B.1), 4) generation unit commitment (Eq. B.10 - B.14), 5) generation
minimum and maximum power (Eq. B.15, B.16), 6) generation ramping limits (Eq.
B.17, B.18), 7) direct current power flow approximation through line susceptance
and voltage deviation (Eq. B.19), 8) network flow limits (Eq. B.20, B.21) and, 9)
non-negativity constraints (Eq. B.22).

For the purpose of placing and sizing battery storage on the system in the context of
distribution networks in India, we restrict the linear program of Appendix B in the
following ways: a)we consider storage deployment exclusively at the feeder node of
the network, b) we do not conside existing or investment in distributed generation
in the network since the overall objective is to relieve congested lines in highly dense
urban cities with minimal space for DERs like PV and c) we do not consider the
battery storage’s ability to inject power upstream since battery storage feed-in tariffs
were not yet established in India when this study was carried out [115]. We assume
that there is enough upstream generation (from the transmission system) to meet the
demand on the feeder, hence the maximum available generation capacity is greater
than peak demand. Additionally, the minimum upstream generation supply and
ramping limits are set to meet the minimum demand and time step change in load.
The optimization model has three investment variables, namely storage capacity,
storage power, and network line capacity upgrades. Non-served energy is included
in the objective function to allow for the possibility of feasible solution via load
shedding. This is a single-stage optimization so the design of the system is based
on the inputted annualized investment costs and demand for a given time period
only. Under this formulation, the supply-demand balance of Eq. 3.1 is enforced
while respecting storage capacity and network flow constraints. The optimization
identifies the capacity of battery storage to be deployed, only if it is cost-optimal
for the current stage and consistent with the valuation criteria defined in section
3.2.1. In particular, storage dispatch must adhere to network flow constraints both
during charging and discharging periods. The model is formulated in Pyomo [116]
and solved using the mathematical programming solver CPLEX [117].

3.2.3 Simulation

A Markov decision process (MDP) is a sequential decision problem for an observable
and stochastic environment with a Markovian transition model and discounted re-
wards. It consists of a set of states, a set of actions, a transition model, and a reward
function. The sequence of decisions in the distribution network planning problem
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can be modeled as an MDP given the uncertainty in demand growth. Each state has
a value that is calculated using the system design optimization described in Section
3.2.2. At each state there are two possible actions: traditional network upgrades
or battery storage NWA upgrades. The transition matrix 𝑃𝑖,𝑗 models conditional
probabilities of growth in electricity demand from state 𝑖 to state 𝑗. Policy iteration
is a solution for MDP involving two steps: (1) estimating value function for a given
policy, (2) using the estimated value function to find a better policy. Given possible
recursion of the two-step process, the value function (𝑄) that is generated under a
policy 𝐷, which maps every state to a decision is expressed in Eq. 3.2 where 𝐹 (𝑠)
is the cost resulting from the system design optimization at state 𝑠 and decision
variable 𝑥, 𝑃 (𝑠, 𝑠′) is the probability of transitioning from state 𝑠 to 𝑠′ and 𝛾 is a
discount rate. The MDP iterates through various sequences of actions (policies) to
find the highest reward value (as per Eq. 3.2) given a state transition matrix.

𝑄𝐷(𝑠) = 𝐹 (𝑠) + 𝛾
∑︁
𝑠′

𝑃 (𝑠, 𝑠′)𝑄𝐷(𝑥, 𝑠′) (3.2)

To simplify the iterative process of the MDP, we restrict the action of battery storage
NWA upgrade to future states in which 𝑂𝑠′

𝑡 (𝑝) < 0, i.e. use of battery storage as
NWA is justified (see Eq. 3.1). Otherwise, the simulation terminates with traditional
network upgrade action as seen in Fig. 3-2. Therefore, a decision to take the battery
storage NWA action is only possible when 𝐷 of Eq. 3.3 is less than 0, which refers
to the expected value of option across all states. The MDP can thus be translated to
the flexible valuation framework as: 𝐹 (𝑠) is the total system design cost at stage 𝑠
(current stage) resulting from the system design optimization of section 3.2.2, 𝑃 (𝑠, 𝑠′)
is the probability of transitioning from state 𝑠 to 𝑠′, 𝐷 is the policy option between
traditional network upgrade and battery storage NWA, 𝑥 is the quantity of upgrades
(traditional or storage) that is optimized using the system design optimization model
described earlier (and available in Appendix B), and 𝑄 is the new system cost given
𝑥 at stage 𝑠′.

𝐷𝑠(𝑝) =
∑︁
𝑠′

𝑃𝑠,𝑠′ ·𝑂𝑠′

𝑡 (𝑝) (3.3)

The MDP explores the multi-stage stochastic decision making process by iterating
over a chain of policy decisions given the available options at each stage. In other
words, this is a discounted sum of real options evaluated in a chain of decisions. At
each stage, when the battery storage NWA option is feasible (Eq. 3.1) is satisfied),
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Figure 3-2: Flowchart of flexible valuation policy iteration.

the battery storage system is placed and sized through the system design optimization
(see Appendix B). This process is repeated for the various trajectories. The resulting
system cost of a policy 𝐷 from 𝑠 to 𝑠′ under a transition probability 𝑃 (𝑠, 𝑠′) and
decision 𝑥 to add storage or upgrade network given the existing system cost 𝐹 at
stage 𝑠, populates the MDP Eq. 3.2. Note that a policy is only explored when Eq. 3.3
is satisfied, meaning that on expectation it is possible to place storage that satisfies
the flexible valuation Eq. 3.1. If storage is not viable (i.e. Eq. 3.1 is not satisfied),
the policy is therefore to expand the network which ends the MDP iteration. Each
case takes less than 1 second to build and solve on a personal computer making it
efficient to solve numerous times to get the total annualized investment cost for a
stage 𝑠 and plug it in as the value function 𝑄(𝑠) of the MDP Eq. 3.2.

3.3 Delhi case-study input data
We demonstrate the value of the flexible valuation framework described above through
a case study of network planning for megacities in India, such as Delhi, till 2040 under
demand uncertainty.

3.3.1 Demand scenarios

The demand scenarios used as inputs to the network planning problem are adapted
from the results of a previously documented demand forecasting model [3] that pro-
duces hourly resolved electricity demand data at the state-level for various technol-
ogy and growth scenarios. From the dataset of scenarios developed previously [3],
we select three scenarios to define low, medium and high demand outcomes: 1) high
AC efficiency coupled with stable GDP growth, 2) baseline AC efficiency and stable
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GDP growth and 3) high AC efficiency and rapid GDP growth. 1. The high AC
efficiency scenario translates into less electricity demand on a distribution network
and is therefore considered the low growth scenario. The baseline efficiency under
stable GDP growth is considered the mid growth scenario since it models a business-
as-usual outcome. The high growth case is selected as rapid GDP growth, meaning
strong economic growth and spending power, which leads to higher electricity de-
mand growth but also higher AC efficiency since spending power is higher enabling
stronger sales of efficient AC units.

Given the three electricity demand scenarios up to 2050 (low, mid, high), we use
Monte Carlo Markov Chain (MCMC) to estimate the stationary distribution of de-
mand growth in India by sampling from electricity demand consumption data from
China. While China has achieved faster growth than India in the past four decades,
as seen in Fig. 3-3, it is anticipated that India will experience high growth over
the coming decades [27] . Moreover, Fig. 3-3 positions India two decades behind
China in electricity consumption per capita as of 2019. India’s projected electricity
demand, primarily due to space cooling, is strongly compared to China’s electricity
consumption trend over the past two decades [25]. With India’s consumption growth
trend following China’s, we use the MCMC to produce an estimate distribution of
electricity demand growth by sampling from the Chinese electricity consumption
data (Fig. 3-3) as the prior information on future electricity consumption in India.

MCMC simulations enable estimating a stationary posterior distribution. For every
generated random value 𝑥, a transition kernel is used to assess the parameters of the
desired distribution. The transition kernel is split into two steps: a proposal step
and an acceptance/rejection step. Given the samples used to approximate the prior
distribution, a proposal distribution, and an acceptance criteria, the MCMC iterates
until the posterior distribution is stationary. The proposal distribution used in the
simulation is a Gompertz distribution since Gompertz growth curves are often used
to model long-term growth described as a sigmoid function which describes growth
as being slowest at the start and end of a given time period [3, 118]. We define the
acceptance criteria as the log error between the prior samples and the proposal dis-
tribution. Running the MCMC simulation yields a stationary distribution of demand

1The baseline AC efficiency scenario corresponds to electricity sales projections based on
presently available AC units and a high-efficiency scenario that projects adoption of efficient AC
units as defined by a recent study [25]. As of 2018, the sales-weighted average Seasonal Energy
Efficiency Ratio (SEER) for AC units in India was 3 and the global average was 4 [25]. Under the
baseline scenario, the gap between India’s SEER and the global average is maintained. Under the
high-efficiency scenario, India’s SEER rating is projected to reach 8.5 by 2050 [25]
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growth as seen in Fig. 3-4.

The result of the MCMC is a continuous distribution of projected electricity demand
growth in India. We assume that every projected period of demand growth is an
independent event that is sampled from the probability distribution derived by the
MCMC. Therefore we construct a transition matrix of low, mid and high growth
scenarios as defined in [3]. Low growth is assumed to be less than 5%, high growth
is assumed to be larger than 8%, with mid growth referring to the in-between range.
For two independent event with probability distribution, the joint probability distri-
bution that falls within a range of values is a bivariate distribution. The bivariate
distributions defined by the demand growth ranges are bucketed into a table. This
table serves as the transition matrix in the MDP. Table 3.2 refers to the expected
values of each bivariate distribution defined by the joint probability of column and
row events. During the MDP, we sample from this table to simulate a chain of events.

Table 3.2: Proposed transition Matrix

Low Mid High
Low 0.34 0.33 0.33
Mid 0.38 0.32 0.3
High 0.2 0.8 0
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Figure 3-3: Historical electricity consumption per capita for India and China [1]. Per
Capita Consumption is defined as gross electricity generation by all sources plus net
import divided by mid year population and reported in kWh.
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Figure 3-4: Stationary distribution result of MCMC simulation

3.3.2 Distribution network data

We apply the flexible valuation framework method to a benchmark medium voltage
distribution network [119] and adapt the network equipment — line, transformer,
voltage, current — to match the data of primary distribution (33 kV and 11 kV)
networks operated by Tata Power Delhi Distribution Limited [2]. As an illustrative
example, we model a 1 MW distribution network that is divided into three main
feeders leaving the distribution substation: residential, commercial, and industrial
as seen in Fig. 3-5. Using 2018 loading reports [2], the substation is initially loaded
at 50% of the rated 1 MW capacity. We assume a loading limit of 90% of the rated
capacity of the network, in this case, the loading limit is 900 kW.

3.3.3 Cost assumptions

Relevant cost inputs used in the modeling are presented in Table 3.3. Storage life is
set to 15 years as per other storage assessment reports [5, 120, 6]. We model battery
storage degradation (𝐶𝑑 in Eq. B.1) as a 1.46% [121] per annum energy capacity
capital expenditure cost premium. Specifically, we assumed costs for battery storage
NWA to be the same as transmission-level storage. As discussed later on, higher
storage cost assumptions will reduce the option value of battery storage as an NWA.
Since storage is an energy-dependent resource as described in the system design
optimization (section 3.2.2 and Appendix B Eq. B.2), battery charging (𝜓) will be
from upstream generation which has a variable cost (𝐶𝑉 ) which varies throughout
the day as per Table 3.3. Therefore any variable cost incurred to charge the battery
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storage is associated with the cost of battery storage NWA as per the system design
optimization.

Table 3.3: Input cost assumptions for the model. Sources [5, 6]. Peaks hours are
defined to be between 8 PM and 12 AM.

2030 2040
Energy Cost (USD/kWh) 168 147
Power Cost (USD/kW) 146 128

O&M Cost (USD/kW-yr) 20 18
New line (USD/km) 350,000 350,000

Reconductoring (USD/km) 650,000 650,000
Off-peak Tariff (USD/MWh) 55 55

Peak Tariff (USD/MWh) 90 90
Discount rate 𝛾 (%) 9 9

Figure 3-5: Sample distribution network diagram: three main feeders: commercial
(top), industrial (middle), residential (bottom). Bus number in bold and line number
in italic. Size, length, parameters and topologies vary across the library of feeders
analyzed [2].
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3.4 Results
We first present the result of a single policy iteration of the MDP for a demand growth
trajectory that is sampled from the stationary transition matrix. The resulting model
outcome will demonstrate the process through which storage is sized and the policy
𝐷 is evaluated as per the flowchart of Fig. 3-2. Subsequently, we present the result
of the full MDP, aggregated at the city-level for the four Indian megacities, Delhi,
Mumbai, Bengaluru, and Kolkata. The input data that vary by the city are demand
projections and distribution network characteristics sourced from [3, 35]. We evaluate
battery storage NWA options for a deferral period of 5 years in the single network
case. We further expand the deferral window to 10 years when we evaluate the Indian
megacities cases.

3.4.1 Single-network case — Delhi

We detail the results of storage design on the distribution network for the demand
trajectory based on the mid-level demand projection [3] in 2030. As previously
mentioned in the input data, the initial feeder capacity is 1 MW and it is 50%
loaded in 2018. The system design optimization yielded a solution of 1.5 MWh
battery storage capacity with 380 kW power (5.5 hours duration) on bus 28 of the
feeder (node on residential trunk feeder in the network as seen in Fig. 3-5). Note
that although the system design optimization was constrained to only one location for
storage deployment, it is possible to relax the problem to allow for multiple storage
systems on the network may be cost-optimal. Fig. 3-6 presents the dispatch of the
installed battery storage with respect to the substation’s hourly load profile. From
the perspective of the substation, the peak demand does not exceed 900 kW (loading
capacity of the network) since the battery storage discharge is used to satisfy some
of the demand during peak demand periods.

The optimization is repeated for the three possible demand trajectories (low, mid,
high). The results are shown in Table 3.4. To further illustrate the results of the
system design optimization, we solve two variants of the valuation framework: one
with only traditional network upgrade and another with battery storage NWA +
deferred investments. The results of the annualized investment cost for each demand
projection’s system design solution are shown in Table 3.5. We define the annualized
investment cost (AIC) as the total cost of an option (CAPEX + OPEX) with an-
nualization performed using a discount rate of 9% [122]. Battery storage NWA AIC
includes the variable charging cost during off-peak hours. In the case where storage is
not included in the optimization as a decision variable (traditional network upgrade
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Figure 3-6: Hourly dispatch of NWA battery storage for one summer week load profile
in 2030 for a distribution network from the city of Delhi. The demand scenario is
based on the mid demand scenario.

only), the flow balance constraints (see Appendix B) result in 2,3 and 4 kilometers
of line upgrades required under the low, mid and high demand growth scenarios,
respectively.

Table 3.4: Optimized storage sizing in the single network case for Delhi and cost
outcomes. Results correspond to three demand growth scenarios (low, mid, high) in
2030 for Delhi using sample network of Fig. 3-5 and cost assumptions of Table 3.3.
CAPEX is the annualized capital cost of energy and charge, OPEX is the fixed and
variable operation and maintenance costs for one year. VAR is charging cost of the
battery storage system given the tariff schedule.

Low Mid High
Power (kW) 300 380 420
Capacity (kWh) 1,200 1,520 1,680
CAPEX (USD) 8,358 10,586 11,701
OPEX (USD) 6,000 7,600 8,400
VAR (USD) 4,950 8,778 12,474

Using the transition matrix produced by the MCMC (Table 3.2), we run a large
number of iterations of the MDP until the chain of policy is stationary. To further
elaborate on the results, Table 3.6 highlights the various option costs 𝑂 and thus
possible policy decisions 𝐷 (from Eq. 3.1 and 3.3). Note that the results of the
high scenario are negative, that is also reflected in the AIC comparison of Table
3.5 where the battery storage NWA AIC under high growth is more expensive than
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Table 3.5: Annualized investment cost (AIC) results for traditional network upgrades
and NWA battery storage with deferred network upgrades for a deferral period 𝑝 = 5.
Results for case of single network in Delhi and three demand growth scenarios (low,
mid, high) for 2030.

Traditional network upgrade AIC (USD)
Low Mid High

14,673 22,009 29,345
NWA battery storage AIC (USD)

Low Mid High
12,969 19,453 29,937

the traditional network upgrade AIC in 2030. In Table 3.6, we note that the option
value is positive for the low and mid demand growth scenarios, implying that deferral
of network upgrades by battery storage NWA is cheaper than traditional network
upgrades on expectation (Table 3.5). On the other hand, given high demand growth,
it is cheaper to upgrade the network immediately. The flexibility of battery storage
NWA allows the utility to adopt a "wait and see" strategy and benefit from lower
than anticipated growth to defer upgrades. For this reason, the option value of low
projection is the highest, and the high one is the lowest (negative) as seen in Table
3.6.

Table 3.6: MDP simulation results for the case of single network in Delhi across all
transitions in Table 3.2 for three demand growth scenarios (low, mid, high) for 2030.
Results are annualized USD values. Negative values indicate that NWA battery
storage is more expensive than traditional upgrades and vice versa.

NWA battery storage AIC Policy value
Low Mid High

Low (1,361) 36,328 74,018 35,692
Mid 36,328 15,864 5,632 20,679
High (32,057) 5,632 43,322 (24,519)

Iterating through the various policies 𝐷 at various stages and exploring the available
flexible options 𝑂 yields a stationary chain of decisions given various demand growth
trajectories. Fig. 3-7 illustrates the final result of the full MDP given the expected
demand growth trajectory that is simulated from the transition matrix. In the earlier
periods of the modeling, there is a large uncertainty on the level of demand in the final
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period (2050). Therefore, when a policy needs to be chosen (2030) due to network
overload, the MDP places battery storage as opposed to upgrading the network. In
later periods, the uncertainty of demand in 2050 yields an early retirement of the
battery storage system and a traditional network upgrade that satisfies the demand
growth until the end of the simulation period (2045).

Figure 3-7: Simulation of investment outcomes for single network case in Delhi,
shown in Fig. 3-2, with simulated demand trajectory from the transition matrix.
𝑦 = 2020, 𝑌 = 20, four timesteps 𝑝 of 5 years intervals as per the input projected
data [3].

The early retirement of storage is taken into consideration when it is installed in 2030
since the policy would not have been an option if Eq. 3.1 was not satisfied. The option
value differs based on technology costs, transition probabilities, demand growth, and
desired deferral periods. Evidently, a higher cost of storage yields results that favor
traditional network upgrades. On the other hand, lower network reconductoring and
new line costs will also favor traditional network upgrades. For the particular case
of Delhi, storage costs were chosen from mid-range projections of their respective
periods [5] and the network upgrade costs were collected from benchmark surveys as
well as historic upgrade costs of local distribution utility [2, 6].

3.4.2 City-wide network simulation

We apply the flexible valuation framework to estimate battery storage NWA across
select megacities in India (Bengaluru, Delhi, Kolkata, Mumbai) that collectively
accounted for 52 TWh of electricity consumption in 2018 with an estimated 72,763
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circuit kilometers of distribution lines at 33 and 11 kV serving dense urban areas
[123, 124] (see Table 3.7). We apply the flexible valuation framework to four cities
that vary by population size, circuit kilometer length, load profiles, and location.
For each city, we apply the above-described method to study nine representative
feeders identified. The representative feeders were identified based on clustering of
the library of urban feeders (and their respective hourly demand profiles) for Delhi
provided by TPDDL [2]. Each representative feeder is characterized by:

1. Loading percentage varying from 40 to 80% of ampere capacity [2]

2. Represented demand, defined as the hourly load profile modeled on the feeder,
which varies by megacity according to available survey data [35]

3. Serviced demand, defined as the total annual demand (MWh) that the distri-
bution network feeders service with the same loading percentage

4. Serviced circuit kilometers, defined as the total circuit kilometers (km) that
are at the corresponding loading percentage

Database of 754 feeder 
parameters in congested 

city of Delhi

Aggregate to 9 
representative feeders 

based on demand pattern

Scale feeder demand 
based on projection for 
2030 and 2040 periods

Run NWA real-options 
analysis on representative 

feeders

Size NWA storage for 
representative feeders

Scale back to total 
demand based on 

representative feeder 
serviced demand

Figure 3-8: Approach for computing megacity-level NWA battery storage potential
in Indian megacities.

We assume a similar distribution in feeder loading for the other megacities as indi-
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cated by the data for Delhi. We estimate the circuit kilometers that each of the nine
feeders represents in every megacity based on the respective data on the serviced
demand and the calculated ratio of serviced demand to circuit kilometers available
for these feeders in Delhi. The flexible valuation framework is applied on all the rep-
resentative feeders of the four selected megacities by using the appropriate demand
projections in 2030 and 2040 [3] and the same transition matrix (Table 3.2). Network
investment costs are calculated based on the circuit kilometer length of each repre-
sentative feeder in each megacity. The resulting battery storage NWA capacity for
the representative feeders is scaled using the calculated ratio of each feeder’s serviced
demand to represented demand. To explore the impact of storage technology cost on
the flexible valuation framework, we consider alternative cost trajectories for battery
storage [5] as well as calculate the cost of storage where battery storage NWA is
no longer competitive with traditional network upgrades (referred as the break-even
storage capital cost). Finally, as noted earlier, since electricity is mostly contracted
in Delhi and other cities in India, we do not consider the value of energy arbitrage
where battery storage NWA can sell excess energy back to the grid since as of 2020,
there was no tariff schedule to accommodate such transactions.

Table 3.7: Flexible valuation framework results for megacity-level NWA battery
storage analysis under mid-range storage capital cost projections

Year Bengaluru Delhi Kolkata Mumbai
Demand (TWh) 2018 10 23 4 15

NWA battery storage (GWh) 2030 3 14 1 11
2040 15 50 35 40

Overloaded lines (km) 2030 1,265 6,093 792 12,224
2040 1,467 7,070 919 14,184

Under the mid-growth scenario, we estimate that 20,373 km of 72,763 km of the four
megacities’ distribution networks will be overloaded by 2030. Under the same de-
mand growth projection, an additional 23,640 km will be overloaded by 2040 [3, 123].
Applying the flexible valuation framework to the representative feeders and scaling
the total demand each feeder represents, we estimate that 29 and 140 GWh of bat-
tery storage NWA could be cost-effectively deployed across the four megacities in
2030 and 2040, respectively (see Table 3.7). This would defer 15,914 km of net-
work upgrades for 2030 and an additional 18,127 km for 2040. Table 3.8 highlights
two option costs: (1) flexible budget through storage and deferred upgrades: total
annualized cost of storage installed on the feeders and annualized deferred network
upgrade costs (after battery storage NWA use is exhausted) and (2) the total an-
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nualized traditional network upgrade cost. Table 3.8 highlight the total budgets of
the flexible valuation framework and traditional network upgrades across the four
megacities. Total budget is calculated by summing the annualized investment cost
of each year over a 30 years horizon. For traditional network investment, the total
budget is the annualized investment cost of network upgrades times 30. For the
flexible valuation framework, the total budget is the annualized investment cost of
battery storage NWA for the deferral period and the annualized investment cost of
deferred network investment for the rest of the planning horizon. Deploying battery
storage NWA before traditional network upgrades produces capital cost savings of
16 and 15 % in 2030 and 2040, respectively, on a total budget basis. More battery
storage NWA is deployed per unit kilometer in 2040 than in 2030 due to the expected
increase in the concentration of load during the peak hours as space cooling drives
electricity demand growth [3]. Battery storage NWA is carried over from one stage
to the next (stored in the value of 𝐹 of Eq. 3.2) existing system cost and remains
available as long as it is dispatchable and network upgrades can be deferred. The
resulting useful life of battery storage NWA ranges between 5 and 10 years.

Table 3.8: Flexible valuation framework total results of megacity-level NWA battery
storage analysis. Initial investment in 2020 with 10 year deferral period for periods
2030 and 2040. Distribution network line useful life is set to 30 years and battery
storage useful life is set to 15 years.

Cost (in Millions of 2020 USD) 2030 2040
Annualized storage cost $207 $261
Annualized deferred upgrades costs $76 $136
Annualized traditional upgrades costs $117 $133
Total flexible budget $2,932 $5,324
Total traditional budget $3,503 $6,266

We evaluate the flexible valuation framework under the low and high cost storage
scenarios (Table 3.9). The result of battery storage NWA and deferred upgrades is
the same in the low-cost and the mid-cost scenarios, which indicates that the binding
constraint is dispatch — i.e. the availability of off-peak network capacity throughout
the day to charge the battery storage for peak hours discharge. This finding suggests
that battery storage NWA may not be viable for the networks that are initially
heavily loaded. Under the high storage cost scenario, we estimate that cost-effective
battery storage NWA deployment would defer 11,752 km and 13,717 km of network
upgrades in 2030 and 2040, respectively. Consequently, capital cost savings drop to
12% and 10% for the respective periods. Not surprisingly, the higher cost of storage
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implies less economic battery storage NWA. We further increase the cost of storage
energy to 261 USD/kWh and power to 227 USD/kW and find that battery storage is
eliminated and all overloaded lines are traditionally upgraded without any deferrals.

Table 3.9: Storage cost impact on outputs of the flexible valuation framework applied
to the four Indian megacities, for year 2030. Low, mid and high storage capital
cost assumptions are sourced from [5]. Breakeven costs are 261 USD/kWh and 227
USD/kW for energy and power respectively.

Low Mid High
Energy (USD/kWh) 116 168 236
Power (USD/kW) 101 146 205
NWA battery storage (GWh) 29 29 18
Deferred lines (km) 15,914 15,914 11,752

As detailed earlier, battery storage NWA is driven by capital investment savings for
utilities rather than the competitiveness of storage as a resource. The attractiveness
of battery storage NWA has a proliferation potential in network-constrained environ-
ments where utilities have short-term financial commitments. Our results show that
up to 29 GWh of battery storage capacity can serve as NWA to shift up to 7 GW
of peak demand for a total of 140 hours in 2030 and up to 35 GW of peak demand
for a total of 183 hours in 2040. This indicates that up to 338 and 741 GWh of peak
electricity consumption can be shifted in 2030 and 2040 respectively. India’s total
electricity demand is projected to be 2.3 and 3.5 TWh with 347 and 626 GW of peak
demand in 2030 and 2040 respectively, under the mid-range growth scenario [3]. If
adopted at scale, the load-shifting potential of battery storage NWA can impact the
dispatch of generators on the bulk-power system. Specifically, the battery must be
charged in the day, and in EMDE where coal [9] is the dominant baseload generation,
the long-term cost and environmental benefits may not outweigh the short-term cost
benefits at the distribution level.

3.5 Discussion
Utilities in EMDE are primarily concerned with capital allocation owing to the high
cost of financing. In the case of network equipment, we define the capital utilization
rate (CUR) as the ratio of equipment loading in a given period 𝑊𝑡,𝑦 to network
capacity 𝑀𝑡. Based on the MDP simulation for mid-growth demand trajectory of the
single network case in Delhi, we estimate a higher CUR for the storage and deferred
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network investment(59%) as opposed to the case of traditional network investment
(53%). Additionally, utilities in EMDE face shorter-term financial commitments
[101] due to a lack of long-term loan availability. Improving CUR will therefore serve
utilities better to recover their investment and fulfill their financial commitments.

The flexible valuation framework presents an approach that combines system design
optimization with multi-stage decision making under uncertainty for distribution net-
work planning. The strategy assesses the feasibility of short-duration battery storage
as an alternative to network upgrades given the uncertainty in demand growth. The
simulation detailed for a single distribution network in the Delhi case shows that
storage can shave the peak demand and thus prevent the network from overloading,
which enables the deferral of the lumpy network upgrades to future periods when
capital is cheaper (discounted) and uncertainty is lower. We compute the scaled-up
effects of this strategy by applying it to the case of distribution networks across four
Indian megacities, that result in an estimated 29 GWh and 140 GWh of storage
capacity deployment in 2030 and 2040, respectively. We find that under reasonable
cost assumptions for battery storage, high uncertainty of demand growth and high
cost of capital, installing battery storage NWA and deferring traditional networks
to the future is cost-effective. The flexible valuation framework enables utilities to
adopt a wait and see strategy with smaller initial investment costs when there is high
uncertainty about future demand growth.

Our framework solves for electricity resource design of a distribution network problem
by considering the exogenous uncertainty of demand growth and battery storage
technology cost. We further expand our assessment of the impact of uncertainty
on the electricity resource design problem to supply-constrained case where battery
storage non-wire alternatives are of minimal use since it is an energy-dependent
resource.
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Chapter 4

Impact of uncertainty at distribution
level — case study of Abuja

Question 2: How do these uncertain factors impact electric grid planning at the
distribution stage?

This chapter further extends the application of the real options framework developed
in Chapter 3 to the supply-constrained case of distribution planning in Abuja, Nige-
ria. Previously, the real options framework was applied to the network-constrained
cases in megacities in India. The framework perceives demand growth as an ex-
ogenous uncertainty and plans the network design through battery storage non-wire
alternative. In the case presented in this chapter, the real options framework is ex-
tended to an under-the-grid minigrid design with upstream grid supply availability
as an exogenous uncertainty.

Poor reliability of power supply to the end customers connected to the last mile of the
main distribution grid is incentivizing the deployment of local reinforcements known
as "under-the-grid minigrids". Such minigrids are emerging to provide power to com-
mercial and industrial customers, to boost electricity access and economic growth.
However, improved grid supply prematurely terminates the financial viability of a
minigrid. This paper presents a minigrid design method under grid supply uncer-
tainty to ensure electricity access for commercial and industrial customers whose
objective is minimum net present cost and financial viability for the minigrid de-
veloper. Furthermore, we consider the uncertainty through simulated scenarios of
grid-related outages that have historically pushed consumers to resort to diesel gen-
erators for power. Finally, our approach evaluates the trade-off between diesel and
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battery storage to mitigate power outages and ensure minimum cost supply.

4.1 Introduction
Minigrids have been considered as one of the solutions to achieve universal electric-
ity access along with the main grid expansion and solar home systems in developing
countries. While grid expansion has been considered as the premium option, some
end-customers connected to the last mile of the distribution network experience poor
reliability of power supply. This is mainly caused by the insufficient grid generation
capacity or the lack of adequate transmission and distribution infrastructure. This
state of affairs in the grid infrastructure in developing countries stems from a cu-
mulative funding gap resulting from utilities operating under financial duress [125].
Furthermore, considering demand growth, an extra burden is placed on the already
constrained grid infrastructure. In this situation, under-the-grid minigrids may serve
as a complement to the grid to ensure sustainable and reliable power supply to these
customers.

While the "under-the-grid minigrids" concept is not new, the research on the de-
sign of such minigrids has been focusing on minigrids interconnected to reliable grids
[126, 127, 128, 129, 130, 131]. In [126], the focus was on storing the energy during
low grid energy prices and discharging during the peak demand through an economic
optimization technique for battery management to reduce the operating cost of a grid-
connected microgrid. In [127] a multi-microgrid interconnection scheme to address
power fluctuation caused by PV integration in the distribution system is proposed
by optimizing the capacity of the energy storage system as well. In [128] a model
for microgrid planning under uncertainty/errors in energy demand, generation, and
grid energy price forecasts was proposed. As in [126] there is no consideration of
uncertainty in grid power reliability. [129] investigates a unit commitment problem
based on the cost-benefit analysis and here-and-now approach for optimal battery
storage system sizing in microgrids considering wind power stochastic behavior. The
scheduling of DGs is done based on the maximization of minigrid’s total revenue in
grid-connected mode by exchanging power with the grid and minimization of mini-
grid’s total costs in off-grid operation mode. In [130] a microgrid planning model is
developed considering various incentives such as renewable energy investment-based
incentives, tax benefits, and grid ancillary services. This study focuses on the impact
of financial incentives on microgrid design. In [131] provides a sizing algorithm that
transforms an existing distribution network into a sustainable autonomous feeder-
based microgrid. The focus of the study was to improve the voltage profile and
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reduction of losses using DG integration and network reconfiguration.

While a great deal of research has been undertaken on the optimal design of minigrids
that can operate in grid-connected mode, particularly in developed countries, the
motivation is more on (i) reducing grid energy costs through self-consumption, (ii)
improving grid power quality such as voltage profile and reduction of losses, or (iii)
ensuring continuous power supply when the main grid fails following a high-impact-
low-probability event such as storm, earthquake, etc. Unlike, the above cases, this
chapter deals with grid-connected minigrids, in Emerging Market and Developing
Economy countries, with the motivation of providing reliable power supply to grid-
connected customers with poor power supply reliability. Designing such a minigrid
requires the consideration of the uncertainty of grid power availability because of the
randomness of power outages. We incorporate uncertainty in grid supply availability
through reporting the mode of various scenarios of a deterministic optimization.

The scope of this chapter will focus on the commercial minigrid case study in the
city of Abuja in Nigeria. The minigrid serves the Wuse Market traders which have
small shops in the open-air market space in the Wuse neighborhood of Nigeria. The
main grid supply to the market is unreliable, inconsistent, and of low voltage qual-
ity. First, we examine the commercial opportunity for an interconnected minigrid
developer when the customers are willing to pay for better service in the market.
Then, we evaluate the future scenarios of least-cost electricity generation design for
the minigrid under grid-supply uncertainty. Additionally, we quantify the role of
battery storage to further proliferate solar PV as a clean distributed energy resource
(DER) instead of traditional backup diesel generation. Our analysis considers inter-
connected minigrids in the context of the supply-constrained environment of Abuja,
where the uncertainty regarding the duration and timing of grid availability to meet
demand is a key driver for storage use. Finally, we investigate hybrid generation
designs under various grid outage simulations to assess the interconnected minigrid
model in a supply-constrained environment such as Nigeria, where a failure to meet
load at the distribution level is generally due to under-supply at the bulk power
system level.

The rest of the chapter is organized as follows: section 4.2 presents the situation in
the Wuse Market in Abuja, Nigeria. Section 4.3 details the least-cost optimization
tool used to solve the electricity dispatch of the interconnected minigrid given grid
supply uncertainty. Section 4.4 presents the results of the interconnected minigrid
strategy with further discussion in section 4.5.
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4.2 Wuse Market case-study
The Nigerian distribution utility Abuja Electric Distribution Company (AEDC) re-
cently introduced a Distributed Energy Solutions and Strategy for AEDC (DESSA)
to provide reliable power supply at a lower cost than the power from diesel generators
to willing customers by efficiently combining local backup provided by a third party
and grid service – when available [132]. Under the DESSA program, the regulator
permits the distributor to contract with a third party to supply power to its cus-
tomers within a portion of its service territory for an agreed portion of the day at
a tariff negotiated separately between those customers and the third-party supplier
subject to regulatory approval. At other times of the day, the distributor, AEDC,
supplies the same customers at the regulated tariff and must compensate the third
party if the grid supply is unavailable. Depending on the predictability and duration
of outages, and the temporal character of the load, the third party generally seeks to
design a hybrid generator that minimizes the sum of his fixed and operating costs.
This generally involves a combination of PV with battery storage, plus a diesel gen-
erator. Under present conditions, the third-party supplier is charged a distributed
use of system (DUOS) fee for using the grid network infrastructure. AEDC does not
currently have a program to buy excess generation from third-party developers.

Figure 4-1: GIS and low flow result of distribution network serving the Wuse Market
(highlighted in red).

The Wuse Market is an open-air merchandise and food market home to over 2,155
small businesses as seen in Fig. 4-1. The 2019 peak demand was 993 kW occurring
between the hours of 1 pm and 4 pm and a modest nighttime load when the market
is closed, provided by a shared cold storage room. The annual electricity generation
supplied by the grid to Wuse Market was 10% of the total annual demand of the
market in 2018 [8]. This indicates the poor reliability of grid power supply to the

69



market. The interconnected minigrid developer invested 2 million USD in capital
expenditure with less than 70% of the cost attributed to the generation assets: solar
PV, batteries, power converters, and a diesel generator). The developer plans to
install 1 MW of solar PV nameplate capacity (installed on the rooftop of the market
and potentially the parking), 1.2 MWh of lithium-ion short-duration battery storage,
and a 1 MW backup diesel generator to serve the Market. This interconnected
minigrid project is expected to allow the market to extend its operational hours from
6 PM to 9 PM and eliminate the use of over 3,000 small gasoline and diesel generators
connected directly to the shops [48]. This will significantly increase productivity and
reduce the air and noise pollution in the market.

The minigrid developer will lease the distribution assets from AEDC under a Dis-
tribution Use of System (DUOS) payment of 12 Naira per kWh (0.03 USD/kWh).
AEDC collects a DUOS payment for every kWh the minigrid developer supplies the
market. The minigrid is connected to the grid at the 11 kV primary distribution
network of AEDC and can therefore purchase electricity from the utility. Under the
terms of the agreement [48], AEDC must supply 2,177 MWh of electricity during
the priority hours (7 to 10 AM and 4 to 8 PM) of the day. In other words, AEDC
is obligated to supply 60% of the priority hours electricity demand of the market.
The negotiated tariff that the minigrid developer pays AEDC to purchase electricity
ranges between 0.13 and 0.17 USD/kWh. If AEDC fails to meet its supply require-
ment, the developer is requested to compensate for the generation shortage without
getting charged the DUOS fee.

Under the Tripartite Agreement [133], a 20-year agreement has been signed between
the three parties: AEDC, minigrid developer, and the Wuse Market Traders Associ-
ation. The minigrid developer assumes AEDC’s full license obligations for the Wuse
market retail electricity sales. The minigrid developer also assumes responsibility for
the construction of the minigrid system as well as its operation and maintenance.
Prepaid smart meters will be used to guarantee payment to the developer so there is
no risk in payment collection. Presently, the Wuse Market traders are paying a price
of 0.38 USD/kWh for electricity. Under the Tripartite Agreement, that price is ex-
pected to drop. Furthermore, AEDC estimates that its total revenue from the Wuse
market will go up by 70% [48]. However, with upstream grid-supply uncertainty
AEDC will find itself cutting its revenue since it has to waive the DUOS charge.
Additionally, the minigrid developer will require more diesel backup generation that
is costlier than the wholesale electricity from the grid. Under such conditions, the
traders of the Wuse Market may find themselves served by unreliable supply if the
minigrid is inadequately designed.
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Table 4.1: Definition of frequent, infrequent, long, and short outages through number
of yearly occurrences and duration of outages for simulated cases based on discussion
with Abuja Electric Distribution Company

Count (per year) 2020 2025 2030
Frequent 100 - 200 50 - 100 0
Infrequent 50 - 100 0 - 50 0
Duration (hours per year) 2020 2025 2030
Long 24 - 12 12 - 6 0
Short 6 - 3 3 - 0 0

Table 4.2: Capital cost assumptions for various resources. All costs in 2018 dollars,
unless otherwise noted. Solar costs assume DC to AC ratio of 1.34 [5, 7].

2020 2025 2030
PV ($/kW AC) 1,354 1,095 836
Li-ion storage - energy ($/kWh) 299 206 168
Li-ion storage - power ($/kW AC) 260 179 146
Diesel generator ($/kW) 400 400 400

Taking into consideration the existing plans for the interconnected minigrid, we eval-
uate the system’s dispatch behavior and stress-test it against various unscheduled
grid outage scenarios to identify the change in the minigrid’s operation (see Table
4.1). We further relax the design of the system to identify a greenfield cost-optimal
strategy that takes into consideration the environment of the Wuse Market under
the Nigerian Electric Regulatory Commission (NERC). We use the same negotiated
tariffs [8, 48], local diesel fuel cost of (2.2 USD/gallon) [134] and diesel generation
cost per kW from an open-source catalog of components [7]. Solar PV and lithium-
ion battery storage costs figures are extracted from the National Renewable Energy
Laboratory’s Annual Technology Baseline report [5] under mid-range cost projections
(see Tables 4.2 and 4.3). We further investigate a minigrid system design under a
low-cost storage scenario as defined in Table 4.4. The electricity demand of Wuse
Market is expected to grow by 5% annually as per AEDC [8].
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Table 4.3: Operation and maintenance cost assumptions for various resources. All
costs in 2018 dollars, unless otherwise noted. Solar costs assume DC to AC ratio of
1.34 and diesel generator heat rate is fixed to 0.85 gallons per hours per kW [8, 7, 5].

2020 2025 2030
PV ($/kW-yr AC) 16 13 10
Storage ($/kW-yr) 36 25 20
Diesel generator ($/kW-yr) 100 100 100
Diesel fuel cost ($/gal) 2.2 2.2 2.2
AEDC rate ($/kWh) 0.15 0.17 0.19
DUOS ($/kWh) 0.03 0.04 0.05

Table 4.4: Low cost storage scenario CAPEX and OPEX costs projections [5].

2020 2025 2030
Energy CAPEX ($/kWh) 247 160 116
Power CAPEX ($/kW AC) 215 139 101
OPEX ($/kW-yr) 30 20 14

4.3 Optimization framework
An optimization model evaluates the cost-optimal design and dispatch of the gen-
eration mix subject to operational constraints. This is achieved by formulating and
solving a linear program to solve for capacity expansion and dispatch [113] of a
power system network [114] as described in Appendix B [135]. The model objective
is to minimize the total system cost which includes annualized resource expansion
(generation, storage, networks) and, operational costs as described in Eq. B.1. The
operational constraints are: 1) balance of system at the hourly level (Eq. B.2), 2)
time-dependent capacity constraints for generation resources (Eq. B.3), 3) battery
storage state of charging, energy, power capacity limits and degradation (Eq. B.4
- B.9, Eq. B.1), 4) generation unit commitment (Eq. B.10 - B.14), 5) generation
minimum and maximum power (Eq. B.15, B.16), 6) generation ramping limits (Eq.
B.17, B.18), 7) direct current power flow approximation through line susceptance
and voltage deviation (Eq. B.19), 8) network flow limits (Eq. B.20, B.21) and, 9)
non-negativity constraints (Eq. B.22).

We include the following charges in the model as variable costs: a) DUOS charge,
referring to the cost the developer pays the utility when using the distribution net-
work on a kWh basis, and b) developer tariff, which refers to the price at which
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the developer buys power from the utility on a kWh basis to either supply the con-
sumers or charge the battery storage system. Grid availability is constructed as an
hourly time series by including a given randomly simulated frequency and duration
of outages. For each investment period, the solution of the resulting linear program
outputs a scenario-based analysis of deterministic solution given the prescribed grid
availability.

This optimization jointly solves for the demand balance as well as generation de-
sign and dispatch to form an under-the-grid minigrid. To explore the evolution of
the minigrid generation expansion planning over time, a multi-period deterministic
optimization is carried out over three investment periods – 2020, 2025, and 2030 -
whereby the design from one period (2020) is used as the initial condition for the next
period (2025) with the ability to add or retire capacity as required to meet the load
specified for that period. To take into consideration the uncertainty in grid supply
availability, we initially solve for the design of the minigrid without any unscheduled
outages to find the initial design. Then, we use the initial design in two sets of
new optimizations with varying time windows of dispatch. The first set considers
the initial design as an upper bound to the design variables and the a lower bound
in the second set. Considering each full year dispatch, we perform a Monte Carlo
simulation. In the simulation, we slice the time series into windows ranging between
4 to 12 hours (minimum to maximum battery storage visibility) and roll the time
window for each investment period. At each windows, we collect two designs that are
minimally and maximally bounded by the initial design. The collected results form a
scenario-based analysis of the optimization to assess the impact of unscheduled grid
supply outages on the initial design. We report the mode of the collected results.

4.4 Results
We present the results of the multi-stage optimization for the design and dispatch
of the Wuse market minigrid. Demand growth projection is set to 5% annually
as per AEDC’s projections [8], we assume a similar growth rate to AEDC’s grid
supply commitment to the Wuse Market constrained to the same priority hours (7
to 10 AM and 4 to 8 PM). There are two sets of results: the 2020 initial design
constrained to the existing system as described in section 4.2 and an alternative
least-cost design that is unconstrained by existing assets. Both sets of results include
additional generation expansion plans under least-cost economic dispatch for future
periods (2025, 2030), given demand growth. Additionally, both sets of results include
AEDC’s scheduled grid outages in the 2020 and 2050 periods as per section 4.2.
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To study the impact of uncertain grid outages that are unscheduled, a series of
unscheduled outages is generated by performing a Monte Carlo simulation using the
ensemble of grid availability profiles described in Table 4.1. We report the most
frequently occurring system design for the ensemble. All cost results are reported in
Appendix C.

4.4.1 Existing system design

The existing system is fixed to a 1 MW solar nameplate capacity, 1 MW diesel gener-
ator, a 1.2 MWh battery storage system, and a daily grid supply of 2.2 MWh during
the priority hours. Fig. 4-2. Additionally, an economic dispatch plot for three days
in Fig. 4-3. Diesel generation is the dominant resource of choice complemented by
grid supply from AEDC. Since solar is fixed to 1 MW, solar generation is dispatched
to meet as much as half of the daytime peak demand. Storage remains a secondary
resource that is charged by grid supply during the nighttime hours (when upstream
generation is least constrained).
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Figure 4-2: Existing system design with scenario-based analysis of the deterministic
least-cost future design for the Wuse Market minigrid without simulated outages.

Under 5% annual demand growth and grid supply generation availability, the existing
system design does not need additional assets until 2030. In 2025, the excess demand
from the previous period is fully supplied by diesel generation and additional grid
supply. Furthermore, in 2030, demand growth will necessitate an additional 230 kW
generation capacity according to the least-cost system design with mid-range battery
storage costs. The design resulting from the optimization model is the same for both
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Figure 4-3: Existing system minigrid dispatch for year 2020 demand without simu-
lated grid outage.

mid-range and low-cost storage projections as per Table 4.4. The CAPEX annuity
is 286,000 USD given a 9% discount rate and diesel fuel costs of 192,000 USD for the
modeled the year 2020.

Under the existing system design in 2020, modeled unscheduled upstream outages
do not impact the dispatch and there is no non-served energy as defined in Eq. B.2.
There is enough diesel capacity to meet any scheduled outage at any time in the day.
Even in the 2025 modeled period under various unscheduled grid outage simulations,
diesel generation is available to meet the demand. Storage does not play a role and
is not considered in future optimal design given the large existing diesel generator (1
MW) that can replace grid supply outage.

4.4.2 Alternative design

We present alternative designs that are not constrained by the existing system as
reported in [48]. All the alternative designs are greenfield meaning they are not
constrained by existing infrastructure. We present six different greenfield design
cases with simulated outages as per Table 4.1, technology cost structures as per
Tables 4.2 and 4.3, and low cost battery storage costs as per Table 4.4: 1) reference
case greenfield system (GF), 2) reference case greenfield system under infrequent and
short grid outages (GF O1), 3) reference case greenfield system under frequent and
long grid outages (GF O2), 4) low-cost storage greenfield system (GF LS), 5) low-
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cost storage greenfield system under infrequent and short grid outages (GF LS O1),
and 6) low-cost storage greenfield system under frequent and long grid outages (GF
LS O2). These six cases are compared to the existing system (ES) case on a design,
dispatch, and cost object basis. The reference case assumes no unscheduled grid
outages and therefore is optimized to be the greenfield least-cost economic dispatch.
We simulate grid outages given the range of frequency and duration of outages as
per Table 4.1. We report the best-case (short-infrequent) and the worst-case (long-
frequent) scenarios of grid outages. Furthermore, we evaluate the role of battery
storage by considering low-cost storage projections [5] as per Table 4.4.

The reference case (GF) yields 1.5 MW of solar nameplate capacity, an 800 kWh
short-duration battery storage system, and a 600 kW diesel generator as seen in Fig.
4-4. While capital expenditure is higher in GF than it is in ES, the total system cost
is cheaper due to lower operational and fuel costs (see Tables C.1, C.2, C.3, C.4). Fig.
4-5 shows the minigrid dispatch to meet the demand of the Wuse Market. The main
difference in dispatches between GF and ES in 2020 suggests that the expansion of
solar PV can reduce dependence on diesel generation to meet the daytime load of
the Wuse Market.
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Figure 4-4: Greenfield system design with scenario-based analysis of the deterministic
least-cost future design for the Wuse Market minigrid without simulated outages.

Fig. 4-4 illustrates a growing investment in battery storage from 2020 to 2030 due
to expanded solar capacity and grid reliability. Specifically, 2.3 MWh of battery
storage is installed on the system in 2025 as opposed to ES where 1.2 MWh is
installed in 2020. Battery storage plays two roles in the scenario-based analysis

76



0 10 20 30 40 50 60 70

Time (hr)

−200

0

200

400

600

800

1000

Po
we

r (
kW

)

load
load + charge

solar
storage

diesel
grid

Figure 4-5: Greenfield system minigrid dispatch for year 2020 demand without sim-
ulated grid outage. Time starts at midnight on the first day.

of the deterministic optimization: complementing solar PV and arbitrage with the
grid supply when electricity prices of AEDC vary between 0.13 USD/kWh and 0.17
USD/kWh as mentioned in section 4.2. With grid outages being less frequent in the
future modeled periods 2025 and 2030, battery storage becomes even more attractive
because of 1) declining technology cost and 2) the reliability of the grid to charge
the batteries. In GF, diesel generation is reduced over time and is only occasionally
used during peak hours of low solar potential and grid unavailability (Fig. 4-6).

Under low-cost storage (Table 4.4), the economic design and dispatch results of the
case (GF LS) are similar to the reference case (GF) as seen in Fig. 4-7. Declining
costs of storage further reduce dependence on diesel generation starting in 2025.
Moreover, while grid supply capacity is projected to expand in 2025 and 2030, low-
cost storage with solar PV becomes more competitive than the AEDC tariff schedule
which pushes the Wuse Market interconnected minigrid towards islanded operation
mode.

To understand how grid outages impact the role of storage, we investigate the system
sizing and operation with uncertain grid supply, i.e., when generation outages are
not scheduled. We randomly simulate a variety of annual frequency and duration
of outages as per Table 4.1. The best-case scenario is infrequent-short duration
outages and the worst-case scenario is frequent-long duration outages. We report
results given reference case costs and low-cost storage costs. The four sets of results:
reference greenfield system infrequent-short outages (GF O1), reference greenfield
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Figure 4-6: Greenfield system minigrid dispatch for year 2030 demand without sim-
ulated grid outage.

20
20

20
25

20
30

0

1000

2000

3000

4000

5000

6000

7000

Ca
pa
cit
y 
(k
W
)

20
20

20
25

20
30

0

1000

2000

3000

4000

5000

An
nu
al
 e
ne
rg
y

ge
ne
ra
tio

n 
(M
W
h)

20
20

20
25

20
30

0

1000

2000

3000

4000

5000

6000

St
or
ag
e 
de
liv
er
ab
le

en
er
gy
 c
ap
ac
ity
 (k

W
h)

diesel grid solar storage

Figure 4-7: Greenfield system design with scenario-based analysis of the deterministic
least-cost future design for the Wuse Market minigrid without simulated outages
under low-cost storage assumptions.

system frequent-long outages (GF O2), low-cost storage greenfield system infrequent-
short outages (GF LS O1) and, low-cost storage greenfield system frequent-long
outages (GF LS O2) are presented in Fig. 4-8 and 4-9.

In all cases, unscheduled grid outages will require further diesel capacity as a backup
generator. This is evident due to the low capital cost nature of diesel generators.
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Infrequent outages have the strongest impact on storage since the battery manage-
ment system is not optimized to handle the variability of dispatch requirements due
to grid unavailability. Regardless of the cost level, storage capacity is cut in half
and the generation is compensated by diesel capacity (Fig. 4-8 and 4-9). Therefore,
storage capacity has an inverse relationship with the frequency of unscheduled grid
outages. However, in the cases where outages are the longest, the system tends to
shift towards off-grid operation and start to rely more storage capacity powered by
solar PV. A short-duration battery storage system cannot create value from energy
arbitrage due to prolonged grid outages but further pushes the minigrid to the is-
landed mode of operation. The effects are similar but of smaller magnitude in the
low-cost storage cases.
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Figure 4-8: Difference plot of system design given unscheduled long duration infre-
quent grid outages.
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Figure 4-9: Difference plot of system design given unscheduled long duration infre-
quent grid outages under low-cost storage assumptions.

4.5 Discussion
We presented three cases of design and dispatch solutions for the Wuse Market
interconnected minigrid:

• Existing system (ES)

• Greenfield system (GF)

• Greenfield low-cost storage system (GF LS)

We further expanded on the greenfield system cases to consider unscheduled grid
outages: infrequent-short (O1), frequent-long (O2). No grid outage simulation cases
were expanded on the ES case because 1 MW is initially placed on the system which
can compensate for any type of grid outage in both periods 2020 and 2030.
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Table 4.5: Total discounted cost, system cost of electricity per period and discounted
results from optimization of the seven scenarios given a discount rate of 9% and total
demand for the Wuse Market of 2,950 MWh in 2020 with 5% annual demand growth
for periods 2025 and 2030.

SCOE (USD/kWh) TotalTotal Cost 2020 2025 2030 SCOE
ES $ 7,308,640 $ 0.23 $ 0.11 $ 0.08 $ 0.41
GF $ 5,745,664 $ 0.21 $ 0.08 $ 0.04 $ 0.34
GF O1 $ 5,857,772 $ 0.21 $ 0.09 $ 0.04 $ 0.35
GF O2 $ 5,932,908 $ 0.22 $ 0.09 $ 0.04 $ 0.35
GF LS $ 5,229,396 $ 0.21 $ 0.07 $ 0.03 $ 0.32
GF LS O1 $ 5,283,547 $ 0.21 $ 0.08 $ 0.03 $ 0.32
GF LS O2 $ 5,364,154 $ 0.22 $ 0.07 $ 0.03 $ 0.32

SCOE =
Total annualized cost

Total demand
(4.1)

The existing system dramatically reduces the system cost of the Wuse Market from
the blended system cost of electricity (SCOE) of 0.38 USD/kWh [48] to 0.23 USD/kWh
(Eq. 4.1) in 2020, as seen in Table 4.5. However, under the existing system, there
would be no incentive to expand solar PV or storage capacity in future periods.
36% of the Wuse Market interconnected minigrid demand in 2030 would be diesel
generation.

The greenfield set of results presented under the different cost of storage and grid
outage simulations have a lower system cost of electricity as per Table 4.5. We
define Total SCOE as the discounted sum of the SCOE per modeled period given a
discount rate (9%). Table 4.5 shows that while SCOE in 2020 between the various
cases is similar, there is a large gap in subsequent periods. The gap in SCOE can be
explained by looking at the breakdown of costs of the SCOE: capital cost in Table
C.1, fuel costs in Table C.2, fixed O&M costs in Table C.3 and variable O&M costs
in Table C.4 in Appendix C present the least-cost solution for every case.

Interconnected minigrids present a better solution than the existing status quo at the
Wuse Market in Abuja Nigeria. However, it is difficult to assess that the Tripartite
Agreement is a win-win-win scenario long term. While in the short-term the Wuse
Market traders are benefiting from reduced costs, there is little to suggest that cost
would decline in the future. The interconnected minigrid developer invested in a
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large diesel generator that alone can serve the peak demand of the minigrid and
therefore has little incentive to invest in alternative generation (solar PV + storage).
Diesel generation complements AEDC’s grid supply without competing with it. The
role of storage and expanded solar PV in interconnected minigrids is limited from
the perspective of the minigrid developer and AEDC.

While solar PV and storage do not compete with backup diesel generation that
complements the grid, they are cost-competitive with the grid itself. Regulation in
Nigeria and many EMDE countries is not expanded when it comes to DERs, but
we show that storage complemented by solar PV at both reference and low-cost fig-
ures can eliminate diesel generation, reduce dependence on upstream generation and
provide a lower system cost of electricity to the Wuse Market minigrid developer.
This presents an opportunity for AEDC to further expand its non-wire alternative
network upgrade strategy to include battery storage as an option and increase VRE
penetration at the distribution level. Without a reliable and cheap grid supply, inter-
connected minigrids are a win-win-semi-win situation with the latter being the Wuse
Market traders. The objective is clean and reliable access to electricity and under
present circumstances islanded minigrids are a cheaper solution than interconnected
minigrids from the perspective of the customer.

The results reported in this chapter are particular to the cost structure of the Wuse
Market case study in Abuja, Nigeria. Moreover the results are reported from a
scenario-based analysis of a deterministic optimization to emulate the reality of dis-
patch behavior. We use such a methodology and report the mode of the various
designs in an effort to emulate the reality of dispatch behavior where there may be
foresight on the grid supply availability for the next several hours (4 to 12 hours
considered). Additionally no constraints on the environmental impact of diesel has
been applied which can increase the variable cost of the generators and alter the
design to favor solar PV and battery storage. Finally, the methodology of scenario-
based deterministic optimization is not only applicable to grid supply availability
in this peculiar case of minigrid-under-the-grid design. Such an optimization-based
methodology can be applied to various decision-making under uncertainty situations
where the uncertainty is exogenous and can be predicted to a certain extend (e.g.,
foresight over the next several hours of dispatch).

At this point in the thesis, we have explored two distribution-level electricity resource
design cases under endogenous uncertainties of demand growth, technology cost, and
grid supply availability. The peculiar situations in India (network-constrained) and
Nigeria (supply-constrained) led to developing a multi-stage optimization framework
using real options to solve for a long-term least-cost electricity resource design of the
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distribution stage of the electric grid. We further expand this uncertainty assessment
to the generation and transmission level with application to the Indian bulk power
system. The subsequent chapter highlights the range of findings from scenario-based
analysis of the deterministic optimization and sheds light on the scale of the problem
of multi-stage electricity resource design under uncertainty.
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Chapter 5

Impact of uncertainty at generation
and transmission levels – case study
of India

Question 2: How do these uncertain factors impact electric grid planning at the
generation and transmission stages?

After investigating the impact of uncertainty on distribution planning in chapters
3 and 4, this chapter extends the assessment of exogenous uncertainty on electric
grid planning to the generation and transmission stages. We use the regional level
demand scenarios produced in Chapter 2 and assess the potential pathways of the
Indian bulk power system with consideration of high penetration of distribution-level
storage, as presented in Chapter 3. Finally, this chapter exposes the computational
complexity of solving granular electricity resource optimizations when considering
exogenous uncertainty.

Global energy sector decarbonization efforts are contingent on technology choices
for energy production and end-use in Emerging Market and Developing Economy
(EMDE) countries such as India (e.g., electric cooking, space cooling, and electric
vehicles). Here, we use an integrated demand-supply framework to quantify the
impacts of demand growth and temporal patterns on long-term electricity system
evolution. Under projected renewables and Li-ion storage cost declines, our supply-
demand modeling points to renewables contributing substantially (46-67%) to meet
annual electricity demand in India by 2030. However, without appropriate policy
measures to phase out existing coal generation, even such rapid adoption of renewable
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energy coupled with one or more technological levers such as low-cost energy storage
and demand-side measures such as setting aggressive AC efficiency standards and
deploying distribution-level storage are insufficient to reduce annual CO2 emissions
in 2050 vs. 2020 because of the relatively higher growth rate of projected electricity
demand over this period.

5.1 Introduction
Electricity generation in EMDE countries over the next few decades will significantly
impact global greenhouse gas (GHG) emissions as access and economic development
increase electricity demand in these regions[99, 100, 32]. Notably, because many of
these countries are located in hot climate zones, they are expected to see growing
energy demand for space cooling, which in many cases, is likely to be exacerbated
by climate change impacts [3, 136, 137]. For EMDE countries as a whole, more
investigative planning of energy infrastructure from both the demand [138, 139] and
supply [140] perspective is warranted to ensure efficient use of limited capital and
alignment with global mid-century climate mitigation goals. Of these countries, India
stands out since it already ranked 3𝑟𝑑 in terms of CO2 emissions in 2018 [24], owing to
its large population and reliance on coal for primary energy (44% of primary energy
demand in 2019 [10]), and in particular for electricity generation (72% of supply
[10]). Yet, these national statistics belies the lower annual per-capita primary energy
consumption in India (23 million btu (MMBtu)) compared to other high-income
countries like United States (310 MMBtu) and Germany (165 MMBtu) in 2018 [10].
By one estimate, growth-driven energy consumption could result in India’s final
energy use in 2040 being 81% greater than in 2019 [10], with demand for electricity
growing much faster in this scenario than other forms of energy, at 161% [10]. While
decadal electricity demand growth projections for developed countries such as the
U.S. is driven primarily by the electrification of transportation [141], in India and
many other EMDE countries with hot climates, the building sector is projected to
dominate electricity demand growth over this period, primarily due to the widespread
adoption of air conditioning (AC) systems [10]. As compared to other new sources
of demand (e.g., EVs), the relative inflexibility and timing of AC use means that it
will not only increase aggregate demand but also change the temporal load shape
and impact peak consumption. For example, a recent study estimates that space
cooling could contribute as much as 45% of peak electricity demand in India by 2050
compared to 10% in 2016 [25]. In the short-term, increases in peak demand, which
tends to occur after sunset [142], will likely be met with relatively high emissions
intensity coal-based electricity generation [143], owing to its dominant share of supply
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today. Assessing pathways for grid decarbonization in the Indian context and other
similar regions, therefore requires a granular study of the temporal patterns of AC
demand in conjunction with dynamics of electricity generation.

Recently, several studies have analyzed the operation and long-term evolution of
India’s bulk power system between 2030 and 2050 at different levels of granularity
in representing grid operations, existing generation, evolution of demand profile, and
investments in new generation, storage and transmission [144, 145, 142, 9, 146, 147,
148, 149, 150]. Some studies model grid operations for various generation capacity
scenarios in 2030 to quantify the operational feasibility of different levels of variable
renewable energy (VRE) penetration and the flexibility provided by coal and hydro
generation as well as new battery storage to integrate VRE generation [144, 146, 142].
Other studies model the long-term evolution of India’s electrical grid (to 2050) [151,
9, 147, 145] subject to approximations regarding spatial and temporal variations in
demand and VRE resource characterization and its impact on capacity investment.
Notably, the temporal resolution of grid operation in these studies range from a
few time periods (<50) per year at a state-level spatial resolution [9, 151] to hourly
operations at the regional level [147, 145]. In addition, some studies use simplified
modeling based on a single resource profile per region [147] while others use detailed
representations of VRE resource availability that may include land availability [145]
and transmission interconnection costs [9]. Some studies also model investment over
multiple periods and the temporal evolution of the power system from 2020 to 2050
[151, 9]. A key finding across many of these studies is the cost-effectiveness of VRE
generation deployment in the future Indian electricity system (>50% as much as
80% of annual generation [145]). However, none of these investment planning studies
account for the structural changes in the electricity consumption profile for electricity
use over time, resulting from factors such as AC adoption, and to a lesser extent
EV adoption. Therefore, these studies present an incomplete picture of long-term
evolution of the power system in India.

Our contribution improves upon prior work by developing a holistic framework for
assessing the impact of supply and demand-side drivers on the long-term evolution
of the power sector in India and other EMDE countries. This supply-demand inter-
action is addressed by combining bottom-up demand forecasting with high temporal
resolution capacity expansion modeling (CEM) that uses high spatial resolution VRE
resource availability and detailed representation of hourly grid operations [41]. The
bottom-up demand forecasting model, documented in detail in Chapter 2 and [3],
captures the growth of business-as-usual components as well as new components,
namely AC and EVs, in estimating electricity demand at the state-level in future
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years at an hourly resolution. This granularity enables us to explore the system
impact of demand-side interventions, such as improved AC efficiency standards, al-
ternative EV charging schedules as well as the potential impact of distribution level
energy storage (DLS) deployment to manage congestion in the local distribution sys-
tem. The resulting regional demand profiles are subsequently used as inputs to a
multi-period power system CEM that considers grid operations at an hourly resolu-
tion, to evaluate the least-cost trajectory of power system investment and operation
in India from 2020 to 2050. This framework, (see Chapter 2 Fig. 2-4), is used to
address the following questions in this study: a) How do various demand-side drivers
(AC, EV load growth) impact the evolution of India’s power system in terms of gen-
eration capacity mix and CO2 emissions when factoring interactions with long-term
supply-side factors such as natural gas (NG) prices, VRE availability and energy
storage capital costs? and b) How does AC demand growth impact the need for
energy storage, at distribution and transmission levels, and both existing and new
coal generation under various technology and policy scenarios?

5.2 Scenario-based transmission modeling

5.2.1 Demand-side scenario model

The alternative electricity demand scenarios evaluated here are developed using a
previously documented open-source model [3] that uses separate approaches to esti-
mate future electricity demand for existing end-uses ("business-as-usual" model) as
well as demands from emerging end-uses such as ACs and EVs ("technology model").
Electricity demand from existing end-uses is estimated for future periods using a re-
gression model that is trained on historical regional electricity demand available for
2012-2019[76] at the daily resolution and hourly demand for 2015 [147]. In addi-
tion, this model incorporates weather data at daily resolution and GDP forecasts at
monthly resolution to incorporate seasonal trends and long-term growth respectively.

The technology model enables a bottom-up approach to estimate demand from new
loads, which in this study relates to space cooling in residential and commercial
buildings as well as EV charging [3]. The model relies on AC sales data projection
as well as types of units being sold to meet the expected space cooling demand.
Two AC scenarios were considered: a baseline scenario with electricity sales pro-
jections based on currently available AC units and a high efficiency scenario that
assumes preferential adoption of efficient AC units as defined by a recent study [25],
which considers a scenario where the global average Seasonal Energy Efficiency Ratio
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(SEER) rating of ACs grows from 4 in 2018 to 8.5 in 2050. AC efficiency, as reflected
in SEER ratings, may differ greatly between the United States and India due to
the types of AC units installed. While heating, ventilation, and air conditioning
(HVAC) systems use efficient cooling methods such as variable refrigeration in the
U.S. context, their system cost is high for the Indian market where less efficient split
units are expected to be installed. Although high AC efficiency scenario is defined
here based on improvements in SEER ratings in the Indian context, it can also be
viewed as the outcome of other building sector interventions like passive cooling that
reduce overall electricity demand to achieve a similar level of thermal comfort as in
the baseline scenario. As of 2018, by comparison, the sales-weighted average SEER
for ACs in India was 3 [25]. Residential and commercial AC demand growth was
estimated at the state level and then aggregated to the regional level [3] to be input
to the supply-side optimization model. For EVs, the technology model uses vehicle
sales data and government goals for EV sales targets in future years [73] to estimate
EV charging demand. Additionally, hourly projections of EV charging demand at
the regional level were derived for each decade after applying a 1D-convolution to
survey data related to typical charging patterns in an EMDE countries settings [3].
As compared to AC demand, electricity demand from EV charging is projected to be
relatively modest, both in terms of annual consumption and in terms of contribution
to peak demand, as seen in Table 5.1. The reference electricity demand projection
for our analysis is estimated assuming stable GDP growth, baseline AC efficiency,
evening EV charging scheme. Evening EV charging is predominant in other EMDE
countries such as Mexico [94] and therefore is chosen as the schedule for the reference
case.

5.2.2 Supply-side optimization model

We use a multi-period version of the power system CEM [148, 150, 152], GenX [41]
to evaluate the least-cost investment and operation of the Indian power system under
alternate technology, demand and policy scenarios. The GenX model is open-source
[113].

For this study, GenX is configured as a multi-period investment planning model with
four investment periods (2020, 2030, 2040, 2050) and hourly representation of grid
operations. We solve the resulting linear programming (LP) model using a dual
dynamic programming (DDP) algorithm that makes this problem computationally
tractable by decomposing the problem into individual sub-problems per investment
period and subsequently uses information from solution of the model in future invest-
ment periods ("Forward Pass") to adjust investment decisions in previous periods
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Table 5.1: Demand estimates from bottom-up forecasting model [3] that is used as
inputs to the supply-side modeling.

2020 2030 2040 2050
Reference Peak demand (GW) 197 347 626 901

case Annual demand (TWh) 1,421 2,282 3,523 4,773
High AC Peak demand (GW) 197 317 501 677

efficiency case Annual demand (TWh) 1,421 2,207 3,205 4,199
DLS Peak demand (GW) 197 341 600 901
case Annual demand (TWh) 1,421 2,282 3,523 4,773

EV charging Peak demand (GW) 197 345 624 897
case Annual demand (TWh) 1,421 2,282 3,523 4,773

AC contribution Baseline efficiency 4% 15% 32% 42%
to peak demand High efficiency 4% 10% 17% 19%
EV contribution Evening charging 1% 4% 6% 10%
to peak demand Morning charging 1% 3% 5% 9%

("Backward Pass") [153]. For each investment period, the model includes the follow-
ing grid operations constraints: a) flexibility limits of thermal power plant operations
via linearized unit commitment constraints [154, 155], b) supply-demand balance at
each hourly time step and each zone, with power flow associated with linear losses
and transfer capacity limits between zones, c) modeling hydro power plant operation
to adhere to available information on inflows and reservoir capacity [147] and d)
modeling other storage resources with inter-temporal storage balance constraints as
well as capacity constraints on maximum rate of charging and discharging.

These operational constraints are modeled over 20 representative weeks of grid op-
eration, that are selected from an single year of load data based on 2015 weather
patterns, VRE and hydro resource profiles (more details discussed later on) via k-
means based clustering [20, 156]. The operations over the 20 representative weeks
are scaled up to estimate annual operation cost and other operational metrics of
interest such as VRE curtailment and CO2 emissions. The choice of 20 represen-
tative weeks was made to balance accuracy of capturing intra-annual variability in
load and VRE, hydro resource availability as well as computational run times for the
multi-period CEM (see Fig. D-12). Additionally, Fig. D-13 highlights the relative
error in capacity outcomes compared to the model with 20 representative weeks as
the baseline.

We represent the Indian grid using five separate balancing regions (North, West,
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South, East and Northeast) defined by the grid operator [104], with region-specific
load profiles developed for each investment period based on the above-mentioned
demand-forecasting model [3] - example outcomes are shown in Chapter 2 Fig. 2-1.
The power flows between these regions are modeled based on a simplified network
representation that enforces power exchange limits between the regions (see Table
D.7). For 2020, these power limits are derived from the grid operator [147, 104].
These limits may be expanded with additional transmission investment in future
periods.

5.2.3 Resource cost and performance assumptions

GenX models operations over four periods, 2020, 2030, 2040 and 2050, with invest-
ment in new resources (nuclear, VRE, coal, NG combined cycle gas turbine (CCGT),
NG open cycle gas turbine (OCGT), battery energy storage and transmission) con-
sidered in the last three periods. The key cost assumptions of the generation and
storage resources are summarized in Table 5.2, where we specifically account for
technology investment costs specific to the Indian context. For example, based on
data from IEA [10], we derate U.S. centric capital cost projections [5] of wind and
solar by approximately 70% and 50% to account for historical differences in capital
cost between U.S. and India. We characterize 2020 power generation capacity as well
as their operational flexibility based on the documentation of the Regional Energy
Deployment Model-India [9] as well as prior studies [147, 157]. For simplicity, we do
not distinguish between the operational characteristics (e.g. minimum stable power
and heat rate) of supercritical and subcritical coal power plant resources within a
zone, but distinguish between heat rates of existing thermal power plants across
zones [157]. Major system assumptions including fuel costs and value of lost load are
denoted in Table D.5. Existing hydro power plants are classified as either reservoirs
plants that can flexibly adjust their output vs. run-of-river resource that do not have
any flexibility in their output and hence are treated as must-run resources [157]. The
hourly inflows, reservoir capacity for hydro power generation are derived from a prior
study [147]. The model incorporates both lifetime-based and economic-based retire-
ment of generation and storage resources. For existing resources, particularly coal
and NG, we estimate cumulative lifetime based retirements by 2030, 2040 and 2050
by zone that represent a minimum amount of capacity to be retired by those time
frames, based on data from [9, 157]. Because of the assumption of perfect foresight
of future technology cost, VRE resource availability, demand, and policy, the model
strategically may choose to retire more than the prescribed minimum capacity if it
can lead to reduction in the total system cost over the modeling horizon.
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5.2.4 Renewable-resource supply curves

Similar to other power system planning studies [158, 9, 159], GenX uses supply
curves to model the investment in VRE resources that account for variation in the
VRE resource in terms of resource quality, interconnection cost and total deploy-
able capacity within each zone. This supply curve is developed starting from the
spatially-resolved (10 km2) wind and solar resource data for 2014, available from the
Renewable Energy Potential Model (reV) [12] using a sequence of steps, described in
detail in Fig. D-14. The resulting spatially-resolved capacity potential for wind and
solar PV are illustrated in Fig. D-15, where each site is associated with a unique
interconnection cost and hourly capacity factor (CF) profile. To simplify the rep-
resentation of resource variation in GenX, we aggregate PV and wind resource in
each zone into 3 bins that are generated by clustering sites (using k-means) based
on their levelized cost of energy (LCOE). Here, the LCOE for each site is computed
using site-specific CF and interconnection costs as well as capital costs and Fixed
O&M costs. The resulting parameter inputs for each resource bin per zone in the
GenX model [157] include: a) hourly CF, computed as the weighted average CF for
sites within each bin, where the weights correspond to the available area for VRE
deployment associated with that site, b) total available capacity per bin, computed
based on 32𝑀𝑊/𝑘𝑚2 and 4𝑀𝑊/𝑘𝑚2 for spatial density of solar and wind resources
respectively [9] and c) weighted average annualized interconnection cost associated
with each bin.

In addition, we also impose installation limits for total wind and solar PV capacity
deployed per investment period to account for potential constraints owing to supply-
chain and labor resource limits. These constraints are derived based on fitting a
Gompertz function growth curve to trends in VRE capacity deployments seen in the
Chinese context (see Table D.12). Table D.13 highlights the imposed decadal VRE
installation limits. Fig. D-1 demonstrates the impact of alternative assumptions
about the installation limits (0.5X of the reference case and no installation limits)
on generation capacity. Fig. D-1 highlights that installation limits primarily impact
VRE deployment, mainly wind, in 2030 and 2040 but are less impactful in 2050 in
the reference case, where value decline in VRE generation is major driver for capacity
installation decisions. Further details are provided in Appendix D section D.

5.2.5 System cost of electricity generation expansion

System average cost of electricity (SCOE), defined in Eq. D.1 is often used to to
quantify the cost impacts of various technology and policy drivers. In the context of
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multi-period investment planning model, we define SCOE for each modeled period
as the ratio of total annual system cost for the year divided by the total demand
served in that modeled period. Total annual system cost includes operating cost,
both fixed and variable, and annualized investment cost for the period. The latter
includes investment cost of: a) resources deployed in the current period and b)
resource invested in prior periods that have not yet reached their modeled lifetime
and hence are accruing fixed costs related to their investment. We do not include
any investment costs associated with existing generation or transmission assets as of
2020, but consider fixed operating costs for existing generation. Operational costs
are calculated for the model period only based on scaling up the hourly operation
costs for the modeled 20 representative weeks using their hourly weights. Since total
system cost does not include unpaid investments costs of existing generation and
transmission, the SCOE estimated in this study are not reflective of electricity prices
for a given case but are indicative of the cost of generation expansion and are thus
used for comparison of case results. Complete SCOE formulas are provided in the
Supporting Information (SI).

5.3 Results

5.3.1 Reference case

We first evaluate model outcomes for a reference case that provides an internally
consistent point of comparison to explore the impact of alternative technological and
policy assumptions. For this study, the reference case is defined based on (see Table
5.3): a) electricity demand projections using baseline AC efficiency and evening
EV charging assumptions [3], b) technology capital cost following the "reference"
trajectory, adapted from [5], in (see Table 5.2), c) decadal VRE installation limits
derived from VRE installation trends in the Chinese context (see Methods and Table
D.13) d) NG prices held constant at $11/MMBtu throughout the model horizon and
e) no carbon policy.

In the reference case, we find 362 GW of VRE capacity by 2030, corresponding to
an annual average installation rate that is 3.7 times the average capacity additions
in 2010-2019 (see Fig. D-1). Due to disparities in VRE resource quality and land
availability, VRE generation capacity is predominantly deployed in the Southern and
Western regions (see Fig. D-2). This is accompanied by deployment of 57 GW of
new coal capacity by 2030, that along with available thermal and hydro resources,
is operated flexibly to integrate the installed VRE generation with <5% VRE cur-
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Table 5.2: Capital cost assumptions for various resources. All costs in 2018 dollars
and sourced from NREL annual technology baseline 2020 [9], unless otherwise noted.
Wind, solar PV and gas generation capital costs have been de-rated by 72%, 51%, and
70% respectively to account for estimated capital cost differences for these resources
between U.S. and India, as per central technology cost for 2019 from [10]. Solar costs
assume DC to AC ratio of 1.34[9]

Resource & Units Scenario Capital Costs
2030 2040 2050

PV ($/kW AC) Reference 558 407 369
Wind ($/kW AC) Reference 995 843 754

Li-ion storage - energy ($/kWh) Reference 206 168 136
Low cost 160 105 82

Li-ion storage - power ($/kW AC) Reference 179 137 119
Low cost 139 92 72

CCGT ($/kW ) Reference 706 675 655
OCGT ($/kW) Reference 647 616 598
Nuclear [19] ($/kW) Reference 2,800
Coal [10] ($/kW) Reference 1,200
Biomass [19] ($/kW) Reference 864
Inter-regional transmission ($/MW-km)[9] Reference 312

tailment (see Fig. D-1), as illustrated in Fig. 5-2 and Fig. D-3. New coal capacity
is predominantly installed in later periods and is concentrated in the Northern re-
gion, which has the second highest electricity demand in 2020 (427 TWh) and a
5.7% projected growth rate (see Fig. D-2). Consequently, by 2050, the Northern
region holds 46% of the national coal capacity in the reference case. The role for
new thermal generation, mostly coal, only becomes important as demand increases
further by mid-century and VRE growth plateaus due to its decline in value with
increasing penetration [5]. In generation terms, this means that India could see VRE
contributing over 59-66% (see Fig. D-1) of annual generation in 2050, depending
on the annual VRE installation rate, which we assume is limited in the reference
case (see Table D.13). Under the reference case, annual CO2 emissions decline by
20% from 2020 to 2040, but then rebounding by 48% from the 2020 level as demand
increases further by 2050.

Li-ion battery storage is not found to be cost-competitive until 2040. Deployment is
mainly in regions with high solar PV penetration as seen in Fig. 5-1 (e.g., North),
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due to an increasingly stronger "duck" curve[160] resulting from rising solar output
and rising evening demand (see Fig. D-3). Battery storage is dispatched to meet
evening peak demand (see Fig. 5-2), with an average storage duration (i.e. total
installed energy capacity divided by the total installed power per modeling period)
less than 4 and a half hours in 2050. The abundant VRE resources in the Western and
Southern regions and high demand in the Northern region also leads to transmission
expansion in the South-West-North corridor of 77 GW by 2050, which corresponds
to a 65% increase in the transfer capacity relative to 2020 as illustrated in Fig. 5-1.

5.3.2 Scenario analysis spanning supply, demand drivers, and
policy

We evaluated several alternative scenarios to systematically quantify the impact of
various factors on electricity system evolution in the Indian context. These include:
1) high AC efficiency and low implied space cooling demand as detailed in section
5.2, 2) alternative (morning, day time) EV charging schedules, 3) low capital cost for
grid-scale Li-ion energy storage (see Table 5.2), 4) deployment of DLS storage 4) low
NG prices ($8/MMBtu), and 5) a moderate CO2 policy starting at $20/tonne and
increasing to approach $50/tonne by 2050 (see Table D.2). Table 5.3 summarizes
the scenario names (columns) and their definition along various dimensions (rows).

Table 5.3: Scenario definition (see Table 5.2 for detailed costs)

Parameter AC EV Storage DLS Gas ($/MMBtu) CO2 Policy ($/t.)
Scenario Baseline High

effi-
ciency

Evening Morning Day ReferenceLow-
cost

11 8 None 2030:20
2050:53

Reference X X X X
High AC efficiency X X X
Low-cost X X X X
Low gas price X X X X X
Morning charge X X X X X
Day charge X X X X X
Carbon price X X X X X
DLS X X X X X X
High AC efficiency X X X X X-low cost
High AC efficiency

X X X X X-low cost
-carbon price
DLS and low-cost X X X X X X
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Figure 5-1: Regional distribution in generation and storage power capacity as well
utilization trends for 2050. Regional transmission transfer capacity and its average
utilization is shown.

5.3.3 Impact of key supply and demand-side drivers

Fig. 5-3 and Fig. D-8 highlight the impact of four main technological parame-
ters spanning demand and supply, on the least-cost evolution of the Indian grid.
Specifically, we evaluate model outcomes based on alternative assumptions for each
parameter and compare them to the reference case.

While the reference case assumes mid cost projections for the U.S. context [5], the
low-cost storage scenario follows the low-cost projections from the same reference.
The low-cost storage scenario may be more plausible outcome for India, if storage
follows trends similar to VRE in terms of cost differences between U.S. and India.
In the low battery storage cost case[5], storage power and energy capacity increases
by 424 GW (174% increase) and 3,625 GWh (332% increase), which enables 30%
more VRE generation in 2050 compared to the reference case. This results in 54%
lower annual CO2 emissions compared to the reference case in 2050, the highest
reduction among the considered parameter sensitivities (3% reduction for low gas
price case and 4% increase for the high AC efficiency case in Fig. 5-3). This is
largely due to the increased competitiveness of VRE, especially solar, which reduces
new coal installations by 91% compared to the reference case by 2050. Low-cost
storage reinforces the deployment of VRE, and leads to VRE supplying 65% of annual
generation in 2050, accompanied by transmission level storage of average duration
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Figure 5-2: Hourly generation dispatch and load profile for three days during summer
(left) and winter (right) periods for 2050. Model outcomes based on reference case as
defined in Table 5.3. Storage charging is shown in the "Load + charge" curve as well
as by the negative generation for storage. Technology names and their respective
abbreviations in Table D.4

under 7 hours. This is achieved with system average cost of electricity in 2040 and
2050 being 22% and 39% lower than the reference case (see Fig. 5-6) and 92% less
transmission expansion capacity by 2050 compared to the reference case (see Fig.
D-6). We note that among the supply and demand drivers considered, storage cost
are the important factor affecting annual CO2 emissions in 2050. Moreover, low-cost
storage eliminates the need to build new coal capacity particularly in 2040 and 2050
where we note mass deployment of storage as an enabling additional VRE generation.

Under the reference case, AC demand growth is projected to contribute 43% to
peak demand in 2050, thereby creating the need for peaking generation capacity.
Combined cycle gas turbines (CCGT) and open cycle gas turbines (OCGT) are best
fit for peaking generation due to their greater operational flexibility compared to
coal power plants and lower capital costs [157]. Moreover, given the relatively high
cost of NG fuel vs. coal (see Table D.5), NG generation capacity is deployed but
utilized sparingly, with annual capacity utilization for CCGT and OCGT plants at
5% and 3%, respectively, in 2040 under the reference case (see Fig. D-7). Because
of this, the deployment of new NG generation capacity is closely tied to AC demand
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Figure 5-3: Installed capacity (1𝑠𝑡 row), annual energy generation (2𝑛𝑑 row), storage
energy capacity (3𝑟𝑑 row) and annual CO2 emissions (4𝑡ℎ row) for reference case (1𝑠𝑡
column), as well as cases with alternative assumptions for battery storage capital cost
(2𝑛𝑑 column), high AC efficiency (3𝑟𝑑 column) and gas prices (4𝑡ℎ column). Detailed
assumptions for each case are provided in Table 5.1 and Table 5.2

growth, with the high AC efficiency scenario virtually eliminating the need for new
NG capacity (see Fig.5-3, column 3 vs. 4) in 2050. At the same time, low NG
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prices improve the economic viability of NG generation, leading to higher CCGT
capacity deployment and utilization vs. the reference case (see Fig. D-7) in 2050
that also reduces new coal capacity deployment by 28%. Low NG prices erode coal
generation without significantly changing VRE deployment, owing to the operational
flexibility of gas generation that, along with storage, complements integration of VRE
generation at similar level of curtailment (7% in 2040). This explains why the low
NG price case has 3% lower annual CO2 emissions in 2050 compared to the reference
case. It is important to note that India is both gas resource and infrastructure
constrained, and the modeled low NG price case reflects the global average liquefied
natural gas price over the past decade [161]. However, it does not consider the cost
of the required NG transmission infrastructure (pipelines, compressor stations), nor
the implied costs that may obtain from siting constraints.

We use a bottom-up demand forecasting model [3] to evaluate electricity demand
under a high AC efficiency scenario in which India’s average SEER rating trails the
efficient global weighted average (8.5) by 15% as opposed to being 36% behind in
the baseline global weighted average SEER (6.2) in 2050 [25]. Fig. 5-3 highlights
the supply-side impacts of the modeled AC demand, where we account for regional
disparities in AC adoption, which depend on climate and population size, giving
rise to significant variation in estimated electricity demand for space cooling [3].
The high AC efficiency case in Fig. 5-3 shows a 22% and 13% decrease in installed
capacity and generation, respectively. AC demand accounts for over 40% of peak
demand in summer 2050, occurring during evening hours (8 PM to 12 AM), under
the reference case. However, in the high AC efficiency case, AC demand accounts for
less than 20% in the high AC efficiency case in summer 2050 (Table 5.1). In addition
to reducing capacity and generation requirements, the reduction in AC demand also
results in a flatter demand profile that has two further supply-side impacts: a) it
reduces the value for peaking generation provided by NG power plants and battery
storage and b) reduces the value of solar generation in serving demand in the day
time as well as indirectly meeting evening peak demand via battery storage (see Fig.
D-4). The impact of high AC efficiency on CO2 emissions is most notable in 2030
when storage is not yet cost competitive. High AC efficiency is responsible for 7%
annual CO2 emissions reduction in 2030 when compared to the reference case and
slightly lower system average cost of electricity (Fig. 5-6). Absent a carbon emissions
constraint or low-cost storage, a flatter demand profile, however, leaves more room
for baseload generation provided by existing coal and further investment in new coal
generation in 2040 and 2050. Fig. D-3 compares the grid dispatch over a summer
week for the reference case and high AC efficiency case, which suggests that peak
demand is a key driver of value for solar and by association storage in the system.
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In a regime when peak demand is reduced compared to the reference case and with
the existing coal assets that India currently holds in its generation portfolio, the
role of storage is not as significant and therefore less solar is built to charge storage.
When less solar is built out, the optimization model pivots to more coal generation
that is not affected by seasonality. This explain why high AC efficiency does not
improve grid CO2 emissions intensity of the subsequent modeled periods (see Fig.
D-6). We further note that high AC efficiency on its own does not contribute to
cumulative (i.e. summed over all model periods) emissions reduction. Cumulative
emissions for the reference case is 3,766 million tonnes while the high AC efficiency
case results in 3,772 million tonnes of CO2 emissions. Therefore, while implementing
demand-side efficiencies has clear positive outcomes, both in terms of cost and CO2

emissions, in the short run (2030), a sustainable and continuous supply-side effort
needs to complement it in the long-term to ensure emissions mitigation and cost-
effectiveness.

Another possible demand driver is EV charging, which unlike AC use, also has the
potential to offer flexibility to the system [141]. The reference case assumes EV
charging predominantly takes place during evening hours (7 PM to 12 AM), which is
generally consistent with residential EV charging schemes [94]. If instead, EV charg-
ing is predominantly shifted to morning hours (i.e., 5 AM to 10 AM), reflective of
mixed charging infrastructure deployment, it reduces the contribution of EV charging
to peak demand to 6% vs. 10% in the reference case [3]. Fig. D-8 (top) quantifies
the grid impacts of morning relative to evening EV charging (reference case). As
EV demand grows over time, charging demand during the evening hours can be met
via short-duration battery storage that is charged during day time hours when solar
generation is prevalent. However, if EV demand were to occur in the early morning
hours, Fig. D-8 (bottom) highlights that deployment of overnight energy storage to
discharge in the morning is not cost-effective and instead coal deployment is favored.
The net impact is that morning EV charging schemes favor coal deployment over
VRE and storage and result in a 2% higher system average cost of electricity in the
three investment periods as well as 3% higher annual CO2 emissions in 2050. As one
might expect, aligning EV charging with periods of high solar irradiation gives rise
to more solar with little or no storage, and no new coal generation. In this case,
installed capacity of coal is reduced by 2% while solar and wind capacity is increased
by 2%, and resulting in a less than 2% reduction in annual CO2 emissions.
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5.3.4 Impact of distribution-level storage

The projected growth in peak demand can not only drive investments in central-
ized generation and transmission capacity, but also at the distribution network level.
For the latter, battery storage is increasingly viewed as viable non-wire alternative
(NWA) network relief mechanism that can allow for deferring network upgrades with
large financial impacts due to high cost of capital [36, 38, 162]. Deployment of bat-
tery storage to partially offset peak demand within the distribution system modifies
the demand profile seen by the transmission system owing to timing and duration
of battery charging and discharging. We compute such a "transmission level" de-
mand and the accompanying distribution-level storage (DLS) deployment based on
outcomes from modeling the operation and sizing of storage in urban distribution
feeders in the Indian context using real options and linear optimization framework,
described in Chapter 3. Because DLS is only deployed when network deferrals are
economic [51], i.e. the present value of investments in battery storage is less than
that of investments in network upgrades, their impact on the transmission system can
be captured via the modified transmission level demand (demand + DLS charging
- DLS discharging, see Fig. D-11) without representing DLS’s capital or operat-
ing cost. Across the regions, cost-optimal DLS sizing points to an average storage
duration (ratio of energy capacity to power capacity) of 2 to 6 hours that is consis-
tent with the duration of the overloading peak demand as well as available off-peak
charging hours without violating distribution network capacity constraints. In 2030,
a total of 93 peak hours were shaved with deployment of DLS storage of 29 GWh
nationally for the reference case demand scenario.

From the transmission system perspective, DLS, when deployed, reduces peak de-
mand that occurs during evening hours, while increasing demand by charging during
off-peak hours. Fig. D-10 highlights the temporal changes in transmission level de-
mand from DLS discharging during evening hours and charging during earlier hours
in the day (7 AM to 11 AM) when solar availability is not maximized. DLS oper-
ation aims to minimize peak demand and network upgrades and thus spreads out
the charging over several hours rather than maximize charging during periods of
abundant low-marginal cost supply from resources like solar. Consequently, Figure
5-4 shows that DLS deployment tends to shift the installed capacity mix to favor
wind that has high capacity factors at night and early morning hours as well as coal
resources over solar PV and battery storage. By 2050, demand growth has suffi-
ciently materialized and DLS is no longer cost-effective as an alternative to network
upgrades, and is consequently retired. The correlation between storage and peak
demand is most pronounced under the low-cost storage case with DLS deployment
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Figure 5-4: Impact of distribution-level storage deployment on dispatched generation
(1𝑠𝑡 row), installed storage energy capacity (2𝑛𝑑 row) and annual CO2 emissions (3𝑟𝑑
row) under the reference case (1𝑠𝑡 column) and the low-cost storage (2𝑛𝑑 column)
case.

(Fig. 5-4 2𝑛𝑑 column), where the DLS enabled peak shifting has a trickle down effect
on the generation design, since less storage is needed for peak hours discharging and
therefore less solar capacity is installed to charge up the storage. Since demand is be-
ing met by either alternative VRE with less intra-day variability (i.g. wind) or coal,
the role for solar + storage at scale is thus reduced with the presence of DLS, even
under the assumption of low-cost storage. Over 90 TWh of additional wind capacity
is installed with respect to the low-cost storage case (see Fig. 5-3 2𝑛𝑑 column) but
also more coal since DLS results in flattening the demand profile. Overall, factors
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like DLS and AC efficiency improvements are demand-side peak shifting or reducing
mechanisms that, depending on the cost of storage, can indirectly lead to increase
(reference case) or decrease (low-cost storage) coal generation. At the distribution
level, DLS or high AC efficiency are clearly a cost saving mechanism that helps dis-
tribution companies minimize capital investment[163, 36]. When aggregating DLS
to transmission-level for national planning considerations, the overall system cost
of electricity does not improve compared to the reference case (see Table D.1 and
accompanying discussion) and therefore necessitates further attention to trade-offs
between transmission and distribution DERs [164]. It should be noted the impact
of DLS deployments modeled here are relatively small when compared against the
impacts of AC efficiency improvements as well as the total capacity deployed on the
system in the reference case (Fig. 5-3).

5.3.5 Technological vs. policy drivers to reduce new coal in-
vestments

The outcomes of the individual technology cases point to possible strategies for mini-
mizing future investment in stranded coal generation under global climate mitigation
goals. This raises the question whether a combination of these approaches will be
most beneficial for coal reduction. The high AC efficiency-low cost case, as defined in
Fig. 5-5, highlights the collective impact of low-cost storage, low NG prices and high
AC efficiency on power system evolution, where we see the combined effects of these
supply- and demand-side drivers. As discussed above, low NG prices and high AC
efficiency favor fossil generation (gas and coal, respectively) over solar and battery
storage to meet peak demand compared to the reference case, while low-cost storage
increases deployment of solar and storage. Collectively, in the high AC efficiency-low
cost case, these factors lead to a 112% increase in need for energy storage power
capacity compared to the reference case (Fig. 5-5 column 2) by 2050, while energy
capacity deployment increase by 244% in 2050 compared to the reference case (see
Fig. D-9). The flatter demand profile (on account of high AC efficiency) and lower
energy storage costs, increases duration of storage deployed as compared to the ref-
erence case as well as low storage cost case (see Table D.6). Overall, this case leads
to a 50% reduction in annual CO2 emissions over the reference case in 2050 and the
lowest cumulative emissions (i.e. sum of all modeled annual emissions) of any indi-
vidual case considered here. Annual CO2 emissions reductions in 2030 vs. reference
case are attributed to high AC efficiency. Further down the line, emissions savings
vs. the reference case are primarily attributed to low-cost storage that supports so-
lar integration. Still, CO2 emissions in 2050 are 1.3 times higher than the low-cost
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storage case, in part because high AC efficiency leads to a flatter load profile that
reduces the value of solar relative to coal generation, all else remaining equal. Flatter
demand profile also reduces the need for peaking NG generation (Fig. 5-5 column
2) compared to the reference case.

Although such a technology-focused strategy can substantially reduce new coal in-
vestment, existing coal capacity [157] remains operational up to mid-century in the
high AC efficiency-low cost case and contributes 16% of total generation even in
2050. This suggests that demand- and supply-side mechanisms to reduce emissions
are insufficient for deep decarbonization of the grid, and additional policy measures
may be needed. As an example policy measure, Fig. 5-5 explores the impact of a CO2

price that starts at 20 $/tonne in 2030, and increases by 5% over time, approaching
50 $/tonne by 2050 (see Table D.2 — this price trajectory is adapted from another
publication analyzing India’s energy system [165]). There is precedent for carbon
pricing in India. Since 2010, India has imposed a tax on coal production, which has
increased steeply from INR 50 ($0.70)/tonne coal in 2010 to INR 400 ($5.61)/tonne
coal since 2016. This practice is included in India’s nationally determined contribu-
tion under the Paris agreement [166]. As compared to the reference case (see Fig.
5-5), the expectation of a rising CO2 price leads to reduced utilization and early
retirement of existing coal, discourages investments in new coal, and favors increased
investment in low-carbon generation, mainly VRE and storage. Fig. 5-6 highlights
that the cost impacts of a carbon policy are greatest in 2030 (21% higher system
cost of electricity vs. the reference case) when existing coal supplies 30% of annual
demand. However, in 2040 and 2050, a combination of factors, including declining
coal utilization, investment in VRE and storage vs. new coal reduces the system an-
nual cost of electricity by 20% (see Fig. 5-6), while reducing CO2 emissions by 86%
compared to the reference case. It is evident, therefore, that the initial electricity
cost increase resulting from a carbon price can be mitigated over time by combining
it with technological measures of the high AC efficiency-low cost case as shown in
Fig. 5-6, primarily attributable to the low-cost of storage. The technology + pol-
icy approach reduce costs by 36% and 47% compared to the reference case for 2040
and 2050 respectively, and paves the way for grid decarbonization by mid-century
through reducing CO2 emissions by 97% compared to the reference case, retiring all
of the existing coal in 2050 and reducing emissions intensity to 8 gCO2/kWh (see
Fig. 5-5 column 4).
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5.4 Discussion
India represents one of many countries that will have to contend with electricity sys-
tem CO2 emissions impacts of rapidly growing electricity demand from space cooling
and to a lesser extent, EV adoption, over the next 3 decades given its dependence
on coal (953 GWh in 2020). Here, we present an analytical framework for evaluat-
ing the implication of such demand drivers in conjunction with other supply drivers
on cost-optimal pathways to electricity system decarbonization by mid-century. We
demonstrate this framework through a detailed assessment of India’s electricity sys-
tem, where we find, as have other recent studies [144], that large amounts of VRE
generation, enabled by storage, are an important feature of a least-cost expansion
of the electricity supply over the next 3 decades. However, growth and changing
temporal patterns in electricity demand, driven by AC use, are projected to outstrip
growth in cost-optimal VRE generation in our reference case and could lead to 48%
higher CO2 emissions in 2050 vs. 2020 levels. NG plays a marginal role, i.e. during
extreme peak demand hours when solar and storage are exhausted, in the genera-
tion portfolio of the Indian electricity system. Installation of large capacity of low
utilization NG turbines will marginally reduce coal dispatch without any significant
impact on emissions, as long as prevailing NG price trends continue. Moreover, rela-
tively lower NG prices that are within expectations of long-term liquefied natural gas
prices, can only partially substitute new coal capacity by NG, but cannot displace
existing coal capacity.

High AC efficiency reduces total generation and storage capacity and produces short-
term CO2 emissions and cost reductions, but without further incentives to restrict
coal generation, is not expected to contribute to long-term emissions reduction ef-
forts. Among the technology cost scenarios we have modelled, the cost of storage
has the greatest impact on long-term CO2 reductions. Storage complements solar
generation by time-shifting either generation (transmission level storage) or demand
(DLS). We further note that even small time shifts in demand drivers can have an
incremental effect at bulk power system level as seen by EV and DLS. While we
show that both demand and technological measures are valuable in reducing depen-
dence on coal and increasing VRE penetration, complementing those measures with
an incremental carbon price, or an equivalent measure, is the clearest pathway for
deep decarbonization of India’s electricity sector. With forty Indian companies al-
ready committed to an internal carbon price [167], the policy pathway is a pragmatic
and well within reach solution that could place India as a global leader in VRE and
grid-scale battery storage deployment.
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Although these findings are based on a study of India’s electricity system, many
aspects can be generalized to other parts of the world, where similar supply- and
demand-side factors persist (e.g. Indonesia, Nigeria, Vietnam). As an example,
India’s growth due to increased cooling demand can also be seen in Sub-Saharan
African countries where as in India, dependence on fossil fuels is very strong and NG
availability is constrained. The analytical framework developed here can be applied
to these other regions to develop holistic view for electricity system decarbonization
pathways by mid-century at the global scale based on considering available technol-
ogy, local resources and, practically viable policy approaches relevant to each region.

In summary, this chapter explores optimization-based solutions for the exogenous
uncertainty in demand growth and technology cost. However, the deep dive into
the necessary modeling of the power system highlights the complexity and thus the
computational burden of solving such problems. As a result, it is inefficient and
seldom tractable to solve these problems using optimization methods. Therefore,
this thesis transitions to the third question (see Chapter 1) in order to solve the
problem of decision making under uncertainty of electricity resource design with
proper consideration of exogenous uncertainties as well as endogenous ones.

105



,	��

�

	��

����

�	��

����

��
�
��

��
��
��
��
���

�
�

�!� �
�����!�!�#�+
�#��"$*��$'(

,����

,����

�

����

����

����

����

�
��
��
���
��
��
�

��
��
��
���
��
�
�
��

�

����

����

����

����

��
��
��
��
��
��
��

��
��
��
��
���

�
��

��
��

��
��

��
��

��
	�

,����

,	��

�

	��

�


��
��

��
��
��
�

	
���
���
��
��
��
��
���

��
�

�!� �
�����!�!�#�+
�#��"$*��$'(
*�&�(��&���&�#��

��
��

��
��

��
��

��
	�

��&�$#�%&!���*�&�(��&���&�#��

��
��

��
��

��
��

��
	�

�!� �
�����!�!�#�+�
"$*��$'(

�#����&�$#�%&!��
*�&�(��&���&�#��

��
��

��
��

��
��

��
	�

������
���$�"

��!�'�"
���+�&$

���)�"��&
�����

�!$
����

�$�"
�!�!$#

����
��

�!#�

Figure 5-5: Model outcomes for high AC efficiency-low cost case, defined by low bat-
tery storage capital cost, high AC efficiency and low NG price (1𝑠𝑡 column) as well
as impact of carbon price with and without scenario assumptions. Model outcomes
include installed capacity (1𝑠𝑡 row), annual energy generation (2𝑛𝑑 row), storage
energy capacity (3𝑟𝑑 row) and annual CO2 emissions (4𝑡ℎ row). Columns 2-4 high-
light outcomes compared to the reference case for the following cases: a) high AC
efficiency-low cost case (2𝑛𝑑 column), b) low carbon price case, where CO2 price
starts at 20$/tonne in 2030 and grows by 5% each year (3𝑛𝑑 column) and high AC
efficiency-low cost + low carbon price scenario case (4𝑟𝑑 column).
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Figure 5-6: System average cost of electricity generation expansion (SCOE) per
modeling period for a range of cases evaluated in the study. Note that SCOE does
not include fixed costs associated with existing generation and transmission assets
in 2020.
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Chapter 6

Representative period selection for
power system planning using
autoencoder-based
dimensionality-reduction

Question 3: How to handle uncertain factors in particular investment planning of
electric grid infrastructure?

So far, we have examined three situations of capacity expansion models: distribu-
tion network investment planning, minigrids-under-the-grid, and bulk power system
scenario-based generation and transmission planning. It is evident, particularly from
Chapter 5, that the size of such a class of optimization and modeling problems can
quickly become very large. The level of detail necessary to produce accurate results
expand the size of the problem as seen in Fig. D-12. When uncertainty is considered,
even a scenario-based sensitivity analysis requires significant computational resources
and time. To properly address electricity resource capacity expansion planning un-
der uncertainty, the problem must be first reduced to a size that is computationally
manageable in the context of multi-stage decision-making under uncertainty. In this
chapter, we present a representative period selection method for power system plan-
ning that will enable the multi-stage the later work of investment planning of electric
grid infrastructure of Chapter 7.

Power sector capacity expansion models (CEMs) that are used for studying future
low-carbon grid scenarios must incorporate detailed representation of grid opera-
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tions to consider the capacity implications of increasing temporal variability in both
electricity supply and demand. Often CEMs are formulated to model grid opera-
tions over representative periods that are sampled from the original input data using
clustering algorithms. However, such representative period selection (RPS) methods
are limited by the declining efficacy of the clustering algorithm with increasing di-
mensionality of the input data and do not consider the relative importance of input
data variations on CEM outcomes. Here, we propose a RPS method that addresses
these limitations by incorporating dimensionality reduction, accomplished via neural
network based autoencoders, prior to clustering. Such dimensionality reduction not
only improves the performance of the clustering algorithm, but also facilitates us-
ing additional features, such as estimated outputs produced from parallel solutions
of simplified versions of the CEM for each disjoint period in the input data (e.g. 1
week). The impact of incorporating dimensionality reduction as part of RPS methods
is quantified by quantifying the error in outcomes of the corresponding reduced-space
CEM vs. the full space CEM. Extensive numerical experimentation across 1,3 and
8-bus networks and range of technology and policy scenarios establish the consistent
superiority of the dimensionality-reduction based RPS methods using input and es-
timated output features in reproducing full-space CEM outcomes. Moreover, one
of the RPS methods leads to smaller magnitude of error in reproducing full-space
CEM outcomes while using half the number of representative periods as conventional
RPS methods, which points to the potential solution speed up in CEM computation
enabled by the method.

6.1 Introduction
Least-cost planning of deeply decarbonized bulk power systems requires contend-
ing with the unique operational attributes of the demand and supply-side resources
that play a dominant role in such systems. These include: a) variable renewable
energy sources (VRE) whose output varies across multiple time-scales; b) new flexi-
ble loads such as heat pumps, electric vehicles and distributed energy resources that
collectively increase demand variability and c) storage resources that store energy
for various time scales, ranging from intra-day to seasons, and thus couple grid op-
erations across these periods [168, 158, 169]. Recognizing this need, a growing body
of literature has focused on formulation and solution strategies for power system ca-
pacity expansion models (CEM) with improved spatial and temporal representation
of grid operations [20, 53, 54, 170, 171, 172, 173, 174, 175].

A typical CEM takes the viewpoint of central planner and minimizes the sum of
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investment cost and operational costs of electricity supply, network, storage and
demand-side resources. The constraints of a CEM usually include operational con-
straints of each resource as well as the system including, supply-demand balance,
reliability requirements, and environmental considerations such as carbon emissions
limits [176, 177]. The number of variables in the CEM scale linearly with the num-
ber of operational periods modeled; let 𝑛 be the total number of generation units, 𝑙
number of load zones and 𝑡 number of operational periods. Then the full-scale CEM
is a problem of dimension (𝑛+ 𝑙)× 𝑡. To maintain computational tractability, many
CEMs evaluate grid operations over a few representative periods (e.g. days, weeks),
often selected using one of the many known variations of time series clustering tech-
niques (which we cover later in this section) [178, 20, 179]. In the context of an
electricity system, time series clustering usually face common challenges such as pro-
cessing multidimensional and multivariate input data and handling hidden features
that are only detected in the results [58]. Therefore, along with advancements in de-
composition algorithms that allow for increasing temporal resolution of CEMs while
maintaining computational tractability [153, 180], improvements in representative
period selection (RPS) methods to exploit unique attributes of power sector-related
time series data are useful.

The problem of time series clustering for RPS finds applications in many domains
outside power systems, and generally consists of four major components: 1) clustering
algorithm, 2) prototype definition, 3) distance measurement, and 4) dimensionality
reduction.

1. Clustering Algorithms: Commonly-used time series clustering algorithms
can be classified into six broad classes depending on the underlying logic used
for grouping the elements (e.g. hour, day, week) of the time series into clusters:
hierarchical (bottom-up and top-down) [181], partition-based (e.g. k -means,
k-mediod) [86], density-based (DBSCAN) [182], grid-based (e.g., finite cell di-
vision) [183], model-based (e.g., self-organizing maps) [184], and multi-step
(hybrid methods) [185].

2. Prototype Definition: The prototype of a cluster refers to the representa-
tion of the original time series in the reduced space. There are three main
prototyping methods: 1) means and medoid [186], 2) temporal averaging (e.g.,
Dynamic Time Warping (DTW)) [187], and 3) local search [188].

3. Distance Metric: Time series clustering highly depends on the choice of
the distance measure used for assigning the time series elements to clusters
[189]. Commonly used distance metrics include 1) time-based metrics such as
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Euclidean, correlation, Fourier transform [190, 191], 2) shape-based metrics
[192], and 3) change-based metrics (e.g., Hidden Markov Models) [193].

4. Dimensionality Reduction: Unlike the other three components, which are
essential for the clustering process, dimensionality reduction is an optional
component. Broadly speaking, a clustering algorithm’s performance is mea-
sured by how well it can assign a cluster label to a given dataset, commonly
measured by the prototype definition and distance metric. Since a cluster-
ing algorithm’s performance deteriorates when the size of the data increases
[86], dimensionality reduction downsizes the dataset used in the clustering pro-
cess for better performance and lower computational burden. This improved
performance comes at the expense of information loss in the dimensionality
reduction process. Dimensionality reduction methods include 1) data-adaptive
approaches [194], 2) deterministic segmentation [195], 3) model-based (e.g.,
Auto-Regressive Moving Average) and [196] 4) clipping [197].

The above-mentioned components of RPS have been heavily discussed in the liter-
ature in the context of electricity resource planning [52, 53, 54, 198, 199, 200, 201].
Several studies have explored the problem of RPS for CEMs applied to power and/or
energy systems [55, 199, 200]. Here, we summarize a few key papers that exemplify
the general approaches. Authors in[202, 170] explore modeling representative days
for optimal deployment of energy storage only. Probabilistic generation snapshots
method to cluster representative weeks based on mean cluster values is discussed
in [203]. Operational pattern similarity in temporal data to aggregate generation
dispatch models is also proposed in some studies[56, 57] but without considering the
temporal variations in supply-demand balance. Several papers have resorted to using
variants of k -means clustering on the original input data to select representative pe-
riods to be used in CEM evaluation [174, 20, 179, 204]. Other papers have proposed
RPS methods based on hierarchical clustering [171, 198] or simulation-based meth-
ods [205, 201]. Other studies [199, 200, 58] explore optimization-based approaches at
a high computational cost that limits its scalability. On the other hand, data-driven
approaches [59, 60] have been proven to be effective in time series aggregation. How-
ever, the proposed methods are restricted to labeled data sets that are generally not
applicable to power system planning because the time series data is not labeled and
require a priori knowledge of the distribution function for probabilistic assignment
to a cluster based on the distance metric. Additionally, the performance of such
methods is often measured by the error in reproducing the input data to a CEM,
whereas in power systems it is the CEM output that determines the quality of the
RPS. Recent work on learning-based methods [206] has been proposed to evaluate
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RPS of wind resources but without any application to CEM of power systems.

In summary, the literature on RPS for power system CEMs has generally focused on
using the original multi-variate input data directly in the clustering process without
considering how well the input data approximates the original output (i.e. full-space
problem). The contributions of this chapter is twofold: First, we introduce a data
pre-processing step involving nonlinear dimensionality reduction via neural networks.
We call this process an autoencoder and explain in detail in section 6.2. Second, we
propose a technique to incorporate CEM output information in the clustering process.
The resulting approach allows us to find a balance between loss of information during
the dimensionlaity reduction process and the information loss incurred during the
clustering process. Our approach identifies a set of representative periods and their
corresponding input data that is used to formulate a reduced-space CEM (RCEM,
i.e. the CEM with representative periods) whose outcomes are shown to approximate
full-space CEM (FCEM, i.e. CEM using full-dimension input data) outcomes with an
acceptable accuracy. The autoencoders identify both short (intra-day variations) and
long-term features (seasonal variations) in the original multi-variate time series data
and reduce the dimension of the data in a way that reduces the clustering loss. We
perform numerical experiments to compare the performance of the proposed RPS
method with two alternative methods from the literature which rely on k-means
clustering but do not use dimensionality reduction. In all four approaches, we fix
the prototype definition of the clustering process to be mediod, use k -means as the
clustering algorithm and use Euclidean distance (L2 norm) as the distance metric.
Overall, the main contributions of the chapter to the field of power system planning
models are as follows:

1. use of autoencoders for dimensionality reduction as a pre-processing step in
the RPS method.

2. defining and incorporating features related to CEM outputs to be used in the
clustering process.

3. extensive numerical experimentation spanning different number of representa-
tive periods selected (4, 8, 20) for RCEM, different network sizes (1, 3, 8 bus)
and cost assumptions (90 scenario runs for each network and representative
period pair) for the case study.

The remainder of the chapter is structured as follows: section 6.2 describes the
methods, including the key assumptions and structure of the proposed methods and
formulation of the CEM; section 6.3 details the case study input data we use for
the comparative statistical analysis of the four alternative RPS methods; section 6.4
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describes results of the various RPS methods from the case study, and section 6.5
discusses the results.

6.2 Autoencoder-based representative period selec-
tion

6.2.1 CEM model, input and output data

To evaluate the proposed methods, we use a standard linear programming CEM for-
mulation [207, 41, 42] that is fully described in Appendix B. The model objective
function (Eq. B.1) minimizes the total system cost which includes annualized gen-
eration expansion and, operational costs. The full-space CEM (FCEM) has 𝑤𝑡 = 1
for every period 𝑡. On the other hand, the reduced-space CEM (RCEM) has time
weight 𝑤𝑡 ≥ 1 depending on the RPS. The key operational constraints are: 1) hourly
power balance constraint (Eq. B.2), 2) time-dependent capacity constraints for gen-
eration resources (Eq. B.3), 3) battery storage state of charging, energy and power
capacity limits (Eq. B.4 - B.9), 4) generation unit commitment (Eq. B.10 - B.14),
5) generation minimum and maximum power output (Eq. B.15, B.16), 6) generation
ramping limits (Eq. B.17, B.18), 7) direct current power flow approximation using
line susceptance and bus angles (Eq. B.19), 8) network flow limits (Eq. B.20, B.21)
and, 9) non-negativity constraints (Eq. B.22). This formulation is used for both
the FCEM and RCEM, with the following two caveats: First, the RCEM does not
include inter-temporal constraints linking resource operations across representative
periods. For the inter-temporal constraints related to ramping limits and storage
inventory, we look back to the last sub-period of the same representative period to
define the constraint for the first sub-period (see Eq. B.5) [20, 200, 175]. This model-
ing approximation implies that storage inventory across two representative periods is
effectively decoupled, which is generally reasonable when considering short-duration
storage technologies. Second, the RCEM computes annual operating costs based on
scaling up operating costs of representative periods using weights (𝑤𝑡) obtained from
the clustering process that correspond to number of periods approximated by each
representative period.

The solution of the CEM formulation yields a set of generation, energy and charge
capacities (Ω𝑠𝑖𝑧𝑒

𝑎,𝑧 , Ω𝑒𝑛𝑒𝑟𝑔𝑦
𝑎,𝑧 and, Ω𝑐ℎ𝑎𝑟𝑔𝑒

𝑎,𝑧 ). The solution also provides dispatch variables
for each time period 𝑡 yielding five output time series: 1) power output (𝜋𝑎,𝑡,𝑧), 2)
storage charge (Ψ𝑐ℎ𝑎𝑟𝑔𝑒

𝑎,𝑡,𝑧 ) 3) storage discharge (Ψ𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒
𝑎,𝑡,𝑧 ) 4) non-served energy (𝜒𝑎,𝑡,𝑧)

and 5) line power flow (𝜑𝑡,𝑧,𝑧′).
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To quantify the impact of input data variations on CEM outputs, we generate esti-
mated outputs from solving the CEM for each single period in the underlying input
data and use that information to inform selection of representation periods. If each
representative period consists of 𝑞 hours, one year input data (8760 hours) will have
𝑝 = ⌊8760

𝑞
⌋ periods and correspondingly 𝑝 CEMs can be solved to generate output

features. Note that the output produced for each period is an abstraction of the
outputs obtained from solving the FCEM which considers 8760 hours of operations.
The solution time required to solve the RCEM for each period can is generally much
smaller than than solving the FCEM [208]. Moreover, the independence of CEM
problems for each time periods allows multi-threading (or parallelization). From the
outputs of the RCEM, we use the five output time series mentioned above as features
to be used in the data encoding.

6.2.2 Dimensionality reduction - autoencoders

We perform dimensionality reduction using a structure of autoencoders that refer
to a type of neural network which enable transforming high-dimensional input data
into their lower dimensional data (encoding) and vice-versa (decoding). The encoder
transforms the high dimensional input data into lower dimension, referred to as
latent representation, while keeping the most important features. The decoder uses
the latent representation of the data to reconstruct the initial input data.

The encoder and decoder are constructed using various deep learning layers [4] in
Keras [209] as follows:

The encoder network architecture (Fig. 6-1) starts with a 1D convolution layer, which
extracts the important short-term waveforms. The convolution layer is followed by
a maximum pooling layer to reduce the dimension of the data by combining the
output neurons of the convolution layer into a single neuron to the subsequent layer.
Then a bidirectional long short-term memory layer is introduced to learn the tem-
poral changes in both directions relative to each time period. The decoder consists
of a fully connected upsampling layer followed by convolutional transpose layer to
transform the latent representation back to the original dimension. The objective
of the autoencoder is to find a code for each data sample through minimization of
the mean squared error (MSE) between its output and input over all samples. The
parameters of the autoencoder are updated by minimization of the reconstruction
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mean squared error (MSE) as seen in Eq. 6.1:

𝐿𝑟 =
1

𝑝

𝑝∑︁
𝑖=1

||𝐷(𝐸(𝑥𝑖)) − 𝑥𝑖||22 (6.1)

where 𝑝 is the number of periods considered (e.g., 𝑝 = 52 if the planning horizon is
one year and each period is defined as a week — 𝑞 = 168 hours) in the data entries
𝑥𝑖 ∈ R(𝑛+𝑙)·𝑞 is the 𝑖𝑡ℎ period. 𝐸 and 𝐷 represent the encoder mapping (Eq. 6.2) and
decoder mapping (6.3), respectively, with 𝑘 being the desired number of clusters.

𝐸 : R(𝑛+𝑙)·𝑞 ↦→ R
(𝑛+𝑙)·𝑞

𝑘 (6.2)

𝐷 : R
(𝑛+𝑙)·𝑞

𝑘 ↦→ R(𝑛+𝑙)·𝑞 (6.3)

Moreover, we set the maximum pooling size to the number of clusters to reduce the
inputted multivariate space to latent representation. Therefore, the data is being
compressed from R𝑝×(𝑛+𝑙)·𝑞 to R𝑝× (𝑛+𝑙)·𝑞

𝑘 where 𝑘 is the number of clusters desired.
For autoencoders [4], when the dimension of the latent representation is on the order
of the number of clusters of the input data then the network can be trained in an
end-to-end manner without including regularization [60] such as Dropout and batch
normalization terms [210, 211].

6.2.3 Clustering algorithm

We use the unsupervised k -means clustering algorithm that minimizes the sum of
intra-cluster distances, with distance defined by the Euclidean norm in our case
study. The objective function of the k -means algorithm is given in Eq. 6.4 which
is unsupervised. The objective function Eq. 6.4 of k -means minimizes the mean
squared error between the representative periods. In Eq. 6.4, 𝑆𝑗 is set of periods
assigned to cluster 𝑗, 𝑘 is the number of clusters desired, and �̄�𝑗 is the centroid of
cluster 𝑗 [212]. For each cluster, we use the period that is nearest to the cluster
centroid as the representative period [156]. The algorithm is implemented using
scikit-learn library KMeans function with 10,000 repetitions of different centroid
seeds to ensure that a global solution can be found [86]. The clustering algorithm
produces period-indexed (52 in case of clustering of weeks) labels of the annual time
series data. This labeling is used to generate the reduced time series data after the
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Figure 6-1: Autoencoder architecture used in the RPS method. Encoder is con-
structed using three main layers: Convolution, Maximum Pooling and, Long short
term memory (LSTM) [4]. Decoder is constructed using two main layers: Up sam-
pling and deconvolution [4]. Clustering is performed in the latent with the represen-
tative periods identified from clustering subsequently decoded to produce input time
series for the RCEM.

latent representation is reconstructed through the decoder.

𝐿𝑐 =
𝑘∑︁

𝑗=1

∑︁
𝑥𝑖∈𝑆𝑗

||𝑥𝑖 − �̄�𝑗||22 (6.4)

6.2.4 Overall loss-function definition

To guide the autoencoder to represent features that are important to forming clusters,
the overall loss function for the RPS is defined by Eq. 6.5. Here, 𝛾 is a tunable
parameter between 0 and 1 that adjusts the relative importance of the error induced
in the latent representation and the error introduced via the clustering process.

𝐿 = 𝐿𝑟 + 𝛾𝐿𝑐 (6.5)

We examine three alternative configurations for coupling autoencoders and the clus-
tering process as illustrated in Fig. 6-2. Type 1 only uses input data, Type 2 uses
both input and output data in one autoencoder and, Type 3 splits the autoencoding
of the input and the output data into two separate autoencoders. Specifically, the
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outputs of both encoders in Type 3 are intermediate latent representations which
are fed into a second-level autoencoder that produces the latent representation on
which clustering is performed. The decoding side of the Type 3 method mirrors
the encoding side. Both Type 1 and 2 autoencoders use the loss function defined
by Eq. 6.1. Type 3 has an expanded autoencoder loss function as detailed in Eq.
6.6, where 𝐿𝑖𝑛𝑡 is the intermediate autoencoder loss function, 𝐿𝐼 is the input data
autoencoder loss function, 𝐿𝑂 is the output data autoencoder loss function and, 𝛼
and 𝛽 are parameters that balance the feature importance of input relative to output
data, while satisfying the condition: 𝛼 + 𝛽 = 1. We identify the values of 𝛼 and
𝛽 that minimize the overall loss function by scanning through 100 combinations of
values that satisfy the above-mentioned condition. Note that 𝐿𝑟𝑖 ,𝐿𝐼 ,𝐿𝑂 are defined
based on their respective input and output data using Eq. 6.1.

𝐿𝑟 = 𝐿𝑖𝑛𝑡 × (𝛼𝐿𝐼 + 𝛽𝐿𝑂) (6.6)

By jointly reducing input and output, the Type 2 autoencoder could in principle,
identify input features that have a greater impacts on CEM outputs. However, even
a dimensionality reduction technique will have diminishing returns with increasing
number of features i.e. the dimension of data input to the encoder. This motivated
us to consider the Type 3 encoder, where we use a separate autoencoder for input
and output and then combine them in a third autoencoder (Eq. 6.6).

Input

Reconstructed
Input

Input +Output

Reconstructed
Input + Output

Input Output

Reconstructed
Input

Reconstructed
Output

Encoder

Decoder

Latent representation

pe pe pe 

Clustering
Algorithm

Figure 6-2: Three types autoencoder structures proposed. Type 1: input autoencod-
ing only, Type 2: joint input and output autoencoding, Type 3: separate input and
output autoencoding.
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Type 1 autoencoder only uses input data therefore it is comparable to k -means on
input data only (I k -means). On the other hand, Type 2 and Type 3 autoencoders
use both input and output data and therefore are comparable to k -means on input
and output data (I/O k -means).

6.2.5 Error metrics

We focus on error metrics that quantify the difference between the results of the
FCEM and the RCEM across multiple dimensions of installed capacity (Ω𝑠𝑖𝑧𝑒

𝑎,𝑧 ,Ω𝑒𝑛𝑒𝑟𝑔𝑦
𝑎,𝑧 ,Ω𝑐ℎ𝑎𝑟𝑔𝑒

𝑎,𝑧 ),
system cost (Eq. B.1), annual non-served energy (NSE, 𝜒𝑡,𝑧 in Eqn. B.2, summed
over the entire year), generation (𝜋𝑡,𝑧 in Eqn. B.2, summed over the entire year),
while using the same time-independent parameters inputs. For capacity, we compare
capacity results retrieved directly from the outputs of RCEM and FCEM. In RCEM,
each resource 𝑎 in the set of resource 𝐴 and each zone 𝑧 in the set of zones 𝑍 of a
case 𝑚 (𝑥𝑧,𝑎,𝑚) has a relative absolute error to corresponding FCEM (𝑦𝑧,𝑎,𝑚) defined
by the generalized Eq. 6.7. Where 𝑚 ∈ 𝑀 corresponds to the set of cases defined
by alternative technology assumptions, demand profiles, and representative periods
(Appendix E Table E.1). We use absolute value based error metrics to account
for both positive and negative deviations between the RCEM outputs and FCEM
outputs.

𝐴𝐸𝑎,𝑧,𝑚 =
|𝑥𝑎,𝑧,𝑚 − 𝑦𝑎,𝑧,𝑚|

𝑦𝑎,𝑧,𝑚
(6.7)

Additionally, each case 𝑚 in 𝑀 has multiple generation sources 𝑎 ∈ 𝐴 in zones
𝑧 ∈ 𝑍. We report the weighted average absolute error per case 𝑚 by the generalized
equation Eq. 6.8. The weight 𝑦𝑎,𝑧,𝑚 is the result of FCEM of the corresponding
resource 𝑎 of zone 𝑧 in case 𝑚.

𝑊𝐴𝐸𝑎,𝑧,𝑚 =

∑︀
𝑎∈𝐴,𝑧∈𝑍 𝐴𝐸𝑎,𝑧𝑚𝑦𝑎,𝑧,𝑚∑︀

𝑎∈𝐴,𝑧∈𝑍 𝑦𝑎,𝑧,𝑚
(6.8)

In the results, we report the mean and distribution of the weighted average absolute
error of all the cases 𝑚 ∈ 𝑀 . The weighted average absolute capacity error is
defined as the weighted average installed capacity error relative to the full-space
results for each considered generator type (i.e., both energy generating and dependent
resources). The mean capacity error metric is therefore defined by Eq. 6.9, 𝐴𝐸Ω𝑠𝑖𝑧𝑒

𝑎,𝑧,𝑚,
𝐴𝐸Ω𝑒𝑛𝑒𝑟𝑔𝑦

𝑎,𝑧,𝑚 and, 𝐴𝐸Ω𝑐ℎ𝑎𝑟𝑔𝑒

𝑎,𝑧,𝑚 are the installed size, energy and charge capacity errors
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(individually defined by Eq. 6.7) of generator 𝑎 in zone 𝑧 from case𝑚 and Ω𝑠𝑖𝑧𝑒,𝐹𝐶𝐸𝑀
𝑎,𝑧,𝑚 ,

Ω𝑒𝑛𝑒𝑟𝑔𝑦,𝐹𝐶𝐸𝑀
𝑎,𝑚 and, Ω𝑐ℎ𝑎𝑟𝑔𝑒,𝐹𝐶𝐸𝑀

𝑎,𝑧,𝑚 are the FCEM outcomes corresponding to installed
size, energy and charge capacities for the same case 𝑚.

𝑊𝐴𝐸𝐶𝑎𝑝 =
1

|𝑀 |
∑︁
𝑚∈𝑀

⎡⎢⎢⎢⎢⎣
∑︀

𝑎

∑︀
𝑧 𝐴𝐸Ω𝑠𝑖𝑧𝑒

𝑎,𝑧,𝑚 ·Ω𝑠𝑖𝑧𝑒,𝐹𝐶𝐸𝑀
𝑎,𝑧,𝑚∑︀

𝑎

∑︀
𝑧 Ω

𝑠𝑖𝑧𝑒,𝐹𝐶𝐸𝑀
𝑎,𝑧,𝑚

+
∑︀

𝑎

∑︀
𝑧 𝐴𝐸Ω𝑒𝑛𝑒𝑟𝑔𝑦

𝑎,𝑧,𝑚 ·Ω𝑒𝑛𝑒𝑟𝑔𝑦,𝐹𝐶𝐸𝑀
𝑎,𝑧,𝑚∑︀

𝑎

∑︀
𝑧 Ω

𝑒𝑛𝑒𝑟𝑔𝑦,𝐹𝐶𝐸𝑀
𝑎,𝑧,𝑚

+
∑︀

𝑎 𝐴𝐸Ω𝑐ℎ𝑎𝑟𝑔𝑒

𝑎,𝑧,𝑖 ·Ω𝑐ℎ𝑎𝑟𝑔𝑒,𝐹𝐶𝐸𝑀
𝑎,𝑧,𝑚∑︀

𝑎

∑︀
𝑧 Ω

𝑐ℎ𝑎𝑟𝑔𝑒,𝐹𝐶𝐸𝑀
𝑎,𝑧,𝑚

⎤⎥⎥⎥⎥⎦ (6.9)

For operational cost, generation and NSE results, direct comparison between the
RCEM results and FCEM results is not plausible due to the different temporal reso-
lutions used. Instead, we fix the capacity variable of the RCEM solution and evaluate
the optimal dispatch for the fixed capacity over the entire year at an hourly resolu-
tion that can be compared against the dispatch results and cost of the FCEM. The
mean system cost of electricity (SCOE) error is defined by Eq. 6.11 which resembles
the optimization model’s objective function Eq. B.1 without considering NSE (𝜒) -
error in the NSE is considered separately. Eq. 6.10 is the objective function of the
CEM defined in Eq. B.1 (noted as 𝑂𝑏𝑗) without the NSE.

𝑆𝐶𝑂𝐸𝑎,𝑧,𝑚 = 𝑂𝑏𝑗𝑎,𝑧,𝑚 −
∑︁
𝑧

∑︁
𝑡

𝑤𝑡 · 𝜒𝑡,𝑧 · 𝐶𝜒
𝑧 (6.10)

We normalize 𝑆𝐶𝑂𝐸 by the total demand to produce the error across all the cases
𝑚 with differing demand profiles as in Eq. 6.11, where 𝑆𝐶𝑂𝐸𝐹𝐶𝐸𝑀

𝑎,𝑧,𝑚 is the full-space
SCOE (as defined in Eq. 6.10) of generator 𝑎 in zone 𝑧.

𝑊𝐴𝐸𝑆𝐶𝑂𝐸 =
1

|𝑀 |
∑︁
𝑚∈𝑀

1∑︀
𝑡

∑︀
𝑧 𝐿𝑡,𝑧,𝑚

×
∑︀

𝑎

∑︀
𝑧 𝐴𝐸

𝑆𝐶𝑂𝐸
𝑎,𝑧,𝑚 · 𝑆𝐶𝑂𝐸𝐹𝐶𝐸𝑀

𝑎,𝑧,𝑚∑︀
𝑎

∑︀
𝑧 𝑆𝐶𝑂𝐸

𝐹𝐶𝐸𝑀
𝑎,𝑧,𝑚

(6.11)

NSE is reported as a percentage of the annual demand of the corresponding load
year as described in Eq. 6.12:
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𝑊𝐴𝐸𝑁𝑆𝐸 =
1

|𝑀 |
∑︁
𝑚∈𝑀

(︂∑︀
𝑧

∑︀
𝑡 𝜒𝑡,𝑧,𝑚∑︀

𝑡

∑︀
𝑧 𝐿𝑡,𝑧,𝑚

)︂
(6.12)

The generation error is the generation weighted average error relative to the full-
space for each considered generator type (i.e., energy generating resources only) as
described in Eq. 6.13 where 𝐴𝐸𝜋

𝑎,𝑚 an individual case’s generation error (defined by
Eq. 6.7 of generator 𝑎 from case 𝑚 and 𝜋𝐹𝐶𝐸𝑀

𝑎,𝑡,𝑧,𝑚 is the full-space generation output
corresponding to the same case 𝑚. Note that all the error metrics used to evvaluate
the performance of the various RPS methods are dimensionless by the definitions
provided above.

𝑊𝐴𝐸𝐺𝑒𝑛 =
1

|𝑀 |
∑︁
𝑚∈𝑀

∑︀
𝑎𝐴𝐸

𝜋
𝑎,𝑚 ·

∑︀
𝑡 𝜋

𝐹𝐶𝐸𝑀
𝑎,𝑡,𝑧,𝑚∑︀

𝑎

∑︀
𝑡 𝜋

𝐹𝐶𝐸𝑀
𝑎,𝑡,𝑧,𝑚

(6.13)

6.3 Case-study description
To assess the performance of the autoencoder-based RPS method, we evaluate CEM
results on three different case studies, all of which are based on the data and topology
of the Electric Reliability Council of Texas (ERCOT). We consider representative
period of length 168 hours with 𝑘 = 4, 8 and, 20 . Our experiments span three
networks: single bus, three bus and eight bus systems as highlighted in Fig. 6-
3 and 90 scenario evaluations per representative period and network size pairing,
where each scenario considers an alternative assumptions regarding time-independent
parameters (e.g. VRE capital cost, see Appendix E Table E.1). The single bus system
only considers the North Central region of Texas without network data. The three
bus system consists of a complete linkage network of the North Central, South Central
and Coastal regions of Texas. The eight bus systems considers all eight regions of
Texas. Load data at the zonal level is provided by the ERCOT [213]. We aggregate
historical hourly solar and wind capacity factor data at the county level [214] to the
zonal level according the ERCOT load zone map [213]. Finally, we use a publicly
available eight bus system [215] to model the power flow and nodal connections of
the ERCOT load zones as displayed in Fig. 6-3. Each load zone has four types of
generation units: combined cycle gas turbine, solar, wind and short-duration battery
storage. We use the National Renewable Energy Laboratory’s Annual Technology
Baseline [5] for the relevant technical and cost parameters.

At each load zone, the input time series data that must be clustered are: load, solar
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Figure 6-3: ERCOT electricity system. Single bus system (square green node); three
bus network (square green node and blue triangle nodes); eight bus network is all
inclusive. Line thickness highlights the average power transfer in 2018 between zones
on a relative basis.

and wind profiles. Therefore, for the eight bus system 168× 3× 8 columns of length
52 must be clustered into the desired number of representative weeks. The input
time series has a shape of 52 × 4, 032 with a latent representation of 52 × 504 given
the autoencoder parameters (see Appendix E Table E.2) for the desired cluster size
of 𝑘 = 8. Since the pooling layer is set to the cluster size 𝑘, 504 = 4, 032 ÷ 8 is the
latent representation size. While both learning and clustering performance can be
tuned for better results on a case by case basis, we fix the hyperparameter values (see
Appendix E Table E.2) of the autoencoders for all number of clusters and all cases
so as to facilitate a consistent analysis. All autoencoders, clustering algorithms and
optimization models were coded in the Python language and run on MIT Supercloud
High Performance Computer using Intel Xeon Platinum 8260 processor with up to
48 cores and 192 GB of RAM [216].
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6.4 Results

6.4.1 CEM results comparison - single case

Fig. 6-4 highlights the impact of different RPS methods on installed capacities and
annual generation outputs for the 3-bus case study and 8 representative weeks (results
can be seen as a difference plot in Appendix E Fig. E-1). The mean NSE of the three
autoencoder-based RPS methods is 0.25 % and the mean NSE for the I and I/O k -
means is 0.61%. As compared to k -means only based approaches, Type 1-3 methods
also result in smaller deviations in annual generation results and capacity results
as compared to the FCEM results (Fig. 6-4). Battery storage energy and charge
capacities are relatively stable across all methods as seen in Fig. 6-4 and Appendix
E Fig. E-1, with capacity errors below 3% relative to the full-space results. The low
battery storage capacity error can be attributed to the presence of two VRE sources
(solar PV and wind) which diversify the dependency of charging and discharging on
the availability of VRE generation. We note that both conventional RPS methods
result in lesser wind resources and more solar relative to both the FCEM results
and the RCEM outcomes using autoencoder based RPS. Wind availability profiles
are more variable than solar, which is not adequately captured in the conventional
RPS methods and leads to over investment in natural gas which is a dispatchable
resource.

6.4.2 CEM results comparison- multiple case

The general nature of the results shown in Fig. 6-4 for a single case are assessed
by a broad set of numerical experiments over the three networks and four different
values of representative periods. Table 6.1 summarizes the average value of different
error metrics (over 90 parameter scenarios) related to system cost, NSE, annual
generation and capacity (as per the definitions provided earlier see Eq. 6.9 - 6.13)
across the RPS methods and network case studies. We note that Type 2 and Type
3 autoencoders, which use estimated output data, noticeably improve all four error
metrics relative to both k -means and Type 1 autoencoder. In contrast, incorporating
output data directly in the clustering process without dimensionality reduction, as
in the I/O k -means method, does not lead to improved error metrics as compared
to the I k-means method. As pointed in [217], including more dimensions to an
unsupervised learning algorithm, such as k -means, may increase the complexity of
identifying good quality solutions to the clustering problem.

To explore the scalability of the RPS methods, we investigated the impact of different
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Figure 6-4: Difference in installed capacity and annual generation between reduced-
space CEM (RCEM) results and full-space CEM results for three bus network. Re-
sults based on RCEM using 𝑘 = 8 for ERCOT load year 2020, mid-range VRE
technology cost, 1,000 $/tonne CO2 price.

representative period choices on the various error metrics using the 8-bus network
as the case study (Table 6.2 and Fig. 6-5). When comparing the mean value of the
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Table 6.1: Mean values of error metric defined in Eq. 6.9 - 6.13 to quantify per-
formance of different representative period selection (RPS) methods for the 1-bus,
3-bus and 8-bus networks. Row-wise color mapping: red is highest and green is
lowest value across the row.

bus I k-means I/O k-means Type 1 Type 2 Type 3
1 12.3 11.97 11.23 9.97 7.8
3 12.79 12.64 12.25 9.45 7.85

SC
O

E

8 14.24 14.05 12.07 8.57 9.09
1 1.12 0.85 1.11 0.91 0.61
3 1.16 0.96 1.02 0.92 0.7

N
SE

8 1.33 0.99 1.02 0.85 0.77
1 23.9 19.12 21.43 18.3 15.1
3 25.05 20.96 21.84 17.94 16.32

G
en

8 27.13 23.35 22.24 17.47 17.77
1 29.53 27.46 17.54 15.73 19.27
3 34.76 31.8 20.11 26.1 19.56C

ap

8 44.22 42.61 47.19 38.61 34.00

error metrics of NSE, system cost and annual generation, Table 6.2 highlights that
Type 3 autoencoder consistently outperforms the other methods across all cluster
numbers. In addition to the mean values, Fig. 6-5 shows that the distribution
of error metrics across the 90 experiments carried out are narrower for the Type
3 encoder as compared to the other RPS methods. In particular, for the Type 3
autoencoder, the probability density near zero is larger as compared to other RPS
methods. For a total of 90 distinct cases for each cluster size 𝑘 (4, 8, and 20) per
method in Fig. 6-2, the Type 3 autoencoder is able to satisfy 74% of the cases’ peak
demand according to the dispatch-only optimization as compared to 63% for the
I/O k -means method, 70% for the Type 1 autoencoder method and 62% for the I k -
means method. Furthermore the standard deviation in the capacity error metric for
the eight bus system (see Appendix E Table E.3) not only reflects the performance
of the autoencoder-based RPS but also the consistency. Note that the violin plots in
Fig. 6-5 extrapolate data points to visualize the kernel density estimator which may
produce negative values, however the box plot portion of the violin plot (i.e., data
points) are all greater than zero values since absolute errors are reported.
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Table 6.2: Mean error metric results of different representative period selection (RPS)
methods grouped by cluster number 𝑘 for the 8-bus system. Row-wise color mapping:
red is highest and green is lowest value across the row.

𝑘 I k-means I/O k-means Type 1 Type 2 Type 3
4 14.98 14.30 14.20 7.94 10.80
8 13.47 13.65 9.24 8.33 7.61

SC
O

E

20 14.27 14.21 12.77 9.44 8.85
4 1.50 0.78 0.81 0.67 0.80
8 1.28 1.00 1.17 1.01 0.76

N
SE

20 1.22 1.19 1.08 0.88 0.75
4 28.89 23.83 24.83 16.38 20.18
8 25.45 23.57 20.10 18.13 16.32

G
en

20 27.04 22.66 21.79 17.89 16.80
4 52.12 46.89 56.34 46.40 40.07
8 44.03 45.31 48.10 40.18 35.83C

ap

20 36.50 35.62 37.13 29.26 26.10

6.4.3 Impact of input data on CEM results

As previously mentioned, the Type 3 RPS method expands the loss function to Eq.
6.6, where 𝐿𝐼 is the input data autoencoder loss function and 𝐿𝑂 is the output
data autoencoder loss function given 𝛼 and 𝛽 as tunable parameters that balance
the feature importance of input relative to output data. The tunable parameters
satisfy 𝛼 + 𝛽 = 1. In systems with less variable time series patterns such as a solar
only VRE system without storage, the CEM outputs can be predicted quite well
with input data and hence one would expect 𝛽 to be relatively small compared 𝛼.
However, in systems with more variability in grid operations, such as a combination
of VRE and battery storage, makes the system dispatch more complicated as VRE
are volatile resources and storage follows a complex charge/discharge pattern. In
this case, information about estimated outputs are likely to be more important than
the solar only case, hence leading to a higher value of 𝛽. This hypotheses can be
evaluated by exploring the optimal value of the input and output feature importance
parameters 𝛼 and 𝛽 for the Type 3 autoencoder in the case of CEM applied to
simplified case studies.

Figure 6-6 summarizes the values of 𝛼 and 𝛽 for six 1-bus systems where the resources
are restricted to the following options: 1) natural gas and solar, 2) natural gas,
solar and battery, 3) natural gas and wind, 4) natural gas, wind and battery, 5)

125



natural gas, solar and wind, 6) natural gas, solar, wind and battery. We perform
this sensitivity analysis on 1-bus case to eliminate power flow and network effects
and highlight the impact of input and output time series on the behavior of the
Type 3 autoencoder. Figure 6-6 shows that 𝛽 (output data importance) is higher
when more time series variability (i.e., wind) is considered in the generation design.
Furthermore, 𝛽 increases when battery storage is considered in the generation mix.
This is due to the addition of the approximate charging and discharging output data
that will improve the autoencoder’s performance in identifying important features
that can reproduce the FCEM results using the RCEM.

6.4.4 Solution time comparison

Evidently, the time to execute the autoencoder-based RPS methods is significantly
longer than the standalone RPS methods. Appendix E Fig. 6-7 shows that run time
RPS method may be larger than CEM solution time in the case of small systems
such as the 1-bus cases and some of the 3-bus cases. However, for larger systems
i.e., more realistic CEM use cases, the autoencoder-based RPS method run time is
dwarfed by the optimization run time for any cluster number 𝑘 (see Fig. 6-7).

6.5 Discussion
In this chapter, we present an autoencoder-based RPS method to enable computa-
tionally efficient solution of CEMs for large-scale power systems without sacrificing
accuracy. We show that autoencoders can be better trained when considering both
the input time series of an optimization model and an expected output signal that
is obtained from CEM evaluation of disjoint time periods in the data set. The ex-
pected output signal need not be accurate but sufficiently directs the RPS method
with the objective of translating the data to learn optimization model behavior. This
is particularly important for optimization models with inter-temporal dependencies.

We report a rigorous statistical analysis of the proposed methods. The proposed Type
3 autoencoder generally outperforms all other methods on error metrics related to
cost, NSE, annual generation and capacity. Furthermore, Type 3 autoencoder RPS
of 4 and 8 representative weeks performs better than all other methods clustered at
8 and 20 representative weeks. Therefore the proposed architecture of the Type 3
autoencoder can significantly reduce the temporal resolution of grid operations to be
modeled within a CEM without sacrificing accuracy of results or incurring significant
run time burden.
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In summary, we present a statistical analysis that supports the use of autoencoders
with clustering algorithms to reduce the error metric in electricity resource capacity
expansion planning. Further parameter tuning and loss function modification can
improve error metric results depending on the objective function and the clustering
algorithm of choice. Here, we tested the proposed RPS method on deterministic
CEM formulations with a single investment stage. However, these methods could
be more impactful in enabling computationally efficient solution of stochastic, multi-
stage electricity resource CEM problems as well as those considering coordinated
investment planning across multiple infrastructures.

The autoencoder-based RPS method expand the work that can be done in decision-
making under uncertainty by reducing the computational burden of solution ex-
ploration without trading off performance. In the subsequent chapter, we use the
proposed RPS method of this chapter to solve a peculiar problem of multi-stage
decision-making under uncertainty by deriving a novel learning-based method.
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Figure 6-5: Violin plot featuring the kernel density estimator of the distribution of
data points of the four weighted absolute error metrics (SCOE, NSE, generation,
and capacity) grouped by RPS method for RCEM outcomes with different number
of representative periods 4, 8, and 20. The data presented is based on the eight bus
system discussed in section 6.3 and is consistent with the mean values presented in
Table 6.2.
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Figure 6-6: Box and swarm plot of optimized values of 𝛼 and 𝛽 parameters for Type
3 autoencoder across six simplified case studies described in section 6.2.3. Results
based on RCEM outcomes for single bus system with 4, 8, and 20 representative
periods for all 90 distinct cases as defined by parameter values in Appendix E Table
E.1.

Figure 6-7: Runtime confidence band of reduced-space optimization and all
autoencoder-based RPS for all sizes and scenarios across the single, three and eight
bus systems.
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Chapter 7

Learning-based multi-stage electricity
resource capacity expansion planning
under exogenous and endogenous
uncertainties

Question 3: How to handle uncertain factors in particular investment planning of
electric grid infrastructure?

The work presented in this thesis so far has been concerned with electricity resource
capacity expansion planning (CEM) under (only) exogenous uncertainty. We pre-
sented an optimization-based method to solve the peculiar capacity expansion plan-
ning problems in the context of India and Nigeria as examples of Emerging Market
and Developing Economy (EMDE) countries.

Real-world applications are seldom concerned with only exogenous uncertainty. There-
fore, this chapter is concerned with developing a learning-based method for decision-
making under uncertainty to solve a simplified real-world example of multi-stage
CEM. To address this thesis’s third and final question, the method presented in this
chapter qualitatively and quantitatively highlights its advantages in multi-stage CEM
under exogenous and endogenous uncertainties. Here, we leverage the time-domain
reduction technique presented in the previous Chapter 6 to efficiently select repre-
sentative weeks and reduce the temporal size of the design and dispatch of resources
problem and thus enable a more efficient learning-based multi-stage decision-making
under uncertainty based on decision trees.
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7.1 Introduction
Long-term least-cost planning of power systems requires considering supply resources
such as variable renewable energy (VRE), energy storage, and the evolution of the
regulatory, economic and social landscape. A large body of literature has focused
on the formulation of multi-stage power system capacity expansion models with
an improved spatial, and temporal representation of the supply of the grid and its
evolution [168, 158, 169, 156, 162]. A typical capacity expansion model (CEM)
takes the viewpoint of the utility and minimizes the sum of investment cost and
operational costs of the portfolio of electricity supply, network, storage resources
and non-served energy, while accounting for operational constraints of individual
resources as well as the system’s reliability, emissions, and cost. Solving such a
problem for multiple planning periods is a significant mathematical programming
effort that requires capacity-carry-over constraints for the deterministic case and
non-anticipativity constraints for the stochastic case [42, 41].

To properly plan a power system, multi-stage least-cost capacity expansion models
must consider the uncertainty in demand growth and any external event that can
have a significant impact on the system during each planning stage. Two types of
uncertainty can affect such planning: exogenous and endogenous (further explained
below). Incorporating demand uncertainty in capacity expansion models is a chal-
lenging task [218]. When uncertainty is introduced, the model quickly becomes
intractable and requires several constraints to solve it. Such relaxations yield results
that are seldom useful to a utility in practice. Therefore, there is a need to develop
multi-stage least-cost planning tools that consider exogenous and endogenous un-
certainties to inform the capacity expansion decisions that a utility must make in
practice.

Generally, there are two types of uncertainties in multi-stage stochastic problems
(MSSP): exogenous and endogenous. Exogenous is defined as decision-independent,
and endogenous is defined as decision-dependent. Additionally, there are two types
of endogenous uncertainties [61]: Type 1 and Type 2. In Type 1, decisions alter
the probability of uncertain parameters. In Type 2, decisions change the temporal
evolution of the uncertain parameter in the multi-stage problem. There are various
MSSP formulation for exogenous uncertainties [62, 63, 64, 65, 66, 67]. Some multi-
stage stochastic optimization models have used decomposition methods such as La-
grangian and Benders [62, 63, 64]. Stochastic Dual Dynamic Programming (SDDP)
[66] improves nested Benders Decomposition [65] by avoiding the requirement to
solve an exponential number of scenarios. In SDDP, the stochastic process has to be
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stage-wise independent. A major difference between Lagrangian decomposition and
Benders decomposition is that Benders decomposes the full space problem by nodes,
whereas Lagrangian decomposes the full space problem by scenarios. Augmented
Lagrangian decomposition called Progressive Hedging [67] is also effective in solv-
ing multi-stage stochastic problems with only exogenous uncertainty. In summary,
problems typically addressed by MSSP do not account for endogenous uncertainty.
Some work has been done on Type 1 endogenous uncertainty for multi-stage stochas-
tic problems [219, 69] but without consideration for operational constraints of the
system being analyzed. When the operation is considered, it is either solved through
domain-specific decomposition [70] or is a reduced problem (dispatch of 1 day or a few
hours) [68]. Solving design and dispatch problems of electricity resources necessitates
a prolonged temporal resolution to account for time (e.g., solar PV, demand profile)
and energy-dependent resources (e.g., battery storage). Accounting for uncertainty
in large-scale problems is practically challenging to apply due to the computational
burden [220, 221]. Learning-based models such as Markov Decision Processes can
be applied to Type 2 endogenous uncertainty multi-stage problems [222, 223] by
intelligently searching for feasible solutions without complete knowledge of the full
domain of solutions. To effectively apply simulation-based approaches to stochastic
problems, meaningful formulation and search mechanisms that are often problem-
dependent are required to ensure satisfactory results [224].

In the context of EMDE countries, demand growth, VRE integration, and technol-
ogy costs are more volatile, hindering progress of electricity access and power sup-
ply reliability improvements. Effective multi-stage power system capacity expansion
modeling can empower local utilities to inform immediate decisions that optimize
future return given external event realization (e.g., demand growth, cost decline,
grid reinforcement) that would alter the multi-stage plan. We focus on develop-
ing a multi-stage power system planning model under uncertainty with application
to a case study that is a simplified version of a real problem in the rural parts of
Odisha in India. Furthermore, we turn to simulation-based approaches to address the
multi-stage problem under uncertainty due to their ability to consider endogenous
uncertainty. We carefully examine the parameters of the case study and propose a
novel simulation-based approach that aims to improve classical Monte Carlo search
methods [221, 158] in the context of the simplified version of the real problem in
Odisha. The application of the proposed method highlights the potential value of ef-
fective multi-stage decision-making under uncertainty in revealing ample cost savings
opportunities to local utilities in EMDE countries.
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7.1.1 Odisha design problem

In the rural parts of the state of Odisha in India, certain electricity demand clusters
of residential, commercial, and small industrial loads are faced with unique electricity
design challenges. Presently, most clusters are connected to the main electric grid
via power lines with poor reliability (𝑅0) at the medium voltage that are maintained
by the distribution company (disco). The disco cannot let the supply reliability de-
teriorate further, as the Regulatory Agency of the State of Odisha (OERC) would
have to step in and impose penalties. We simulate this in our case study by assuming
that a reliability level worse than 𝑅0 would result in a penalty imposed by OERC.
Notably, the lack of target reliability enforcement is probably due to OERC’s re-
luctance to increase the end-customer tariff incurred by the additional investments
needed to operate and maintain the network by the disco. On the other hand, when
𝑅0 deteriorates, then OERC would penalize the disco. Due to the high operation
and maintenance cost of the existing long medium voltage lines, the disco is probably
losing money since the demand 𝐿0 is low — and is not expected to grow significantly
at the present reliability 𝑅0 — and the present tariff is not sufficient to cover the
costs of power delivery. Problematically, the feeder lines are long and cross hazardous
areas; therefore, the operational costs of maintaining these lines are high.

The analysis that is presented is from the disco’s perspective. We consider multiple
planning stages in which the disco can decide what to do. We discretize the decisions
of the disco into just three choices, for the sake of simplicity and interpretability:

1. Business-as-usual: in this decision the situation remains as described above.

2. Grid upgrade: in this decision, the disco does what is needed to improve
the line’s reliability for the proper operation and maintenance costs. The new
reliability 𝑅𝑁 at the cluster connection point may remain lower than the target
reliability. However, electricity demand would grow at a higher rate. We
assume that OERC does not acknowledge the costs incurred by the disco from
such a decision.

3. Minigrid: this decision disconnects the cluster from the main grid, salvages
network equipment, and deploys local generation. This decision would satisfy
the target reliability, resulting in an even more substantial demand growth than
the grid upgrade decision.

Furthermore, there are uncertain external events which are fully decided by external
agents. For the sake of simplicity, the three external events considered are:

1. Nothing: no external events happen and the existing environment remains
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the same.

2. Grid reinforcement: there is a possibility that the federal government may
extend the medium voltage network and install a substation that is close to
the considered clusters. The reliability of the cluster will significantly improve
through the medium voltage connection. This grid reinforcement would be
funded by the Indian Central of State Government. Operation and maintenance
costs remain the responsibility of the disco.

3. Independent minigrid: as long as there is a potential to improve the cluster’s
reliability, then there is a chance that an independent minigrid developer comes
in and installs the necessary system to service the electricity demand of some
or all of the consumers. From the perspective of the disco this is perceived as
a partial or complete demand (and revenue) reduction.

In the context of the Odisha design problem, multiple cross-dependencies complicate
the development of meaningful decision-making under uncertainty framework. We
characterize the uncertainty in demand growth as exogenous and endogenous due to
various parameters that can influence future demand growth (e.g., time, regulation,
and reliability). From the perspective of the disco, the independent minigrid event
is also a decision-dependent uncertainty since a developer would install a minigrid
only when they can improve the cluster’s reliability and thus bring value to the clus-
ter. Therefore, the independent minigrid event also affects the level of demand from
the perspective of the disco. On the other hand, the grid reinforcement external
event is an exogenous random event (decision-independent). Therefore, demand has
a three-dimensional dependency: time, decision, external events. Given the Odisha
design problem, designing a multi-stage decision-making model must consider both
the decision-dependent and independent uncertainties and their respective probabil-
ities to inform the disco on which initial decision is best suited for their long-term
objective.

7.1.2 Tree-based modeling

Due to the nature of the Odisha design problem, this thesis focuses on both exoge-
nous and endogenous uncertainties where the decisions influence the realizations of
uncertain events or parameters by altering their underlying probability. Simulation-
based models are an effective yet simple tool to do so. Generally, simulation-based
(also known as learning-based) methods involve an agent interacting with an environ-
ment. The agent is the mathematical model we want to use to solve the multi-stage
stochastic problem [225]. The environment is the solution space that cannot be fully
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explored due to computational limitations. In a multi-stage problem, the agent aims
to maximize some defined objective value. The basic definition of such a class of
methods is broken down into three elements: decision, state, and return [226]. A
decision is a possible move that the agent can make given various uncertainties. A
state is a current situation where the agent initially finds itself or is given previous
decisions. The return is the feedback value that the environment yields to evaluate
an agent’s decision and, therefore, impact the objective value.

Various adaptations of this learning-based methods have been proposed [227] to max-
imize the objective value that the agent yields [228, 229]. Monte Carlo Tree Search
(MCTS) stands out as a versatile and smart search algorithm that can navigate
through a large state-space [230] and identify a sequence of solutions given an ob-
jective function [231, 232]. MCTS methods provide means of planning in complex
sequential decision problems. MCTS uses traditional tree search with node evalua-
tions that are based on stochastic simulations. MCTS led to spectacular results in
numerous combinatorial game theory problems with imperfect information of sequen-
tial games [233]. At its core, MCTS is a time and resource-constrained repetition
of iterating over the decision, state, and return learning-based process. However,
MCTS uses decision trees, and therefore that process is expanded into four steps: 1)
selection, 2) expansion, 3) simulation, and 4) backpropagation. Decisions are made
by selecting a node in the defined tree. Therefore, a state is synonymous with a node
in the decision tree. The return is collected based on the tree expansion, simulation,
and backpropagation.

Selection

In the selection process, a tree is used to construct paths from the root to various
leaf-nodes. A leaf-node is a node that has unexplored child node(s) before the max-
imum number of iterations has been reached. In a leaf-node, a decision needs to be
made in order to advance in the stages of the tree. Each decision has a return that
is associated with the results of the decision that impact the multi-stage problem.
One important consideration for the selection step is the problem of exploration ver-
sus exploitation. The Upper Confidence Bounds (UCB) is a fundamental algorithm
of MCTS that provides a strong worst-case distribution-free convergence guarantee
and a numerical bound on the cumulative return of an initial decision at low com-
putational complexity. UCB algorithm elegantly solves the exploration-exploitation
problem using Eq. 7.1, where 𝑁 =

∑︀
𝑛𝐷 and 𝐵𝐷 is the upper confidence bound of

each decision 𝐷 that is calculated at each stage 𝑇 and 𝑟𝐷 is the average return. The
node with the lower bound 𝐵𝐷 is selected during the selection process.
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𝐵𝐷𝑇
= 𝑟𝐷𝑇

+

√︃
2ln

𝑁

𝑛𝐷𝑇

(7.1)

Expansion

At each selection, the MCTS reaches a leaf-node. In the expansion step, the model
picks a subsequent unexplored leaf-node based on probability distributions of event
realization and available decisions given the leaf-node.

Simulation

The simulation step ensures that the MCTS is not only seeing the future through
leaf-node selection and expansion but many versions and combinations of it.

Backpropagation

After selecting a leaf-node, the total score of its parent nodes must be updated by
rolling back up the tree. The updated score changes the state of the tree and can
change future node selection.

The selection step must be of leaf-nodes with the best possible signal regarding uncer-
tainty realization to effectively explore a scenario tree. As mentioned earlier, MCTS
is heavily employed in multi-stage decision problems in a broad range of problems
such as strict tree structures and Markov Decision Processes (MDP) [234]. Various
tree policy enhancement strategies have been proposed to accelerate the convergence
and search of the algorithm [235]. UCB is the most widely used, commonly available,
and modular one [236]. The 1/

√
𝑛𝑖 factor in UCB may be viewed as the underes-

timation of uncertainty. Bayesian derivation of UCB has proven to be helpful in
improving accuracy over a limited number of trials. However, Bayesian MCTS as-
sumes a single random variable at a leaf-node in the tree, and all nodes share the
same distribution function [237]. However, practical applications of MCTS to MDP
to solve a multi-stage stochastic problem must consider domain knowledge to en-
hance the convergence of the heuristic algorithm. Algorithms that incorporate the
exogenous and endogenous uncertainties of the problem could potentially outperform
the distribution-free methods or generic Bayesian posterior distribution ones.

Domain knowledge can be heavily leveraged in the numerical definition of the return
value that the model observes. Therefore, formulating the return value collected after
a decision and interaction with the environment is a significant component of effective
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MCTS. Two standard formulations of return exist; reward and regret. In reward-
based models, MCTS aims to maximize the return while minimizing it in regret-based
models. The more informative the return value is, the better, and MCTS can search
the environment and solve the multi-stage stochastic problem. Therefore, return
value formulation is a domain-dependent numerical value that serves as a consistent
feedback signal from the environment to determine whether a decision (or sequence
of decisions) improves the model’s objective (maximization or minimization). In
the context of the Odisha problem, we aim to empower local utilities to io inform
immediate decisions that mitigate future regret given external event realization that
would alter the multi-stage plan. Thus, we use a regret-based formulation where
the objective of our proposed MCTS formulation is to minimize the return value.
Therefore we refer to return value as regret.

We propose a novel tree policy enhancement strategy based on classical MCTS with
a domain-dependent formulation of the regret value that aims to inform the model on
the environment of the Odisha problem given exogenous and endogenous uncertain-
ties. First, regret values at leaf-nodes are sampled in a selection-expansion-simulation
search. We then use the moments of the distribution of regrets at the leaf-nodes to
inform the confidence bound 𝐵𝑖, which is used for further selection in the complete
MCTS iterative process. We hold the backpropagation phase for a fixed number
of iterations defined as the burn-in rate. The burn-in rate is a tunable parameter
[238] to reduce simulation bias. Trivially, increasing the burn-in rate improves the
accuracy of a simulation-based model. We empirically fix the burn-in rate to 25% of
the total number of iterations. Backpropagation after a burn-in phase enables the
better formulation of distributions of regrets at various leaf-nodes that are informa-
tive of the tree’s state-dependencies. Furthermore, We introduce a tolerance bound
to allow for higher regret selection and reduce the exploration bias. The bound
formulation is based on domain knowledge of electricity resource design optimiza-
tions. The multi-stage decision problem is solved through an MCTS of single-stage
reduced-order multi-period optimizations using representative period selection [239]
that was further detailed in Chapter 6 to enable fast tree exploration.

The local distribution company in Odisha is faced with several decisions, uncertain-
ties, and external events. We simplify the multi-stage problem to three stages (initial
and two uncertain stages). Additionally, we explore a limited list of the possible de-
cisions and external events and discretize the probability of space of external event
realization over each stage through transition matrices. Finally, we apply our pro-
posed tree search model to the Odisha Design problem to highlight the reliability
improvement that effective decision-making under uncertainty can provide and the
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performance of the model relative to other tree searches.

The remainder of the chapter is organized as follows: section 7.2 presents our pro-
posed Regret MCTS and its various components, section 7.3 reports the results of the
Regret MCTS from a simulation and planning perspectives and section 7.4 discusses
the findings.

7.2 Regret MCTS
The Odisha design problem includes multiple sources of exogenous and endogenous
uncertainties and therefore the tree structure of MCTS rapidly expands with state-
dependent branches. Our proposed methodology of Regret MCTS is divided into
four steps highlighted in Fig. 7-1:

1. Tree reduction: the entire tree that describes decision-event combinations un-
der endogenous uncertainty quickly becomes very large. We reduce the number
of leaf-nodes by aggregating the various states based on common decisions.

2. Selection-expansion-simulation: in this step, the model does not build any
decision-making beliefs, thus not selecting any leaf-nodes based on confidence
bound values. The model only collects the defined leaf-node regret values and
stores them in the corresponding leaf-node.

3. Complete MCTS: The complete MCTS logic is deployed (i.e., selection, expan-
sion, simulation, and backpropagation). Selection is made using the observed
confidence bounds at a given leaf-node.

4. Result extraction from simulated tree search.

Figure 7-1: Proposed Regret MCTS methodology flowchart.
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7.2.1 Tree reduction

Fig. 7-2 describes the structure of the decision tree of the Odisha design problem from
the perspective of the disco. The left-hand side tree shows all potential transitions
from the initial state. Since we are considering three decisions and three external
events, then there are nine possible states to transition to, where a state (circle)
is defined as a decision and external-event combination. The right-hand side tree
aggregates the states based on decisions where the arrows represent a decision. We
define a leaf-node as a group of states of the initial tree (left-hand side of Fig. 7-2)
based on the same decision, i.e., a leaf-node groups various states which are realized
through the same decision but witnessed different external events. There are three
leaf-nodes to transition to from the initial decision given various realized external
events.

Figure 7-2: Example of single-stage decision tree with one parent node and nine state
nodes that are grouped together into three leaf-nodes. Color map refer to the same
decision but different external event realizations.

The objective of the Odisha design situation is to optimize the initial decision that
will yield a long-term least-cost solution to the multi-stage design and dispatch of
electricity resources. Given the tree’s rapid expansion, exploring all sequences is
computationally intractable. Therefore, we solve for an approximate solution of the
initial decision that will minimize the regret of subsequent decisions given various
state-dependent event realizations and demand growth. A state starts at time step
𝑇 when a decision is made. An event is realized at time step 𝑇 + 𝜏 (where 𝜏 is a
defined time interval). Therefore a state depends on the previous state’s decision
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and event. As mentioned earlier, a leaf-node groups states by decisions in order to
produce the reduced tree (right-hand side of Fig. 7-2). A leaf-node is associated with
one decision at time step 𝑇 but contains multiple regrets due to the multitude of
external events that may realize within the leaf-node and in subsequent leaf-nodes.

7.2.2 Leaf-node regret

We define the problem of the Odisha design as a multi-stage decision under uncer-
tainty problem with a multi-step design and dispatch optimization of grid investment
and off-grid resources. The balance of system equation of the multi-step optimization
(Eq. 7.2) is:

Demand𝑡 = Solar𝑡 − Storage𝑖𝑛𝑡 + Storage𝑜𝑢𝑡𝑡 + Diesel𝑡 + Grid𝑡 + Ind𝑡 + NSE𝑡 (7.2)

where 𝑡 is the time period (hour) considered in the dispatch optimization, Demand
is the electrical load of the cluster, Storage𝑖𝑛 and Storage𝑜𝑢𝑡 are the charging and
discharging of short duration battery storage, respectively, Diesel is the back-up
diesel generator, Grid is the supply from the main grid, Ind is the supply from the
independent minigrid developer (which is modeled as an external supply profile that
offsets the total demand of the cluster) and, NSE is the non-served energy. With
reliability defined by Eq. 7.3:

𝑅 =
∑︁
𝑇

𝛾𝑇
∑︀

𝑡(𝐿𝑡 −𝑁𝑆𝐸𝑡)∑︀
𝑡 𝐿𝑡

(7.3)

To solve the Odisha design multi-stage problem, we search for the initial decision with
minimum expected regret using the MCTS of sequences of single-stage optimization
results. Each single-stage design optimization has a regret value as part of a sequence
of decisions in the multi-stage problem. We define a generation asset’s regret as its
cost contribution to the revenue stream and its generation contribution to the total
demand. When the total cost 𝐶𝑔 of generation 𝑔 increases, the regret of 𝑔 will
increase. On the other hand, when the total generation of asset 𝑔 increases, then the
regret of 𝑔 decreases as defined in Eq. 7.4:
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𝜌𝑔 =

𝐶𝑔∑︀
𝑎∈𝐴 𝐶

1 + 𝐺𝑔∑︀
𝑡 𝐿𝑡

(7.4)

where 𝐶𝑔 is the annualized total cost of generator 𝑔 in USD,
∑︀

𝑎∈𝐴𝐶 is the annualized
total cost of all considered generators 𝑎 ∈ 𝐴 (note that also 𝑔 ∈ 𝐴), 𝐺𝑔 is the annual
generation of 𝑔 in MWh, and,

∑︀
𝑡 𝐿𝑡 is the annual load in MWh. The regret (𝜌)

of generation 𝑔 is the ratio of cost to generation. When the cost contribution of
generator 𝑔 increases with respect to the total cost

∑︀
𝑎∈𝐴𝐶, the regret 𝜌𝑔 increases.

On the other hand, when generator 𝑔 increases with respect to the total demand∑︀
𝑡 𝐿𝑡, 𝜌𝑔 decreases. 𝜌 is dimensionless.

Therefore, solving the multi-stage problem becomes a tree search of the initial deci-
sion that will yield minimum regret on expectation. To solve the multi-stage problem
using single-stage optimizations only, we compare regret values of different designs
at a given leaf-node for the selection process of the MCTS in the direction of lower
regret. At each leaf-node, there are two single-stage optimization designs based on
the cost objective function: low and high cost, as detailed in Table 7.1.

Table 7.1: Design options

Low Cost High Cost

Definition Absolute least-cost design Least-cost design given
existing capacities

Explanation No capacity carry-over
from previous state

Carries over installed
capacities from previous

state
Sequence Disjoint Compounded

Analogy
Lease lowest cost

equipment at time step 𝑇
and for time interval 𝜏

No second-hand market to
re-purpose installed

capacities

Cost 𝐶𝑇 = 𝛾𝑇𝐶𝑇 (
∑︀

𝑡 𝐿
𝑇
𝑡 )

𝐶𝑇 =
𝛾𝑇−1𝐶𝑇−1(

∑︀
𝑡 𝐿

𝑇−1
𝑡 ) +

𝛾𝑇−1[𝐶𝑇 (
∑︀

𝑡 𝐿
𝑇
𝑡 ) −

𝐶𝑇−1(
∑︀

𝑡 𝐿
𝑇−1
𝑡 )]

The high-cost design will have the highest regret at each leaf-node in the decision tree.
The difference between the high-cost design and the low-cost one (Eq. 7.5) provides
insight into which asset has the highest regret and therefore should be minimized
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in a subsequent trial. Therefore, we collected leaf-node regret vector Υ𝑆
𝑔 indexed by

generation 𝑔 in each leaf-node during the second step of Regret MCTS. Thus, Υ𝑆
𝑔 is a

random variable, and each asset will have distribution-dependent confidence bound.

Υ𝑆
𝑔 = 𝜌ℎ𝑖𝑔ℎ𝑔 − 𝜌𝑙𝑜𝑤𝑔 (7.5)

7.2.3 Confidence bound

Given the numerical vector formulation of leaf-node regret, the confidence bound is
also a numerical vector indexed by generation 𝑔 for time 𝑇 indexed decision 𝐷𝑇 . We
propose the formulation of Eq. 7.6:

𝐵𝑔
𝐷𝑇

= 𝜇𝑔
𝐷𝑇

+ 𝜅𝑔𝐷𝑇

√︃
2ln

𝑁

𝑛𝐷𝑇

(7.6)

where 𝜇 and 𝜅 are the expected value and kurtosis of the distribution of regrets
of the random variable Υ𝑆

𝑔 at decision 𝑖 for a given asset. A much more informed
uncertainty estimate can be obtained from Bayesian probability by the number of
child nodes and their associated values. Therefore 𝑟𝑖 of Eq. 7.1 is replaced by 𝜇𝑖

which is the expected value of the probability distribution of regrets 𝑃 (Υ) at each
leaf-node node. When new trials are sampled, results are combined with priors in the
standard way to compute the posterior. Given the number of possible sequences that
can be built, the distribution of regrets at a particular leaf-node will be fat-tailed.
From the perspective of the MCTS, the expected value alone is not descriptive of
the endogenous uncertainties that govern the tree. Variance is the second moment
of a random variable, and with a higher selection uncertainty, the variance tends to
explode [240]. On the other hand, kurtosis is the fourth moment of a random variable
that describes the distribution’s spread in a scale-independent manner. Therefore
kurtosis is a clear function of uncertainty and can improve the confidence in the
bound 𝐵𝑔

𝐷.

7.2.4 Tree search

We decouple the uncertainty dependence from the decisions via sampling by iterating
through the selection, expansion, and simulation steps only without any backpropa-
gation. We do so since backpropagation can bias subsequent node selection, and we
wish to model the impact of decisions on uncertainty before making any decisions.
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In the complete MCTS iterative process, we use the approximated probability distri-
butions of regrets (identified through backpropagation) to alter the decision’s design
by trading off short-term cost optimality for cumulative long-term savings. The goal
is the minimize the cumulative regret of the initial decision made by the disco in
the Odisha design problem. The second step of Regret MCTS explores sequences
based on the selection confidence bound (Eq. 7.6) given the collected samples. In
the third step of Regret MCTS, the decision tree is selected using Eq. 7.7, which
will explore sequences that minimize the cumulatively discounted regret of decisions
with bounded confidence. A decision 𝐷𝑇 evolves with the simulation due to the en-
dogenous uncertainty considered. Therefore, a decision 𝐷𝑔

𝑇 will minimize the highest
regret generation and improve the overall confidence bound accordingly.

𝐷𝑇 = arg min
𝐷

[︁∑︁
𝑇+1

𝛾𝑇
∑︁
𝐷

∑︁
𝑔

(︀
𝐵𝑔

𝐷𝑇
+ 𝜖

)︀]︁
(7.7)

In the second step of Regret MCTS, regret is formulated as the dimensionless dif-
ference between a low design and an high design. In reality and for a sequence
of decisions, the cumulative cost of low designs does not account for the cost of
equipment replacement and sunk cost of discarded ones. On the other hand, high
is a greedy approach to the electricity resource design problem. The Regret MCTS
starts with the greedy high optimization that is solved in single-stage to construct a
multi-stage design, then identifies the decision’s regret from the comparison to the
low lower cost.

In the third step of Regret MCTS, backpropagation is now included in the tree search.
Eq. 7.7 consolidates the generation decisions 𝐷𝑔 to minimize the regret of a decision
by reducing the highest regret asset of the decision that was selected based on the
second step and replacing it with the lowest one. A sequence of decisions is always
an high optimization that takes over the electricity resource design of the previous
decision unless the confidence bound satisfies the constraint of Eq. 7.8, where at
time 𝑇 , 𝐶𝐷𝑇−1 the total cost of the design based on decision 𝐷𝑇−1 for the previous
period 𝑇 − 1 and 𝐶𝐷𝑇 is the cost of the design based on decision 𝐷𝑇 .

𝐶
𝐷𝑇−1

𝑇−1 (
∑︁
𝑡

𝐿𝑇−1
𝑡 ) + 𝛾𝐶ℎ𝑖𝑔ℎ

𝑇 (
∑︁
𝑡

𝐿𝑇
𝑡 ) ≥ 𝐶

𝐷𝑇−1

𝑇−1 (
∑︁
𝑡

𝐿𝑇−1
𝑡 ) + 𝛾𝐶𝐷𝑇

𝑇 (
∑︁
𝑡

𝐿𝑇
𝑡 ) (7.8)

In summary, the Regret MCTS algorithm starts with a high optimal solution at
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time period 𝑇 . Based on inputted probabilities of realizations, an external event is
observed at time 𝑇 + 𝜏 and a low optimal solution is identified for the same time
period. Regret at the leaf-node regret is calculated as per Eq. 7.5. This process is
repeated for every leaf-node explored node in the tree throughout the second step of
Regret MCTS, and no decisions are made in this step. In the third step, decisions
are selected using backpropagation that includes leaf-node regret values from the
second step. Eq. 7.7 explores minimum regret designs for the initial decision without
violating Eq. 7.8. To avoid exploration bias, 𝜖 of Eq. 7.7 introduces an error to the
confidence bound, which allows for tree search that may result in low regret but was
not sufficiently explored in the second step of Regret MCTS due to computational
limitations that restrict the number of iterations. After 𝑁 iterations, the Regret
MCTS produces an initial decision that will minimize the probability of regret in
leaf-nodes of the tree based on expected values of regrets in subsequent time steps
and a measure of risk associated with the branching of the tree.

7.2.5 Design and dispatch optimization

An optimization model evaluates the cost-optimal design and dispatch of the gen-
eration mix subject to operational constraints. This is achieved by formulating and
solving a linear program to solve for capacity expansion and dispatch of a power
system network as described in Appendix B. The model objective is to minimize the
total system cost which includes annualized resource expansion (generation, storage)
and, operational costs as described in Eq. B.1. The operational constraints are: 1)
hourly power balance of system (Eq. B.2), 2) time-dependent capacity constraints
for generation resources (Eq. B.3), 3) battery storage state of charge, energy and
power capacity limits (Eq. B.4 - B.9), 3) generation unit commitment (Eq. B.10 -
B.14), 4) generation minimum and maximum power (Eq. B.15, B.16), 5) generation
ramping limits (Eq. B.17, B.18) and 6) non-negativity constraints (Eq. B.22).

7.2.6 Transition-matrices formulation

Transition matrices define the space from which MCTS samples. Each stage of
the decision tree has its decision-event probability matrix and decision-event load
matrix. Both matrices are described by 𝑑 · 𝑒, where 𝑑 is the number of possible
decisions, and 𝑒 is the number of possible events. The decision-event matrix informs
the probability of realization of an event given a decision. The decision-event load
matrix informs the system’s peak load given a decision-event combination. Decision
and event transitions are modeled in Fig. 7-3 and Fig. 7-4, respectively.
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Figure 7-3: Decision transition graph; D1: business-as-usual, D2: grid upgrades, D3:
minigrid.

Figure 7-4: Events transition graph; E1: nothing, E2: grid reinforcement, E3: inde-
pendent minigrid.

7.3 Results
We present a three-node planning case study of the Odisha design problem. Three
decisions can be made (nothing, grid upgrades, and minigrid), and three external
events can realize (nothing, grid reinforcement, and independent minigrid) as pre-
sented in the context section. For the three-node planning, the tree is a 9x9x9 states
with 3x3x3 leaf-nodes, which incorporates the three external events within a decision
node as highlighted in Fig. 7-2. We set the time interval 𝜏 to 5 years. Therefore
the multi-stage problem has 15 years planning horizon with a parent node (𝑆1) and
two uncertain leaf-nodes (𝑆2 and 𝑆3). We use cost projections from NREL’s Annual
Technology Baseline report [5] as presented in Appendix F Tables F.1 and F.2. For
the uncertain leaf-nodes, decision-dependent external event realization probabilities
are defined in Appendix F Table F.3, and the decision and external event dependent
load growth projections are defined in Appendix F Table F.4. In the three-node
problem, there are three leaf-nodes in 𝑆1 and nine leaf-nodes in 𝑆2 in addition to
the parent node. We present detailed results on the calculation of the regret values
for three sequences of decisions in Table 7.2 and Fig. 7-5.
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Table 7.2: Decisions and events sequences.

Sequence 1 Sequence 2 Sequence 3
Initial Decision Install minigrid Business-as-usual Maintain grid
External Event 1 Nothing Nothing Nothing
Decision 1 Maintain minigrid Business-as-usual Maintain grid
External Event 2 Grid Reinforcement Independent minigrid Grid Reinforcement
Decision 2 Done Install minigrid Done

Figure 7-5: Three sequences example in decision tree.

Regret values calculated using Eq. 7.4 using the results of the optimization model
and time domain reduction method of chapter 6. The optimization solves the design
and dispatch problem on a reduced time series as seen in Fig. 7-6.

By using the various resulting regrets, the margin of regret (𝜌𝑔) and asset regret
(Υ𝑆

𝑔 ) values for each leaf-node in the tree is solved as per the sequence of decisions
and events. The sequencing is randomly generated using the decision and event
dependent transition probabilities of Appendix F Table F.3.

Regret values are stored in each leaf-node of the tree as per the second step of
Regret MCTS (see Fig. 7-7). Normal, Gamma, and Beta distributions are used to
fit various leaf-node regret values. The selection is based on the backpropagation of
the fitted distributions parameters and backward induction of a Monte Carlo Tree
Search algorithm in the third step. Decision optimization is then carried out with Eq.
7.7 to properly size the system with an error parameter 𝜖 to eliminate exploration
bias.

We apply the Regret MCTS on 9x9x9 (three nodes) and a 9x9x9x9 (four nodes) of the
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Figure 7-6: Three days dispatch result of minigrid design solution of optimization.

Table 7.3: Margin of regret (𝜌𝑔) and asset regret (Υ𝑆
𝑔 ) values for leaf-nodes 𝑆1 and

𝑆2 for the three defined sequences.

Sequence 1 Sequence 2 Sequence 3
S1 S2 S1 S2 S1 S2

high low high low high low high low high low high low
PV + Battery 0.1 0.08 0.1 0 0 0 0.1 0 0 0 0 0
Diesel 0.08 0.08 0.01 0 0 0 0.01 0 0 0 0 0
Grid 0.09 0.09 0.14 0.23 0.01 0.23 0.14 0.23 0.4 0.4 0.23 0.23
NSE 0 0 0 0 0.5 0 0 0 0 0 0 0
Regret 0.27 0.25 0.25 0.23 0.51 0.23 0.25 0.23 0.4 0.4 0.23 0.23

Odisha design problem. We apply each case to both endogenous and exogenous un-
certainties. To highlight the algorithm’s performance, we eliminate the endogenous
uncertainty by converting the probability of demand growth and event realization
decision-independent. Finally, we compare the Regret MCT to the standard UCB
and the Bayesian UCB as seen in Fig. 7-8. Regret MCTS has similar performance
to the other two models in the exogenous uncertainty-only cases. However, it out-
performs the other two on an average error decision error basis, i.e., the true loss of
the initial decision with the highest estimated mean value. In the case of exogenous
uncertainty alone, the model performs similarly to the Bayesian UCB since the as-
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Figure 7-7: Resulting tree from selection-expansion-simulation only.

sumptions of Bayesian UCB regarding probability distributions hold. However, in
the case of endogenous uncertainty, restricting the backpropagation of the tree to fur-
ther collect regret values to fit for distribution functions parameterized by mean and
kurtosis provides better insight on the endogenous uncertainty’s impact on decision-
making. Therefore, Regret MCTS outperforms Bayesian UCB and standard UCB.
All simulations were run on MIT Supercloud High Performance Computer [216].

We compare the performance of Regret MCTS against UCB and Bayes on a reliabil-
ity performance basis. We previously defined reliability by Eq. 7.3 as the discounted
sum of demand served over multiple periods 𝑇 . We use the four nodes case (9x9x9x9)
to assess the models’ performance in recommending solutions that maximize the ex-
pected reliability of the system by interrupting the simulations at 400, 600, 800, and
1,000 iterations for every tree search method. Additionally, we report a deterministic
case that is based on random selection and the expected value of regret backpropa-
gation only. We sample 100 trials at each interruption phase to present statistically
rigorous results of the models’ performances. We report these results in Fig 7-9. At
400 iterations, Regret MCTS can recommend decisions that will result in a reliable
performance that UCB and Bayes need 1,000 and 800 iterations.
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Figure 7-8: Average Decision error relative to ground truth results of standard UCB,
Bayesian UCB and Regret MCTS.

7.4 Discussion
Due to the similarity in confidence bound formulation, when Regret MCTS is applied
to exogenous uncertainty trees only, the performance is very close to Bayesian-UCB.
Both perform better than UCB. On the other hand, when Type 2 endogenous un-
certainty is considered in the scenario tree, Regret MCTS overperforms both UCB
and Bayesian-UCB when the number of iterations possible is the same for all three
algorithms. Therefore, splitting the MCTS four-step process (selection, expansion,
simulation, and backpropagation) into two steps, as proposed by Regret MCTS, re-
duced the exploration bias that backpropagation has on the selection process. This
bias may not be problematic with exogenous uncertainties where the regret value
distributions are fixed. However, it is critical with endogenous uncertainties where
more collected regret values may shift the distribution of regret. When enough iter-
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Figure 7-9: Box plots of sampled results from interrupted tree search at 400, 600,
800 and 1,000 iterations of four decision-making methods: Deterministic UCB, Bayes
and Regret for the four nodes (9x9x9x9) case.

ations are dedicated to selection, expansion, and simulation, only Regret MCTS can
decouple the uncertainty of the scenario tree from the decision-making. Hence, when
backpropagation is enabled, Regret MCTS is better at selecting leaf-nodes, leading
to lower overall regret of the multi-stage Odisha design problem. In summary, the
reliability performance of Regret MCTS is higher than UCB and Bayes, which not
only shows that Regret MCTS is a better heuristic tree search algorithm for the
Odisha Design Problem, but it is also faster at doing so.

Our formulation of regret given low and high cost single-stage scenarios is leverages
domain knowledge to reformulate the confidence bound of the MCTS. Addition-
ally, we introduced the concept of burn-in to the MCTS and highlighted the perfor-
mance improvement when endogenous uncertainty is considered in the scenario tree.
We report statistically rigorous results to validate the Regret MCTS performance.
Through Regret MCTS, we present a novel, efficient, and useful method to address
the problem of decision-making under both exogenous and endogenous uncertainties.
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Chapter 8

Conclusion

8.1 Contributions of the thesis
This thesis demonstrates the value of decision-making under various types of uncer-
tainties through application to particular situations in the electric power system of
Emerging Market and Developing Economy (EMDE) countries. However, all models
and methodologies presented in this thesis can be adapted to other contexts (e.g., De-
veloped Economies) and sectors (e.g., cooking, gas, heat, and water). The takeaways
and discussions presented in each thesis chapter are particular to their described
situations, nonetheless, generalizable key findings and contributions are reported in
this chapter.

This thesis describes a way to determine future electricity demand from organic
growth (or decay) of existing and new loads. We considered that the existing loads
consist of a bundle of household appliances, while space-cooling and electric vehicles
are new ones. The methodology of Chapter 2 enables the creation of a wide range
of scenarios. Such scenarios make possible the examination of the uncertainty that
stems from electricity demand growth. In the context of India, a large gap between
the high AC efficiency and the baseline scenario creates various planning problems
at both distribution and transmission levels, as further examined in Chapters 3 and
5.

Given the uncertainty in future electricity demand growth, Chapter 3 of this thesis
presents a flexible framework that evaluates and compares two planning strategies of
electricity distribution networks. The flexible valuation framework combines system
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design optimization with multi-stage decision-making under uncertainty for distri-
bution network planning. Given the unique situation of distribution networks in
major metropolitan areas in India, the strategy of Chapter 3 analyzes the feasibility
of short-duration battery storage as an alternative to network upgrades given the
uncertainty in demand growth. We highlight that in the case of Delhi, non-wire al-
ternative (NWA) battery storage is driven by capital savings in network investment
planning, where we assume that the battery storage and the network lines are owned
by the same entity (the utility). However, this may not always be the case and could
result in different outcomes than presented in this thesis.

Chapter 4 presents another assessment of the impact of uncertainty in power systems
distribution infrastructure planning. We apply an optimization-based approach to
address the problem of decision-making under uncertainty in the context of a com-
mercial load (the Wuse Market) in Abuja, Nigeria. This thesis demonstrates that
the system’s design can drastically change when uncertainty is accounted for. In the
case of the Wuse Market, energy-dependent resources such as battery storage play a
minimal role in the backup generation when grid supply is uncertain.

Chapter 5 presents the magnitude of the challenge of detailed electricity resource ca-
pacity expansion planning given a wide range of demand projections (from Chapter 2)
and cost structures (e.g., technology cost and carbon price policy). To present mean-
ingful results on decision-making, the optimization-based approach that is employed
in the chapters 3, 4, and 5 do not scale, and the computational burden becomes large.
Chapter 5 highlights the need for detailed capacity expansion planning in order to
properly quantify the contribution of clean energy resources and the role of battery
storage.

With the limitations and challenges presented in Chapter 5, Chapter 6 of this thesis
demonstrates that reducing the size of the optimization does not mean a significant
loss in the accuracy of the results. We develop an autoencoder architecture for better
representative period selection to reduce the size of the capacity expansion planning
linear programming problem. It is shown that reducing the optimization size without
increasing the error is potentially helpful for the multi-stage stochastic problem of
electricity resource capacity expansion planning.

Finally, Chapter 7 explores a learning-based algorithm that uses tree search methods
to inform multi-stage decision-making in power system design. We leverage the
representative period selection method presented in Chapter 6 to rapidly search the
decision tree and arrive at a robust heuristic solution faster than classical methods.
This work describes a practical approach to dealing with exogenous and endogenous
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uncertainties in capacity expansion planning in the simplified real-world case study
of Odisha in India.

In summary, this thesis answers the three questions presented in Chapter 1 through
case studies and applications to situations that are unique to EMDE countries. Chap-
ter 3 address the first question; what are the uncertain factors that can impact the
design of the different segments of the power supply? Chapters 3, 4, and 5 are
concerned with the second question; How do these uncertain factors impact electric
grid planning at the various stages — generation, transmission, and distribution?
Finally, Chapters 6 and 7 present rigorous methods to answer the third question;
How to handle uncertain factors in particular investment planning of electric grid
infrastructure?

8.2 Limitations and future work
The research presented in this thesis is limited in certain ways, and some associ-
ated investigations could grow out of these limitations. One explicit limitation is
the amount of data available for this work. This thesis aims to address specific
problems evident in EMDE countries regarding decision-making under uncertainty.
Unfortunately, rigorous amounts of data on electricity demand and technology costs
are challenging to find. Hence, the demand forecasting model of Chapter 2 is limited
to new load consideration of only space-cooling and electric vehicles. Further work
can be done to expand the electricity demand projection model proposed in Chapter
2 by including more electrification drivers such as electric cooking and consideration
of technology phase-out such as incandescent light bulbs.

In Chapter 3, the flexible valuation framework focuses only on the use of battery
storage for network deferrals without considering the added value of storage in ancil-
lary services and arbitrage. On the other hand, the impact of peak-shifting battery
storage on the overall system is also not considered. Investigating the deployment
of storage at the distribution level can only be looked at in isolation when the dis-
placement of demand is a small fraction of the total demand. However, as shown
in the megacities aggregate analysis of NWA battery storage potential, adopting
the flexible valuation framework strategy can significantly impact transmission level.
Further work to couple the distribution-level study with a transmission level is nec-
essary to portray NWA battery storage value fully. Additionally, the system design
optimization does not consider generation expansion on the distribution network to
allow for the proliferation of distributed energy resources (DER), such as rooftop
solar PV. Future work may also include investigating NWA battery storage with
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DERs on the distribution network. Finally, when modified, several input values,
such as discount rate and demand growth, can impact the result (and potentially
eliminate NWA battery storage). While Delhi shares similar traits with large EMDE
cities (i.e., Cairo, Abuja), in terms of demand growth from space cooling and cost
of capital, each environment is inherently different and must carefully be studied.
The results demonstrate the value of storage as NWA under certain circumstances
in the Indian context and call for further investigation of such planning strategies in
EMDE. Furthermore, in the context of distribution-level planning, Chapter 4 leaves
many challenges open to further discussion and can present alternative pathways,
namely overnight improvement of grid supply. For example, the DER assets are
stranded if grid supply is improved due to a dramatic external factor. However, in
the case of solar PV and, to a lesser extent, storage, these assets can be replaced at
transmission-level contrary to diesel generators. To identify the optimal ownership
structure for an improved overall outcome, further analysis encompassing the large
uncertainties of an interconnected minigrid is necessary.

We note several limitations of the work presented in Chapter 5 which addresses the
impact of uncertainty at the bulk power system level. On the technology aspect, the
cases evaluated do not consider deploying certain low-carbon resources like hydro,
nuclear, or carbon capture and sequestration (CCS) equipped fossil-fuel power plants.
Since investments in hydro and nuclear are not driven solely by economics, they
are not considered in the model. Additionally, while hydro has been deployed in
India recently, the expected increase in capacity is 12 GW [27, 19] which is minimal
compared to the projected peak demand. Similarly, India’s nuclear generation goals
set by the Central Electricity Authority are also low and are therefore not likely to
drastically change the modeling outcomes presented here [19]. CCS has not yet been
considered in the Indian national electricity plan [19] or is considered a post-2050
technology which is out of scope of the presented results [241]. We also restrict short-
duration battery storage technology to lithium-ion due to its rising popularity and
declining costs. While lead-acid batteries are presently prevalent in India, we assume
that lithium-ion dominates the market by 2040- where we note the mass deployment
of grid-scale short duration storage. On the modeling aspect, the capacity expansion
model [113] simulates grid economic dispatch, which does not reflect the current
structure of the electricity system dispatch in India. Additionally, we do not take into
consideration administrative transmission losses due to theft and other exogenous
events when modeling simplified regional transmission flows (see Fig. 5-1). Finally,
the resource availability maps used for variable renewable energy characterization
were processed using satellite capacity factor data [242] which includes 14% system
losses, with 1.5% corresponding to light-induced degradation [243]. However, ground

154



truth data may differ due to smog and poor air quality, particularly in the case of
PV. This might lower the value of PV compared to our modeling outcomes.

The autoencoder-based representative period selection methodology presents a sta-
tistical analysis that supports autoencoders with clustering algorithms to reduce the
error metric in electricity resource capacity expansion planning. Further parameter
tuning and loss function modification can improve error in the results depending on
the objective function and the clustering algorithm of choice. Additionally, the work
presented in Chapter 6 is limited to the well documented and heavily used clustering
algorithm k -means. Further work can be done to apply the proposed methodology
to other clustering algorithms and compare performance. Additionally, we use data
from the Electric Reliability Council of Texas as a source of ground truth with real
noise in the time series. Application of a data-driven method on synthetic data such
as the one presented in Chapter 2 may have sub-par performance relative to the
standalone clustering algorithm.

Another limitation of the work presented in this thesis is the simplification of the
real-world case study of Chapter 7. Data scarcity, especially in EMDE countries,
makes it challenging to present a complete picture of the situation being addressed
in this thesis. A set of assumptions regarding the inter-dependencies of decisions
and external events force the discretization of the evolutionary probability space
employed in the learning-based model. Future work may include continuous random
variables that describe the uncertainties of the situation being analyzed.

8.3 Discussion
This thesis aims to shed light on the need for better modeling of decision-making in
system design problems to pinpoint the challenges in policy design and the need for
technological breakthroughs, both at a reasonable cost to overcome the challenges of
uncertainty. This thesis demonstrates some of the advantages of contextualizing the
problem of decision-making under uncertainty to achieve results and performance im-
provements. Appropriate modeling of the situation is being addressed leads to higher
confidence in the design decisions and conclusions. Furthermore, when electricity re-
sources are modeled in detail, as in this thesis, regulatory and execution challenges
of electric power system operation and expansion planning are better appreciated in
achieving clean and reliable power.
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Appendix A

Supplementary information —
Chapter 2

Additional information pertaining to Chapter 2 which includes a description of the
data record that is published online at [3], and additional reported results of elec-
tricity demand projections for India.

A.1 Data Records
Data is published in [3]. The path leading to a CSV file indicate the scenario corre-
sponding to the results of that file. Breakdown of the folder hierarchy listed as:

1. GDP Growth: slow, stable, rapid

2. EV charging: home, work, public

3. Cooling: baseline, efficient

4. Type: detailed, summary

The detailed results are tables of the itemized hourly demand profile of each con-
sidered scenario; all files will produce 8760 rows (number of hours in a year). The
summary are tables of the itemized annual energy consumption for the considered
years; all files will produce seven rows (number of considered future years). Both
file types are itemized the same way as per Table A.1. The path of each file is
the reference to the specific scenario the data in the tables represents. For example
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SR.csv file under slow/home/efficient/summary is the summary file of the case of
slow economic growth, home EV and energy efficient air conditioning consumption.

Column Header Description
DateTime Hourly or yearly time resolution

Base Business-as-usual model resulting demand
Com AC Commercial Air Conditioning demand
Res AC Residential Air Conditioning demand
E2W Electric Two-Wheelers demand
E3W Electric Three-Wheelers demand
E4W Electric Four-Wheelers demand

Table A.1: Output data headers descriptor
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Stable Growth (PWC)
Slow Growth (Gompertz)

Figure A-1: India’s GDP curve-fit and forecasting to 2050
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Figure A-2: Residential survey categorized hourly demand profile
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Figure A-3: Commercial survey categorized hourly demand profile
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Figure A-4: Normalized sample charging profile schemes
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Figure A-5: 2050 cooling demand contribution to peak results comparison with IEA’s
Future of Cooling
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Figure A-6: Cooling demand contribution to peak demand
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Figure A-7: Results comparison with stated policy World Energy Outlook projections
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Figure A-8: Results comparison with sustainable policy World Energy Outlook pro-
jections
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Figure A-9: Results comparison with Brookings India 2030 projections
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Figure A-10: Electric Vehicle demand results comparison with IEA’s Global EV
Outloook
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Appendix B

Optimization model

Linear programming formulation of the capacity expansion model used in this thesis
with supporting nomenclature in section B.8 Tables B.1, B.2, B.3, and B.4.

B.1 Objective function
Capital and operational cost object of all generation types, battery storage degrada-
tion, network expansion, and value of lost load.

min
∑︁
𝑎

∑︁
𝑧

(︀
Ω𝑠𝑖𝑧𝑒

𝑎,𝑧 · (𝐶𝐼
𝑎,𝑧 + 𝐶𝐹

𝑎,𝑧)

+ Ω𝑒𝑛𝑒𝑟𝑔𝑦
𝑎,𝑧 · 𝐶𝑒

𝑎,𝑧 · (1 + 𝐶𝑑
𝑎,𝑧)

+ Ω𝑐ℎ𝑎𝑟𝑔𝑒
𝑎,𝑧 · (𝐶𝑐

𝑎,𝑧 + 𝐶𝐹𝑐
𝑎,𝑧)

+
∑︁
𝑡

𝑤𝑡 · 𝜋𝑎,𝑡,𝑧 · (𝐶𝑉
𝑎,𝑧 + 𝐶𝑉 𝑓

𝑎,𝑧 )

+
∑︁
𝑡

𝑤𝑡 · Ψ𝑐ℎ𝑎𝑟𝑔𝑒
𝑎,𝑡,𝑧 · 𝐶𝑉 𝑐

𝑎,𝑧

+
∑︁
𝑡

𝑤𝑡 · 𝑛𝑎,𝑡,𝑧 · 𝐶𝑠𝑡𝑎𝑟𝑡
𝑎,𝑧

)︀
+
∑︁
𝑧

∑︁
𝑡

𝑤𝑡 · 𝜒𝑡,𝑧 · 𝐶𝜒
𝑧

(B.1)
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B.2 Demand balance constraint with non-served en-
ergy

s.t. 𝐿𝑡,𝑧 =
∑︁
𝑎

(𝜋𝑎,𝑡,𝑧 + Ψ𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒
𝑎,𝑡,𝑧

− Ψ𝑐ℎ𝑎𝑟𝑔𝑒
𝑎,𝑡,𝑧 ) + 𝜒𝑡,𝑧 + 𝜑𝑡,𝑧,𝑧′

∀𝑧, 𝑧′ ∈ 𝑍 ∀𝑡 ∈ 𝑇

(B.2)

B.3 Variable renewable energy availability constraint

𝜋𝑎,𝑡,𝑧 ≤ Ω𝑠𝑖𝑧𝑒
𝑎,𝑧 · 𝐴𝑎,𝑡,𝑧

∀𝑎 ∈ 𝑅, ∀𝑡 ∈ 𝑇,∀𝑧 ∈ 𝑍
(B.3)

B.4 Storage constraints
Battery storage state of charging, energy and power capacity limits.

Γ𝑎,𝑡,𝑧 = Γ𝑎,𝑡−1,𝑧 −
𝜓𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒
𝑎,𝑡,𝑧

𝜂𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒𝑎,𝑧

+ 𝜂𝑐ℎ𝑎𝑟𝑔𝑒𝑎,𝑧 · 𝜓𝑐ℎ𝑎𝑟𝑔𝑒
𝑎,𝑡,𝑧

∀𝑎 ∈ 𝑆,∀𝑡 ∈ 𝑇 𝑖𝑛𝑡𝑒𝑟𝑖𝑜𝑟 ∈ 𝑇,∀𝑧 ∈ 𝑍

(B.4)

Γ𝑎,𝑡,𝑧 = Γ𝑎,𝑡𝑝𝑒𝑟𝑖𝑜𝑑,𝑧 −
𝜓𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒
𝑎,𝑡,𝑧

𝜂𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒𝑎,𝑧

+ 𝜂𝑐ℎ𝑎𝑟𝑔𝑒𝑎,𝑧 · Ψ𝑐ℎ𝑎𝑟𝑔𝑒
𝑎,𝑡,𝑧

∀𝑎 ∈ 𝑆,∀𝑡 ∈ 𝑇 𝑠𝑡𝑎𝑟𝑡,∀𝑧 ∈ 𝑍

(B.5)

Γ𝑎,𝑡,𝑧 ≤ 𝛿𝑎,𝑧 · Ω𝑒𝑛𝑒𝑟𝑔𝑦
𝑎,𝑧

∀𝑎 ∈ 𝑆,∀𝑡 ∈ 𝑇,∀𝑧 ∈ 𝑍
(B.6)

163



Ψ𝑐ℎ𝑎𝑟𝑔𝑒
𝑎,𝑡,𝑧 ≤ Ω𝑐ℎ𝑎𝑟𝑔𝑒

𝑎,𝑧

∀𝑎 ∈ 𝑆,∀𝑡 ∈ 𝑇,∀𝑧 ∈ 𝑍
(B.7)

Ψ𝑐ℎ𝑎𝑟𝑔𝑒
𝑎,𝑡,𝑧 + Ψ𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒

𝑎,𝑡,𝑧 ≤ Ω𝑐ℎ𝑎𝑟𝑔𝑒
𝑎,𝑧

∀𝑎 ∈ 𝑆,∀𝑡 ∈ 𝑇,∀𝑧 ∈ 𝑍
(B.8)

Ψ𝑎,𝑡,𝑧 ≤ Γ𝑎,𝑡−1,𝑧

∀𝑎 ∈ 𝑆,∀𝑡 ∈ 𝑇,∀𝑧 ∈ 𝑍
(B.9)

B.5 Thermal generation constraints

B.5.1 Generation unit commitment

𝑣𝑎,𝑡,𝑧 ≤
Ω𝑠𝑖𝑧𝑒

𝑎,𝑧

Ω𝑢𝑛𝑖𝑡
𝑎,𝑧

∀𝑎 ∈𝑀,∀𝑡 ∈ 𝑇,∀𝑧 ∈ 𝑍

(B.10)

𝑢𝑎,𝑡,𝑧 ≤
Ω𝑠𝑖𝑧𝑒

𝑎,𝑧

Ω𝑢𝑛𝑖𝑡
𝑎,𝑧

∀𝑎 ∈𝑀,∀𝑡 ∈ 𝑇,∀𝑧 ∈ 𝑍

(B.11)

𝑛𝑎,𝑡,𝑧 ≤
Ω𝑠𝑖𝑧𝑒

𝑎,𝑧

Ω𝑢𝑛𝑖𝑡
𝑎,𝑧

∀𝑎 ∈𝑀,∀𝑡 ∈ 𝑇,∀𝑧 ∈ 𝑍

(B.12)

𝑣𝑎,𝑡,𝑧 = 𝑣𝑎,𝑡−1,𝑧 + 𝑢𝑎,𝑡,𝑧 − 𝑛𝑎,𝑡,𝑧

∀𝑎 ∈𝑀,∀𝑡 ∈ 𝑇 𝑖𝑛𝑡𝑒𝑟𝑖𝑜𝑟,∀𝑧 ∈ 𝑍
(B.13)
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𝑣𝑎,𝑡,𝑧 = 𝑣𝑎,𝑡+𝑡𝑝𝑒𝑟𝑖𝑜𝑑−1,𝑧 + 𝑢𝑎,𝑡,𝑧 − 𝑛𝑎,𝑡,𝑧

∀𝑎 ∈𝑀,∀𝑡 ∈ 𝑇 𝑠𝑡𝑎𝑟𝑡, ∀𝑧 ∈ 𝑍
(B.14)

B.5.2 Generation minimum and maximum power output

𝜋𝑎,𝑡,𝑧 ≥ 𝜌𝑚𝑖𝑛
𝑎,𝑧 · Ω𝑠𝑖𝑧𝑒

𝑎,𝑧 · 𝑣𝑎,𝑡,𝑧
∀𝑎 ∈𝑀,∀𝑡 ∈ 𝑇,∀𝑧 ∈ 𝑍

(B.15)

𝜋𝑎,𝑡,𝑧 ≤ 𝜌𝑚𝑎𝑥
𝑎,𝑧 · Ω𝑠𝑖𝑧𝑒

𝑎,𝑧 · 𝑣𝑎,𝑡,𝑧
∀𝑎 ∈𝑀,∀𝑡 ∈ 𝑇,∀𝑧 ∈ 𝑍

(B.16)

B.5.3 Generation ramping limits

𝜋𝑎,𝑡,𝑧 − 𝜋𝑎,𝑡−1,𝑧 ≤ Ω𝑠𝑖𝑧𝑒
𝑎,𝑧 · 𝜅𝑢𝑝𝑎,𝑧

∀𝑎 ∈𝑀,∀𝑡 ∈ 𝑇,∀𝑧 ∈ 𝑍
(B.17)

𝜋𝑎,𝑡−1,𝑧 − 𝜋𝑎,𝑡,𝑧 ≤ Ω𝑠𝑖𝑧𝑒
𝑎,𝑧 · 𝜅𝑑𝑜𝑤𝑛

𝑎,𝑧

∀𝑎 ∈𝑀,∀𝑡 ∈ 𝑇,∀𝑧 ∈ 𝑍
(B.18)

B.6 Network expansion

B.6.1 Direct-current power-flow approximation through line
susceptance and voltage deviation

𝜑𝑡,𝑧,𝑧′ = 𝐵𝑧,𝑧′ · (𝜃𝑡,𝑧 − 𝜃𝑡,𝑧′)

∀𝑧, 𝑧′ ∈ 𝑍, ∀𝑡 ∈ 𝑇
(B.19)
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𝜑𝑡,𝑧,𝑧′ ≤ Φ𝑚𝑎𝑥
𝑧,𝑧′

∀𝑖, 𝑗 ∈ 𝑍, ∀𝑡 ∈ 𝑇
(B.20)

𝜑𝑡,𝑧,𝑧′ ≥ −Φ𝑚𝑎𝑥
𝑧,𝑧′

∀𝑖, 𝑗 ∈ 𝑍, ∀𝑡 ∈ 𝑇
(B.21)

B.7 Non-negativity constraints

Ω𝑐ℎ𝑎𝑟𝑔𝑒
𝑎,𝑧 ,Ω𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒

𝑎,𝑧 ,Ω𝑠𝑖𝑧𝑒
𝑎,𝑧 ≥ 0

𝜋𝑎,𝑡,𝑧, 𝜒𝑡,𝑧,Γ𝑎,𝑡,𝑧 ≥ 0

Ψ𝑐ℎ𝑎𝑟𝑔𝑒
𝑎,𝑡,𝑧 ,Ψ𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒

𝑎,𝑡,𝑧 ≥ 0

𝜃𝑚𝑖𝑛
𝑡,𝑧,𝑧′ ≤ 𝜃𝑡,𝑧 − 𝜃𝑡,𝑧′ ≤ 𝜃𝑚𝑎𝑥

𝑡,𝑧,𝑧′

𝜃𝑡,1 = 0

𝜑𝑡,𝑧,𝑧′ ∈ R
∀𝑧, 𝑧′ ∈ 𝑍, ∀𝑡 ∈ 𝑇,∀𝑎 ∈𝑀 ∪𝑅 ∪ 𝑆

(B.22)

B.8 Optimization model nomenclature

Table B.1: Set nomenclature of the electricity resource capacity expansion model.

Set Description
𝑅 Variable renewable energy resources
𝑆 Battery storage resources
𝑀 Thermal generation resources
𝑍 Power system zones
𝑇 Hours of operation in a model period

𝑇 𝑖𝑛𝑡𝑒𝑟𝑖𝑜𝑟 Interior time steps inside T
𝑇 𝑠𝑡𝑎𝑟𝑡 First time step of T
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Table B.2: Index nomenclature of the electricity resource capacity expansion model.

Index Description
𝑎 Generation resource
𝑡 Time step

𝑧, 𝑧′ Load zone

Table B.3: Parameter nomenclature of the electricity resource capacity expansion
model.

Parameter Description
𝑡𝑝𝑒𝑟𝑖𝑜𝑑 Total number of time steps
𝑤𝑡 Time step weight
𝐶𝐼 Investment cost (USD/MW)
𝐶𝑒 Energy capacity investment cost (USD/MWh)
𝐶𝑐 Charge investment cost (USD/MWh)
𝐶𝑑 Battery energy capacity degradation per annum (%)
𝐶𝐹 Fixed operational cost (USD/MW-yr)
𝐶𝐹𝑐 Fixed operational charge cost (USD/MWh-yr)
𝐶𝑉 Variable cost (USD/MWh)
𝐶𝑉 𝑓 Fuel cost (USD/MWh)
𝐶𝑉 𝑐 Variable charge cost (USD/MWh)
𝐶𝜒 Value of lost load (USD/MWh)
𝐶𝑠𝑡𝑎𝑟𝑡 Startup cost (USD/MW)
𝜇 Storage round-trip efficiency
𝐴 Generation availability profile

Ω𝑚𝑎𝑥 Maximum generation capacity
𝜌𝑚𝑖𝑛 Minimum generation power
𝜌𝑚𝑎𝑥 Maximum generation power
𝜅𝑢𝑝 Ramp up limit
𝜅𝑑𝑜𝑤𝑛 Ramp down limit
𝐵 Line susceptance

Φ𝑚𝑎𝑥 Maximum line power capacity
𝛿 Storage depth of discharge
𝜂 Storage efficiency

Ω𝑢𝑛𝑖𝑡 Generation unit capacity
𝜃𝑚𝑖𝑛, 𝜃𝑚𝑎𝑥 Minimum and maximum voltage angle
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Table B.4: Variable nomenclature of the electricity resource capacity expansion
model.

Variable Description
Ω𝑠𝑖𝑧𝑒

𝑎,𝑧 Generation capacity
Ω𝑒𝑛𝑒𝑟𝑔𝑦

𝑎,𝑧 Energy capacity
Ω𝑐ℎ𝑎𝑟𝑔𝑒

𝑎,𝑧 Charge capacity
𝜋𝑎,𝑡,𝑧 Power output
𝑣𝑎,𝑡,𝑧 Number of units committed
𝑢𝑎,𝑡,𝑧 Number of startup decisions
𝑛𝑎,𝑡,𝑧 Number of shutdown decisions

Ψ𝑐ℎ𝑎𝑟𝑔𝑒
𝑎,𝑡,𝑧 Storage charge

Ψ𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒
𝑎,𝑡,𝑧 Storage discharge
𝜒𝑡,𝑧 Non-served energy

Γ𝑎,𝑡,𝑧 Storage state of charge
𝜃𝑡,𝑧 Line voltage angle
𝜑𝑡,𝑧,𝑧′ Line power flow
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Appendix C

Supplementary information —
Chapter 4

Supporting capital, fuel, and operational cost results of the minigrid-under-the-grid
designs for the three time periods 2020, 2025, and 2030 of Chapter 4.

Table C.1: Capital expenditure results from optimization of the seven scenarios for
modeled periods 2020, 2025, 2030.

2020 2025 2030
ES $ 272,461 $ 0 $ 6,490
GF $ 311,101 $ 154,912 $ 252,499
GF O1 $ 282,682 $ 179,753 $ 252,893
GF O2 $ 297,326 $ 176,699 $ 246,653
GF LS $ 328,771 $ 174,984 $ 213,025
GF LS O1 $ 322,573 $ 182,490 $ 212,630
GF LS O2 $ 334,659 $ 178,566 $ 209,674
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Table C.2: Annual fuel cost results from optimization of the seven scenarios for
modeled periods 2020, 2025, 2030.

2020 2025 2030
ES $ 179,569 $ 315,043 $ 494,694
GF $ 120,821 $ 49,271 $ 718
GF O1 $ 169,263 $ 51,607 $ 718
GF O2 $ 213,112 $ 62,972 $ 718
GF LS $ 74,520 $ 11,575 $ -
GF LS O1 $ 96,991 $ 12,161 $ -
GF LS O2 $ 138,163 $ 22,858 $ -

Table C.3: Annual fixed operation and maintenance cost results from optimization
of the seven scenarios for modeled periods 2020, 2025, 2030.

2020 2025 2030
ES $ 21,000 $ 16,250 $ 14,516
GF $ 24,317 $ 32,065 $ 46,044
GF O1 $ 20,265 $ 31,986 $ 46,044
GF O2 $ 22,250 $ 32,763 $ 46,044
GF LS $ 26,677 $ 32,989 $ 44,301
GF LS O1 $ 25,219 $ 33,060 $ 44,301
GF LS O2 $ 27,045 $ 33,532 $ 44,301

Table C.4: Annual variable operation and maintenance cost results from optimization
of the seven scenarios for modeled periods 2020, 2025, 2030.

2020 2025 2030
ES $ 192,372 $ 287,061 $ 416,344
GF $ 171,765 $ 248,960 $ 201,865
GF O1 $ 161,313 $ 247,665 $ 201,865
GF O2 $ 122,372 $ 232,112 $ 201,865
GF LS $ 182,505 $ 212,479 $ 115,292
GF LS O1 $ 173,994 $ 211,487 $ 115,292
GF LS O2 $ 139,332 $ 199,243 $ 115,292
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Appendix D

Supplementary information —
Chapter 5

Supplementary information regarding the supply-side study of the Indian bulk power
system in India of Chapter 5. Result figures and supporting analyses are reported
below. Additionally, input information such as cost structure, scenario definition,
and abbreviations used in the capacity expansion model are available here.

Table D.1: DLS system cost of electricity comparison

Reference case
Reference case DLS case DLS SCOE

2030 25.9 25.8 0.4
2040 29.5 19.5 0.5

Low cost storage case
DLS SCOE DLS SCOE Low storage SCOE

2030 26.5 0.4 26.4
2040 17.7 0.5 18
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Figure D-1: Reference case model outcomes with alternative assumptions about
decadal renewables installation limits. Reference = decadal installation limits as
shown in Table D.13. Half cap = decadal installation limits are 0.5 of the reference
values. No cap = no decadal installation limits.
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Figure D-2: Regional demand growth projections for India as per demand forecasting
model results [3]
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Figure D-3: Hourly generation dispatch for reference winter and summer load profiles
for 2030. Technology names and their respective abbreviations in Supplementary
Table D.4
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Figure D-4: Hourly generation dispatch for summer reference and high AC efficiency
load profiles for 2050. Technology names and their respective abbreviations in Sup-
plementary Table D.4
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Figure D-5: Hourly generation dispatch for summer reference and DLS load profiles
for 2040. Technology names and their respective abbreviations in Supplementary
Table D.4
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Figure D-6: Emissions intensity and Transmission expansion outcomes for modeled
cases considered in the main text
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Figure D-7: Technology capacity factors across the scenarios over different modeling
periods
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Figure D-8: Impact of Morning (top) and day (bottom) electric vehicle (EV) charging
schemes relative to evening EV charging scheme under the reference case
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Figure D-9: Storage power and energy capacity deployment trends in the reference
and sensitivity cases
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Figure D-10: Yearly average DLS impact on supply and demand per hour for 2030
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Figure D-11: Hourly load profile by month in 2040 across various demand scenarios considered here
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Figure D-12: Indicative GenX capacity expansion optimization model run time with
respect to number of clustered weeks. Outputs based on reference case.

Table D.2: Carbon price scenarios

Year Carbon price
2020 0
2030 20
2040 33
2050 53

𝑆𝐶𝑂𝐸𝑦 =
𝐴𝐼𝐶𝑦 +

∑︀
𝑝∈𝑀 𝐴𝐼𝐶𝑦,𝑝 + 𝐹𝑂𝑀𝑦 + 𝑉 𝐴𝑅𝑦 + 𝑈𝑦 + 𝑆𝑦

𝐷𝑦

(D.1)
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Figure D-13: Generation capacity difference relative to 20 representative weeks for
the reference case.
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Figure D-14: Renewable resources supply curve calculation flowchart
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Figure D-15: Deployable solar and wind resources potential maps

Table D.3: Abbreviations for Eqn. D.1

𝑦 Model period
𝑡 Technology Table D.4
𝑝 Previous model period
𝑀 Set of model periods Table 5.2
𝑆𝐶𝑂𝐸 System cost of electricity USD/MWh
𝐴𝐼𝐶 Annualized investment

cost
USD

𝐹𝑂𝑀 Total fixed operation and
maintenance cost

USD

𝑉 𝐴𝑅 Variable cost USD
𝑈 Total fuel cost USD
𝑆 Total startup cost USD
𝐷 Total electricity demand MWh
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Figure D-16: Reference case frequency of hourly load variation
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Table D.4: Modeled technology abbreviations

Technology Abbreviation
Existing combined cycle gas turbine generation B_CCGT
Existing coal generation B_Coal
Existing diesel generation B_Diesel
Existing hydro generation B_Hydro
Existing nuclear generation B_Nuclear
Existing pumped hydro storage generation B_PHS
New biomass generation Bio
New combined cycle gas turbine generation CCGT
New coal generation Coal
New Lithium ion battery storage power Li-ion
New open cycle gas turbine generation OCGT
New solar generation PV
New wind generation Wind
Network expansion NetworkExp

Table D.5: System assumptions

Parameter Value
Discount rate 9%
Value of lost load ($/MWh) 20,000

Fuels assumptions Cost
($/MMBtu)

Emissions
intensity
(tonnes

CO2/MMBtu)
Uranium 1 0.000
Coal 3 0.096
Natural gas (Reference / low) 11 / 8 0.052
Diesel 18 0.073
Biomass 3.7 0.000

Table D.6: Storage duration comparison across scenarios and modeled periods

Reference Low storage High AC Low gas Sensitivity
cost efficiency price

2040 4.5 5.4 4.4 4.6 6.8
2050 3.7 5.5 3.7 3.6 6.2
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Table D.7: Zonal power transfer limits (Annex 7.1 of [11]). Zonal definitions as
shown in Chapter 2 Fig. 2-1.

Zonal links 2020
zonal

capacity
limits
(MW)

Distance
(km)

Line
loss

East-North 22,530 1,140 7.1%
West-North 36,720 851 5.3%
West-South 23,920 812 5.0%
North-Northeast 3,000 1,684 10.5%
West-East 21,190 937 5.8%
South-East 7,830 1,241 7.7%
East-Northeast 2,860 863 5.4%
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Table D.8: Regional thermal power existing capacity and parameters [9, 5, 12, 13, 14, 15, 16]

Minimum Retirement (MW)
Resource Fuel Region 2020 Capacity (MW) 2030 2040 2050 VOM ($/MWh) FOM ($/kW/y) Heat rate (MMBtu per MWh) Average plant size (MW) Maximum Capacity (MW)

North 41,220 3,919 11,755 13,588 1.0 55.1 10.0 400
West 87,431 5,812 28,890 37,398 0.9 55.1 9.1 400
South 40,965 5,150 10,868 16,368 1.1 55.1 10.6 450
East 39,080 4,010 5,295 5,895 0.9 55.0 10.5 440

Coal Coal

Northeast 750 0 0 250 1.0 55.0 9.8 230
North 5,752 179 685 910 1.2 9.4 7.8 480
West 10,239 870 2,686 3,022 1.5 12.0 6.9 410
South 6,505 1,147 1,948 2,115 1.4 11.0 6.2 470CCGT Natural gas

Northeast 1,306 19 351 390 1.9 10.8 7.7 140
North 1,720
West 3,240Nuclear Uranium
South 3,820
North 2,431 9,721
West 678.75 6,835
South 2,934 5,336
East 463 1,906

Biomass Biomass

Northeast 0 274
South 761.58Backup Diesel Northeast 36

Table D.9: National thermal power parameters [9, 17, 5, 10, 12, 18, 19, 20]
Resource Fuel VOM ($/MWh) FOM ($/kW/y) Start cost ($/MW) Start fuel (MMBtu/ MW) Heat rate (MMBtu/ MWh) Min up time (hours) Min down time (hours) Ramp up Ramp down Min stable power Max power Average plant size (MW) Lifetime
Coal Coal 236.8 24 24 60% 60% 55% 90% 30
CCGT Natural gas 106.5 8 8 100% 100% 50% 90% 30
Nuclear Uranium 0.6 75 1,000 10.1 36 36 90% 90% 1,000 40
Biomass Biomass 0 37.88 16.7 24 24 60% 60% 55% 90% 1 20
New Coal Coal 0.9 30 214 0 9.5 24 24 60% 60% 45% 90% 620 30
New CCGT Natural gas 1.5 10 106.5 0 6.6 8 8 100% 100% 33% 90% 573 30
New OCGT Natural gas 7 11 96 0 9.1 2 2 100% 100% 26% 90% 384 30
Backup Diesel 0 0 0 10.9 0 0 100% 100% 90%
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Table D.10: Hydro power existing capacity and parameters [9, 17]

2020 Capacity (MW)
Resource North West South East Northeast VOM ($/MWh) FOM ($/kW/y) Lifetime Efficiency Up/down Power to energy ratio Initial hydro level (% of reservoir)

Hydro reservoir 7,103 5,494 7,429 4,217 2,061 0 34.85 50
North 7,103 8.89 × 10−4 0
West 5,494 6.19 × 10−4 0
South 7,429 4.18 × 10−4 0
East 4,217 1.1 × 10−3 0

Northeast 2,061 8.24 × 10−3 0
Hydro run-of-river 16,235 1693 2,430 1,417 839 0 34.85 50

North 16,235
West 1,693
South 2,430
East 1,417

Northeast 839
Pumped hydro storage 1,840 2,005 940 34.85 50 89.4% 0.083333

Table D.11: Existing Variable Renewable Energy [9, 5, 12, 13, 14, 15, 16]

Interconnection cost ($/MW) Maximum capacity (MW)
2020 capacity (MW) Minimum

retire-
ment
in 2050
(MW)

Lifetime Bin 1 Bin 2 Bin 3 Bin 1 Bin 2 Bin 3

W
in

d North 7,267 7,267 25 5,323 11,910 8,357 1,381,894 572,033 779,177
West 19,659 19,659 25 5,253 6,468 4,593 1,078,581 1,093,093 458,577
South 22,979 22,979 25 6,251 5,645 5,860 758,149 168,913 745,844

S
ol

ar

North 8,393 8,393 30 7,724 24,726 6,198 898,332 114,045 1,106,127
West 10,889 10,889 30 5,251 7,997 5,159 774,465 898,509 402,062
South 21,522 21,522 30 5,259 7,041 5,660 376,212 234,610 265,542
East 1,100 1,102 30 4,139 4,656 4,980 183,627 301,833 129,668
Northeast 323 323 30 6,033 5,347 56,541 152,712 45,735 40,998
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Variable renewable energy resource characterization

Supplementary information pertaining to the renewable resource supply curve for-
mulation of Chapter 5 section 5.2.4.

Fig. D-14 describes our approach to generate parameters used to parameterize VRE
resource availability in the GenX model. First, we translate wind and solar resource
data available for each location from the Renewable Energy Potential Model (reV)[12]
into hourly normalized power output (or capacity factor (CF)) profiles. For wind, this
is done using the power curve of the Siemens Gamesa 126/2500 [244] wind turbine
with hub height 84 meters, while for solar, we model a single-axis tracking, horizon-
tally oriented PV system using the NREL System Advisor Model[245]. Second, we
estimate the land area available for wind and solar generation based on 2005 land
use and land coverage classifications across India [16] and considering constraints on
elevation [15]. Similar to [13] we restrict land usage for solar development to: shrub-
land, wasteland, salt pan, grassland, while land eligible for wind development also
cropland, barren and fallow land. We further exclude parcels of land with a slope
greater than 5% for solar development and 20% for wind development. We use 32
MW/km2 and 4 MW/km2 for spatial density of solar and wind resources respectively
[9] to convert available land area within each grid cell (25𝑘𝑚2 resolution) into name-
plate capacity that can be deployed. Third, we identify the closest point sampled
from reV to associate a CF profile to each pixel. Fourth, we identify the cost of in-
terconnection of each pixel by extending a straight line from the centroid of the pixel
to the minimum cost substation by factoring voltage dependent cost of interconnec-
tion with distance. Here substation data is sourced from from OpenStreetMaps [14].
Fifth, we aggregate different resource sites into a small number of resource bins (3
for wind and 3 for solar for each zone) that can be represented in the GenX model
based on clustering the sites using the levelized cost of energy (LCOE) metric. The
LCOE for each site is computed using site-specific CF and interconnection costs as
well as capital costs and Fixed O&M costs from NREL Annual Technology Baseline
(ATB) 2020 [5] (utility-scale PV and class 6 wind data). Parameter inputs developed
to characterize each resource bin in the GenX model [157] include : a) hourly CF,
computed as the weighted average CF for sites within each bin, where the weights
correspond to the developable area associated with that site., b) total developable
capacity and c) weighted average annualized interconnection cost associated with
each bin.

India’s growth in the twenty-first century can most closely compared to China’s
with China ahead of India with respect to VRE capacity installation [10]. Given
how China has been deploying VRE for a longer time, there are more data points
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to fit a Gompertz growth curve [80]. We use the Gompertz sigmoid function to
simulate slow initial adoption, rapid ramp-up followed by slow progress which is
a good representation of new technology deployment. Results of the curve fitting
are shown in Supplementary Table D.12. In 2019, India had 37.5 GW of wind
and 33.7 GW of solar capacity installed nationally [10]. These capacity values are
inserted in their corresponding fitted Gompertz curve to map to the year China
was at that capacity. The mapped years are 2014 and 2010 for solar and wind
respectively. Projecting the decadal installation limits are then extracted from the
curves with the starting points being the identified mapped years. Results are shown
in Supplementary Table D.13.

Table D.12: Gompertz curve fitting results

Parameter Solar Wind
𝐴 2,952.55 -1,119.48
𝜇 89.53 39.40
𝑑 2,018.93 2,042.84
𝑦0 -5.69 1,042.94
R-squared 0.999434 0.996302

Table D.13: Decadal VRE installation limit (MW) for the reference case

Resource 2020 2030 2040 2050
Wind 0 171,000 320,000 364,000
Solar 0 443,000 854,000 746,000
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Appendix E

Supplementary information —
Chapter 6

Supporting information relevant to the autoencoder-based dimensionality reduction
of time series clustering algorithms for electricity resource capacity expansion plan-
ning optimization problems of Chapter 6.

Table E.1: Input data considered in statistical analysis. Complete description of
each parametric scenario, including description of low, medium and high technology
cost assumptions.

Solar Tracking Load Year Technology Cost CO2 $/tonne
Single 2018 Low 50
Dual 2019 Mid 100

2020 High 500
1,000
1,500
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Figure E-1: Installed capacity (top) and annual generation (bottom) for reduced-
space CEM (RCEM) results and full-space CEM results for three bus network. Re-
sults based on RCEM using 𝑘 = 8 for ERCOT load year 2020, mid-range VRE
technology cost, 1,000 $/tonne CO2 price.
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Table E.2: Autoencoder parameters. Encoder maximum pooling layer size is divisible
by flattened time series of one period to satisfy dimensionality reduction to cluster
latent representation by 𝑘.

Parameter Value
Filter size 50
Kernel size 10

Stride 1
Pooling Cluster size (𝑘)

Long-short term memory (LSTM) Units 50
Deconvolution size 10

Table E.3: Standard deviation of capacity error metric grouped by cluster number 𝑘
for the eight bus system. Row-wise color mapping: red is highest and green is lowest.

I k-means I/O k-means Type 1 Type 2 Type 3
4 30.24 39.35 46.33 34.27 37.87
8 29.3 35.83 29.39 31.25 26.69
20 27.86 26.1 29.64 26.8 24.72
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Appendix F

Supplementary information —
Chapter 7

Input information relevant to the Regret Monte Carlos Tree Search case study of the
Odisha problem of Chapter 7.

Table F.1: Capital expenditure costs for each node for the three node case study.

S0 S1 S2
PV ($/kW-AC) 1,354 1,095 836
Li-ion ($/kWh) 299 206 168
Li-ion ($/kW) 260 179 146
Diesel ($/kW) 400 400 400

Table F.2: Operational expenditure costs for each node for the three node case study

S0 S1 S2
PV ($/kW-yr) 16 13 10
Li-ion ($/kW-yr) 36 25 20
Fuel cost ($/gal) 2.2 2.2 2.2
Diesel ($/kW) 100 100 100
Grid ($/kWh) 500 500 500
VoLL ($/kWh) 1000 1000 1000
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Table F.3: Decision-dependent external event realization probabilities for leaf nodes
1 and 2.

S1 S2
E1 E2 E3 E1 E2 E3

D1 0.7 0.05 0.25 0.5 0.15 0.35
D2 0.8 0.05 0.15 0.6 0.15 0.25
D3 0.95 0.05 0 0.85 0.15 0

Table F.4: Decision and external event dependent load projections for leaf nodes 1
and 2.

S1 S2
E1 E2 E3 E1 E2 E3

D1 1,200 1,200 600 1,400 1,400 700
D2 1,600 1,600 800 1,800 1,800 900
D3 1,800 1,800 900 2,000 2,000 1,000
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Appendix G

Code availability

All the code developed for this thesis is published on a university Github repository:
https://github.mit.edu/mbarbar/phd-thesis.

G.1 Demand forecasting model
https://github.mit.edu/mbarbar/phd-thesis/tree/master/demand-forecast

G.2 Real options model
https://github.mit.edu/mbarbar/phd-thesis/tree/master/roma

G.3 Design and dispatch optimization model
https://github.mit.edu/mbarbar/phd-thesis/tree/master/optmodel

G.4 Autoencoder model
https://github.mit.edu/mbarbar/phd-thesis/tree/master/autoencoder
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G.5 Regret MCTS model
https://github.mit.edu/mbarbar/phd-thesis/tree/master/mcts
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