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Abstract

Extensive research has been conducted over the last half-century to develop models of semicon-
ductor devices for use in circuit analysis and simulation. Such models typically fall into one of two
categories: “Cheap” analytical models that can be solved quickly but introduce significant error,
and “expensive” physics-based models that achieve high accuracy at the price of prohibitive com-
putation time. As electronic circuits grow to contain billions of active devices, there is a pressing
need for new models that are both accurate and fast to compute.

In this thesis, we introduce Semiconductors.jl, a new semiconductor simulation tool writ-
ten in the Julia programming language. We use Semiconductors.jl to implement performant
surrogate models that approximate the behavior of fine-grained technology computer-aided de-
sign (TCAD) device models using a coarsified grid. The resulting surrogate models are shown to
approximate the current-voltage characteristics of the fine-grained models to within a maximum
error of 0.1% while using less than one tenth as many discretization nodes as the fine-grained
baseline model.
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Chapter 1

Introduction

There is a growing need for performant, accurate models of semiconductor devices. Simula-
tion is an integral part of the engineering design process, and many widely used simulators like
SPICE [104] use outdated models for transistors and diodes that have little use in modern elec-
tronics. The prevalence of complex semiconductor devices like heterojunction bipolar transistors
(HBTs) [58, 98], FinFETs [65] and vertical nanowire FETs [50], along with aggressive downscaling
of device dimensions into the 1 nm regime [29], has driven a shift toward physics-based device
simulators. Such simulators generally rely on technology computer-aided design (TCAD) models
of devices to accurately predict their physical characteristics [11]. This is accomplished by solving
a system of partial differential equations (PDEs) that govern the transport of electrons and holes
in the device.

Physics-based simulators provide superior accuracy to other simulation methods at the expense
of significantly increased runtime. While SPICE models are designed to give fast convergence in
a wide variety of operating conditions, the PDE systems arising in semiconductor physics are
often stiff, a term broadly used to describe difficult numerical problems. Circuit level simulations
based on TCAD models have thus historically been intractable due to computational expense and
convergence difficulties. One approach to circumvent this difficulty has been to apply traditional
machine learning techniques to electronic device simulation. Simply training a data-driven model
on the characteristics of a semiconductor device often lacks the predictive capability demanded by
high-volume engineering applications [69]. Any model used to simulate semiconductor devices
must be linked to the underlying physics when explainable, repeatable results are desired.

The emerging field of scientific machine learning seeks to establish a connection between compu-
tational physics and machine learning. A wide range of scientific machine learning tools have been
developed that promise to accelerate many domains within scientific computing [126]. Universal
differential equations (UDEs), which use machine learning techniques to augment models based
on differential equations, have gained particular attention in recent years. The advent of automatic
differentiation (AD), a class of techniques used to evaluate gradients of computer programs, has
allowed many computationally expensive models to be surrogatized in a resource-efficient manner
through the use of gradient-based optimization.

In this work, we leverage automatic differentiation to create surrogate models of semiconductor
devices in a physics-based simulation environment. We introduce Semiconductors.jl, a new
simulation tool built with the Julia programming language that contains a fully AD-compatible
device simulator. We propose several TCAD models of common diodes, bipolar junction transistors
(BJTs) and MOSFETs to serve as candidates for surrogatization. Using Semiconductors.jl and
other scientific machine learning packages, we create performant, coarse-grained surrogate models
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of 1D and 2D silicon diodes and train the surrogates to minimize error in their I-V curves. The
trained surrogates are shown to be accurate to within a maximum error of 0.1% with respect to the
fine-grained baseline model.

The remainder of this thesis is structured as follows: Chapter 2 reviews the physics un-
derlying device simulation, introduces the key numerical and computational methods used by
Semiconductors.jl and discusses related work in surrogatization and inverse design. Chapter 3
describes the implementation of Semiconductors.jl and provides documentation for its public
methods. Chapter 4 presents experimental results on the characteristics and the surrogatization
of the device models implemented in Semiconductors.jl. Chapter 5 concludes the thesis and
outlines several directions for future work. Appendix A contains derivations related to the dis-
cretized semiconductor equations. Finally, Appendix B contains additional results on the character
of solutions to the semiconductor problem in the models implemented by Semiconductors.jl.
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Chapter 2

Theory

2.1 Semiconductor physics

2.1.1 Compact models

Circuit-level simulation of semiconductor devices has traditionally relied on compact models, which
relate terminal voltages and currents directly through a set of equations. The model equations may
be derived empirically through curve-fitting, or the model may be a collection of simpler circuit
elements such as resistors and diodes whose behavior closely approximates that of the device of
interest. The most common models combine both approaches, using complex networks of passive
components whose values vary nonlinearly with operating conditions.

Perhaps the earliest example of a compact semiconductor model is the ubiquitous Shockley
diode equation, introduced in 1949 by physicist William Shockley [140]. Succinctly, the model
gives the current through a semiconductor diode as

I = IS

(︃
e

VD
VT − 1

)︃
,

where IS is a parameter, VD is the forward bias voltage, and VT = kT/q is the thermal voltage.
This model was instrumental in the development of early solid-state circuits and is widely used in
hand analysis to this day. The physics introduced in [140] naturally extended to bipolar junction
transistors (BJTs).

The modeling of BJTs began in 1954 with the Ebers-Moll model [34]. This model used identical
assumptions to the Shockley diode equation, leading to the following equations for collector
current (IC) and emitter current (IE):

IC = IS

(︃
e

VBE
VT − 1

)︃
− IS

αR

(︃
e

VBC
VT − 1

)︃
, IE =

IS

αF

(︃
e

VBE
VT − 1

)︃
− IS

(︃
e

VBC
VT − 1

)︃
,

where VBE is the base-emitter voltage, VBC is the base-collector voltage, IS is a device parameter,
and βF = αF/(1 − αF) and βR = αR/(1 − αR) are the forward and reverse current gains, which
were further assumed to be constant. This model was found to be overly simplistic in [56], in
which the authors derived the Gummel-Poon bipolar model, which has remained in widespread
use since its introduction in 1970. Most notably, the Gummel-Poon model allows βF to vary
with operating conditions, closely approximating the behavior of actual BJTs. Additionally, this
model incorporated the Early effect, which models the increase in collector current (IC) of a BJT as
collector-emitter voltage (VCE) is increased.
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Table 2.1: Comparison of analytical BJT and MOS models.

Model
Device

type
Year

introduced
Number of
parameters Reference

Ebers-Moll BJT 1954 3 [34]
Gummel-Poon BJT 1970 21 [56]
SPICE Gummel-Poon BJT 1973 39 [104]
VBIC BJT 1995 85 [97]
Mextram 505 BJT 2017 121 [108]
Schichman-Hodges MOS 1968 14 [138]
SPICE empirical MOS 1973 22 [112]
BSIM3 v3.2 MOS 1998 144 [88]
BSIM4 v4.8.2 MOS 2020 349 [25]

The original Gummel-Poon model was considerably extended in the implementation of the
SPICE circuit simulator in 1973, resulting in a model today known as the “SPICE Gummel-Poon”
model, or SGP [104]. The SGP accounts for temperature dependence in numerous device char-
acteristics, in addition to the improvements offered by the standard Gummel-Poon model [141].
Further improvements to bipolar device modeling include the Vertical Bipolar Inter-Company
Model (VBIC) [97] and the Most EXquisite TRAnsistor Model (Mextram) [108], which require
on the order of 100 parameters to model complex effects such as parasitic substrate transistors
and avalanche breakdown of the base-collector junction. Table 2.1 shows the growth in model
complexity over time, both in these BJT models and in common MOS models.

2.1.2 Drift-diffusion model

Accurate, physics-based simulation of electronic devices requires a mathematical model for the
transport of charged particles in a semiconductor lattice. The primary charge carriers are electrons
and holes, which carry negative and positive charge, respectively. The most basic physical model
for carrier transport is the drift-diffusion model. This model accounts for both drift, carrier motion
due to excitation by an electric field, and diffusion, the tendency of carriers to move from areas of
high concentration to areas of lower concentration [43]. In other fields, the drift-diffusion model
is referred to as the convection-diffusion model, which has been used in applications ranging from
fluid flow models in physics to options valuation in finance [132].

The drift-diffusion model is usually formulated as a system of three coupled, nonlinear partial
differential equations (PDEs). The system results from coupling Poisson’s equation with the conti-
nuity equations, which ensure conservation of charge for electrons and holes [146]. The unknown
quantities are the electrostatic potentialψ, and two quantities relating to the carrier concentrations.
These may be either the electron and hole densities n and p, or the electron and hole quasi-Fermi
potentials ϕn and ϕp. Generally, the system is given as

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

∇ · (εE) + q(n − p − Γ) = 0
G −U + 1

q∇ · Jn = 0

G −U − 1
q∇ · Jp = 0

, (2.1)

where ε is the permittivity at each point in space, Γ is the net ionized impurity concentration, E =
−∇ψ is the electric field, q is the electron charge, G and U are the net generation and recombination
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rates, and Jn and Jp are the electron and hole current densities. The current densities may be
expressed in terms of ϕn and ϕp as

Jn = −qnµn∇ϕn, Jp = −qpµp∇ϕp, (2.2)

where µn and µp are the electron and hole mobilities [39].
With typical doping concentrations (on the order of 1 × 107 µm−3 or less), a semiconductor

is said to be nondegenerate, in which case the Boltzmann approximation for carrier distributions
holds [90, 121]. In this case, the quasi-Fermi potentials are approximated as

ϕn = ψ − VT ln
(︃ n
ni

)︃
, ϕp = ψ + VT ln

(︃ p
ni

)︃
, (2.3)

where VT = kT/q is the thermal voltage (≈ 25.85 mV at room temperature) and ni is the intrinsic
carrier concentration [39]. Substituting (2.3) into (2.2) gives the current densities as

Jn = −qnµn∇

(︃
ψ − VT ln

(︃ n
ni

)︃)︃
= −qnµn∇ψ + qµnVT∇n, (2.4)

Jp = −qpµp∇

(︃
ψ + VT ln

(︃ p
ni

)︃)︃
= −qpµp∇ψ − qµpVT∇p. (2.5)

Substituting (2.4) and (2.5) into (2.1) and recalling that E = −∇ψ gives the full system in terms of
only ψ, n and p: ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

∇ ·
(︁
ε∇ψ

)︁ − q(n − p − Γ) = 0
G −U + ∇ ·

(︁
µn

(︁
VT∇n − n∇ψ

)︁)︁
= 0

G −U + ∇ ·
(︂
µp

(︁
VT∇p + p∇ψ

)︁)︂
= 0

. (2.6)

This system is commonly referred to as the Van Roosbroeck system and was first formulated by Van
Roosbroeck in 1950 [156].

2.1.3 Equilibrium conditions

With appropriate boundary conditions, the Van Roosbroeck system can be solved for any operating
conditions to yield ψ, n and p when current flows through the device. In some cases, it is useful
to study a special case of this system where no current flows. This is referred to as the thermal
equilibrium state. In thermal equilibrium, the law of mass action requires np = n2

i [43]. This
assumption, along with the Boltzmann approximation, allows the carrier densities to be expressed
directly in terms of ψ as

n = ni exp
(︄
ψ

VT

)︄
, p = ni exp

(︄
− ψ

VT

)︄
. (2.7)

Clearly, np = ni2 in this case. Substituting the expressions from (2.7) into the first equation in (2.6)
allows the potential to be determined as the solution of only a single PDE:

∇ ·
(︁
ε∇ψ

)︁ − q
(︄
2ni sinh

(︄
ψ

VT

)︄
− Γ

)︄
= 0. (2.8)

Equation (2.8) is known as the Poisson-Boltzmann equation [43]. Unlike the Van Roosbroeck system,
it allows an entire semiconductor device to be simulated by solving only one differential equation
for ψ. When solved numerically by discretization, this reduces the number of coupled equations
by a factor of 3, leading to quicker nonlinear solves, and computational experience shows that the
Newton process is less likely to diverge with poor initial conditions when only this equation is
considered.
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Figure 2.1: Electrostatic potential and electron and hole concentrations as a function of net doping
concentration under charge-neutrality conditions.

2.1.4 Charge neutrality

A further simplification can be made to the Van Roosbroeck system by imposing charge neutrality.
This means that the charge carried by mobile electrons and holes in a region is exactly cancelled
by the fixed charge of the ionized dopant atoms. Equivalently, this requires that n − p = Γ in
charge-neutral regions. Substituting the equilibrium carrier concentrations from (2.7) gives the
potential in closed-form as a function of the doping concentration:

2ni sinh
(︄
ψ

VT

)︄
= Γ =⇒ ψ = VT sinh−1

(︃
Γ

2ni

)︃
. (2.9)

From (2.9) we may also determine n and p:

ψ = VT sinh−1
(︃
Γ

2ni

)︃
= VT ln

⎛
⎜⎜⎜⎜⎜⎜⎝
Γ

2ni
+

√︄

1 +
(︃
Γ

2ni

)︃2
⎞
⎟⎟⎟⎟⎟⎟⎠

=⇒ n = ni exp
(︄
ψ

VT

)︄
=
Γ

2
+

√︄

n2
i +

(︃
Γ

2

)︃2
, p = n − Γ = −Γ

2
+

√︄

n2
i +

(︃
Γ

2

)︃2
. (2.10)

Equations (2.9) and (2.10) are imposed at Dirichlet boundary conditions in device simulation [42,
105, 120]. Together, they describe an ohmic contact, an idealized metal-semiconductor interface
at which excess electrons and holes immediately recombine to achieve charge neutrality [43].
The behavior of the potential and carrier concentrations as a function of doping concentration
is illustrated in Figure 2.1. When |Γ| ≫ 0, the potential varies logarithmically with the doping
concentration. Additionally, the majority carrier concentration approaches |Γ| at high doping
concentrations, and the minority carrier concentration decreases to maintain np = ni2.

The charge-neutrality conditions are further useful as a method to provide initial guesses for
the coupled solution of the Van Roosbroeck system under non-equilibrium conditions [38]. Com-
putational experience shows that charge-neutrality initial conditions are necessary for convergence
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Figure 2.2: Illustration of boundary condition interface types in a simplified 2D MOSFET model.
Thickened regions of the device outline represent Ohmic contacts.

in many situations, particularly when large doping gradients are involved (as in the base-emitter
junction of a BJT).

2.1.5 Boundary conditions

In a semiconductor device, there are five types of interfaces along which boundary conditions
must be imposed:

1. Metal-semiconductor interface: Represents an ideal Ohmic contact.

2. Metal-insulator interface: Represents a metal or polysilicon contact bordering an insulator
region. Typically used to model gate contacts in field-effect transistors.

3. Semiconductor-semiconductor interface: Represents a junction between two semiconductor
materials with discontinuous parameters, such as permittivity, carrier lifetime, or intrinsic
carrier concentration. Does not apply to discontinuous doping profiles, which are naturally
handled through the PDE formulation. This enables simulation of heterojunction devices.

4. Semiconductor-insulator interface: Represents a semiconductor region bordered by an
insulating material. Typically used in gate regions of field-effect transistors or in other 2D
devices where a boundary mesh is necessary.

5. Artificial boundary: Represents a nonphysical exterior boundary. This is required so that
field lines in E, Jn and Jp are contained within the simulated region.

Figure 2.2 shows an example of each type of interface in a typical 2D MOSFET model. The
presence of semiconductor-semiconductor interfaces at the drain and source regions depends on
some discontinuous device parameter. The most common example in a MOSFET would be carrier
lifetimes, assuming the n-type and p-type silicon have different properties.
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Figure 2.3: Example simulation of 1D diode under heavy reverse bias (VR = 50 V) showing
boundary layers in carrier concentrations: along entire device length (left), and near the Ohmic
contacts, with distance plotted in log-scale.

Dirichlet boundary conditions are imposed at Ohmic contacts to enforce charge neutrality.
Specifically, the potential is constrained by (2.9) and the carrier concentrations are constrained
by (2.10). Under non-equilibrium conditions, (2.9) may be modified to include an external bias
voltage V:

ψ = V + VT sinh−1
(︃
Γ

2ni

)︃
, (2.11)

where V should be constant along each contact, but Γmay vary depending on the device of interest.
Importantly, this means that the Dirichlet boundary condition for the potential may have many
different values along a single contact; in fact, this is usually the case for 2D devices with contacts
in multiple orientations such as BJTs and MOSFETs.

This method of setting Dirichlet boundary conditions amounts to defining a voltage-controlled
contact, in that the contact voltage is an independent variable, and the current through it is
determined by the simulator. This method can occasionally create boundary layers near the contacts,
where the carrier concentrations abruptly increase over an unphysically small distance [93, 113].
Such boundary layers can lead to slow convergence with coarse meshes, and numerical error can
result near the contacts if appropriate discretization schemes are not used. The boundary layers
are less abrupt and can typically be resolved with uniform meshing if carrier concentrations are
used in the PDE system, but the boundary layer width may be extremely small (on the order of
1 × 10−30 m under heavy reverse bias) if quasi-Fermi potentials are used [37].

Figure 2.3 shows an example of boundary layers in the carrier concentrations for a 1D diode.
In this example, the donor and acceptor doping concentrations are ND = NA = 1 × 103 µm−3. The
junction is abrupt, and the applied reverse bias voltage is VR = 50 V. Under these non-equilibrium
conditions, boundary layers of approximately 1 nm width form near the Ohmic contacts in both
the electron and hole concentrations. This width would be much smaller if quasi-Fermi potentials
were used in the discretization instead of carrier concentrations—as the authors of [37] note, “it is
both physically questionable and numerically hopeless to resolve this length scale explicitly.”
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Dirichlet boundary conditions are also enforced at metal-insulator interfaces to simulate gate
contacts. Typically, space charge inside the insulator regions is assumed to be negligible, so only
the Poisson equation is solved in those regions [120]. The potential at the surface of the insulator
region is then constrained by

ψ = V + ϕms, (2.12)

whereϕms is the metal workfunction difference potential [109]. A typical value for an n+polysilicon
contact with ND ≈ 1 × 108 µm−3 is ϕms = 550 mV [144]. More sophisticated models exist for
polysilicon contacts, but it is common to assume that any voltage dropped within the polysilicon
is negligible due to its high conductivity [170].

Neumann boundary conditions are enforced at all remaining interfaces [38, 105, 109, 120, 160].
Specifically, we require

E · n̂ = Jn · n̂ = Jp · n̂ = 0,

where n̂ is the outward-facing normal to the interface. This method of confining the electric field
and current density streamlines within the device can sometimes lead to unphysical results when
interactions between the device and its environment are important. In this case, a background
mesh can be used, where a large insulating region is added around the device of interest. The
permittivity of this insulating region can be changed to, for example, that of a vacuum or that of
air. This can also allow simultaneous solution of the Maxwell equations in 3D if a time-dependent
simulation is desired [32].

2.1.6 Recombination models

The quantity U in (2.6) is the net recombination rate. Accurate modeling of carrier recombination
is essential to non-equilibrium simulation of electronic devices. The three main recombination
processes in semiconductor devices are band-to-band radiative recombination, the Auger process
and Shockley-Read-Hall recombination [35, 38, 120, 146]. Radiative recombination occurs when a
conduction band electron spontaneously transitions to the valence band, emitting a photon in the
process. The radiative recombination rate is

UR = cr
(︂
np − n2

i

)︂
, (2.13)

where cr is typically 1.8 × 10−3 µm3/s in silicon [109].
The Auger effect was first observed in 1922 and results when an electron and hole recombine

directly, transferring energy to a third carrier in the process [101]. The Auger recombination rate is

UA = (cnn + cpp)
(︂
np − n2

i

)︂
, (2.14)

where cn is typically 1.0 × 10−7 µm6/s and cp is typically 2.3 × 10−7 µm6/s in silicon [109].
Shockley-Read-Hall recombination is the primary recombination process in most silicon semi-

conductors [42, 146]. The effect was first published in 1952 by William Shockley and William
Thornton Read and described a process by which carriers exchange energy with the semiconduc-
tor lattice in intermediate energy states called traps [139]. Traps are caused by impurities in the
semiconductor lattice, and the majority of Shockley-Read-Hall recombination is caused by traps
near the middle of the band gap [109]. The Shockley-Read-Hall recombination rate is

USRH =
np − n2

i

(n + ni)τp + (p + ni)τn
, (2.15)
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where τn and τp are the carrier recombination lifetimes, which may vary significantly depending on
doping levels and fabrication processes [109].

In theory, the net recombination rate may be found by combining (2.13), (2.14) and (2.15) to
yield U = UR + UA + USRH. In practice, either U = UA + USRH [120] or just U = USRH [42, 89] is
used in numerical simulation due to the relative insignificance of the other mechanisms in most
silicon devices.

2.1.7 Scattering phenomena

Three quantities of great interest in the system in (2.6) are the generation rate G and the mobilitiesµn
and µp. These quantities are typically used to model scattering phenomena—interactions between
mobile charge carriers and the semiconductor lattice. In semiconductor physics coursework, it is
typically assumed that G = 0 and that the carrier mobilities are constant. While this simplifies
hand calculations and allows for intuitive understanding of electronic devices, these parameters
can vary over several orders of magnitude with numerous properties of the device [121].

It is well known that carrier mobility is significantly degraded in the presence of high electric
fields [43, 117, 146]. Under low-field conditions, the drift velocity of electrons and holes is
proportional to ∥E∥, the magnitude of the electric field. As the electric field is increased, mobile
carriers suffer an increasing number of collisions with the semiconductor lattice until they cannot
be accelerated any further. The velocity of the carriers at this point is known as the saturation
velocity, and numerous analytical models exist to simulate this effect computationally [43]. A
widely used model is the Caughey-Thomas model, first introduced by Caughey and Thomas in
1967 [16]. This model gives the mobilites as

µn =
µn0

(︂
1 + (∥E∥/Ecn)βn

)︂1/βn
, µp =

µp0
(︃
1 +

(︂
∥E∥/Ecp

)︂βp
)︃1/βp

, (2.16)

where µn0 and µp0 are the low-field mobilities, Ecn and Ecp are the critical electric fields, and βn and
βp are fitting parameters. The parameter values given in [16] are repeated below:

µn0 = 4.870 × 1010 µm2V−1s−1, µp0 = 1.375 × 1011 µm2V−1s−1,

Ecn = 1.95 V/µm, Ecp = 8.00 × 10−1 V/µm, βn = 2.0, βp = 1.0. (2.17)

Other values for the parameters have been proposed, but the original values given in (2.17) remain
common in the literature [35]. This model can also be extended to account for mobility degradation
at high doping levels; however, this effect can be negligible in non-degenerate semiconductors with
low doping levels [16].

Impact ionization is the process by which electrically excited charge carriers transfer energy
to atoms in the semiconductor lattice and generate additional charged carriers [146]. The effect
of impact ionization on the Van Roosbroeck system is similar to that of recombination, except
that carriers are added to the system instead of removed. Under high-field conditions, impact
ionization can be the dominant cause of current flow in a device, particularly in reverse-biased
PN junctions. The process by which current multiplies rapidly under heavy reverse bias in a PN
junction is known as avalanche breakdown and can be destructive at high current levels [31, 67].

In general, the rate of carrier generation due to impact ionization is

G =
1
q

(︂
αn∥Jn∥ + αp

⃦⃦
⃦Jp

⃦⃦
⃦
)︂
, (2.18)
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where αn and αp are the ionization coefficients of electrons and holes [146]. Several expressions
exist for the ionization coefficients; their defining characteristic is that the coefficients increase
abruptly with ∥E∥ for at least some values of ∥E∥. This general form was proposed by Chynoweth
in 1958, who conjectured that the ionization coefficients could be written as a exp(−b/∥E∥) for some
constants a and b [19]. This conjecture was experimentally validated over the next three decades,
eventually leading to the model

αn = α
∞
n exp

(︃
− Ein

∥E∥
)︃
, αp = α

∞
p exp

(︄
− Eip

∥E∥
)︄
, (2.19)

where α∞n and α∞p are the limiting values of αn and αp as ∥E∥ → ∞, and Ein and Eip are constants.
Several values for these parameters are summarized by Selberherr in [136].

Other models for the ionization coefficients include the model proposed by Thornber in 1981,
which has the form

α =
q∥E∥

Ei
exp

(︄
− Fi

∥E∥(1 + ∥E∥/Fr) + FkT

)︄
,

where Ei, Fi, Fr and FkT are parameters with distinct values for electrons and holes [149]. More
recently, nonlocal models such as the lucky electron model have emerged that rely on values along the
entire device to compute the generation rate at a single point in space [72]. While all three models
have proven to be physically accurate in some situations, the expressions in (2.19) are often used
in device simulation for simplicity [35].

2.1.8 Extensions to drift-diffusion

As device dimensions have decreased, it has become necessary to revisit many of the classical
assumptions made in device physics. Modern device simulators must account for an increasing
number of nanometer-scale phenomena to produce reliable results [85]. Perhaps the most limiting
assumption of the system in (2.6) is the Boltzmann approximation, which only holds for nonde-
generate semiconductors. Modern silicon devices frequently make use of degenerate doping con-
centrations, with values on the order of 1 × 108 µm−3 or higher being common in 10 nm CMOS [87,
121]. The Boltzmann approximation can overestimate the carrier concentrations in degenerate
semiconductor regions and underestimate the electrostatic potential at Ohmic contacts [38].

To address this limit, the Fermi-Dirac statistics may instead be used to model carrier concen-
trations in device simulation. As a consequence of this choice, the quasi-Fermi potentials ϕn and
ϕp cannot generally be written in closed-form as a function of the carrier concentrations n and p.
Thus, the charge neutrality relationships in (2.10) and (2.9) no longer hold and must be determined
by a nonlinear solver [38]. The use of Fermi-Dirac statistics is further complicated by its use of the
Fermi-Dirac integral of order 1/2:

F1/2
(︁
η
)︁
=

2√
π

∫︂ ∞

0

√
x

ex−η + 1
dx . (2.20)

The function F1/2
(︁
η
)︁

is analytic for η ∈ R, but evaluating it numerically poses considerable diffi-
culty [77]. Several approximations have been proposed to allow accurate computation of (2.20)
with minimal overhead. An elegant approximation is given by Bednarczyk in [9]:

F1/2
(︁
η
)︁ ≈ 4

3
√
π

⎛
⎜⎜⎜⎜⎝

1

a
(︁
η
)︁−3/8 + exp

(︁−η)︁
⎞
⎟⎟⎟⎟⎠ , where

a
(︁
η
)︁
= η4 + 33.6η

(︂
1 − 0.68 exp

(︂
−0.17

(︁
η + 1

)︁2
)︂)︂
+ 50. (2.21)
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Figure 2.4: Relative error of Fermi-Dirac approximations given in [9] (left) and in [20] (right).

The error of this approximation is below 0.4% for all η ∈ R. Other approximations for F1/2
(︁
η
)︁

include that given in [20], which maintains an error below 1 × 10−8 for all η ∈ R but is more
computationally expensive to evaluate. The relative errors of these approximations are shown in
Figure 2.4. The exact values of F1/2

(︁
η
)︁

were computed using Mathematica 12.1, which gives the
integral as

F1/2
(︁
η
)︁
= −Li3/2 (−eη) = −

∞∑︂

k=1

e−kη

k3/2
,

where Li3/2(z) is the polylogarithm function of order 3/2.
Beyond carrier statistics, other physical models can replace or augment drift-diffusion if sub-

micron accuracy is desired. The hydrodynamic model allows the temperature of the charge carriers
to be different from the lattice temperature and accounts for energy conservation in both electrons
and holes [162]. Each additional temperature adds an equation to the Van Roosbroeck system,
resulting in a total of 5 coupled PDEs. The lattice temperature can additionally be modeled as non-
constant to account for self-heating effects. In this case, the heat equation is solved self-consistently
with the transport equations, resulting in a system of 6 equations if the hydrodynamic model is
used, or 4 equations if the drift-diffusion model is used [109]. More complex models include the
Boltzmann Transport Equation and quantum models based on the Schrödinger equation. Such
models often rely on a Monte Carlo approach to model carrier transport at the level of individual
electrons and holes and are considerably more expensive to evaluate than deterministic models [8,
130, 160, 161].

2.2 Numerical methods

2.2.1 Finite difference methods

Ordinary differential equations (ODEs) with only one independent variable can often be solved
using generic differential equation solvers such as those provided in DifferentialEquations.
jl [124]. For many partial differential equations (PDEs), however, it is difficult or impossible
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to successfully apply general solution methods. The Van Roosbroeck system is no exception,
and many approaches have been developed to reliably and accurately provide convergence for
semiconductor problems.

At the core of any PDE solver is the discretization: a method for decoupling a PDE or a system
of PDEs into a system of algebraic equations. The most fundamental discretization is the finite
difference approach, which relies on the definition of the derivative as a limit. Given a grid x = x[i]
and a function f [k] ≜ f (x[k]), the forward difference of f at x[k] is

f ′[k] =
f [k + 1] − f [k]
x[k + 1] − x[k]

. (2.22)

Similarly, the reverse difference of f at x[k] is

f ′[k] =
f [k] − f [k − 1]
x[k] − x[k − 1]

. (2.23)

The approximations in (2.22) and (2.23) rely on the behavior of f on either side of the point x[k],
suggesting that an approximation considering both f [k + 1] and f [k − 1] could be more accurate.
In particular, we can average (2.22) and (2.23) to yield

f ′[k] =
1
2

(︄
f [k + 1] − f [k]
x[k + 1] − x[k]

+
f [k] − f [k − 1]
x[k] − x[k − 1]

)︄

=
1
2

(︄
f [k + 1]

x[k + 1] − x[k]
− f [k − 1]

x[k] − x[k − 1]
+

(︄
x[k + 1] − 2x[k] + x[k − 1]

(x[k + 1] − x[k]) (x[k] − x[k − 1])

)︄
f [k]

)︄
. (2.24)

The approximation in (2.24) is the central difference, which gives the derivative to a higher accuracy
than either (2.22) or (2.23) but requires the value of f at 3 grid points instead of 2. The central
difference can also be used to evaluate the second derivative of f :

f ′′[k] =
1
2

(︄
f ′[k + 1] − f ′[k]
x[k + 1] − x[k]

+
f ′[k] − f ′[k − 1]
x[k] − x[k − 1]

)︄

=
1
4
(︁
c1 f [k − 2] + c2 f [k − 1] + c3 f [k] + c4 f [k + 1] + c5 f [k + 2]

)︁
, (2.25)

where

c1 =
1

(x[k] − x[k − 1]) (x[k − 1] − x[k − 2])
,

c2 =
1

x[k] − x[k − 1]

(︄
1

x[k + 1] − x[k]
− 1

x[k − 1] − x[k − 2]

)︄
,

c3 = − 2
(x[k + 1] − x[k]) (x[k] − x[k − 1])

,

c4 =
1

x[k + 1] − x[k]

(︄
1

x[k + 2] − x[k + 1]
− 1

x[k] − x[k − 1]

)︄
,

c5 =
1

(x[k + 2] − x[k + 1]) (x[k + 1] − x[k])
.

The complexity of (2.25), along with its requirement of 5 values of f for each computation, motivates
consideration of a simpler approach.
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Off-grid 
unknowns

Figure 2.5: One-dimensional discretization grid for Van Roosbroeck system, showing quantities
defined at grid points (“on-grid unknowns”) and quantities defined between grid points (“off-grid
unknowns”).

Since the central difference provides an accurate approximation to f ′ between the points x[k−1]
and x[k + 1], it is natural to assume that the forward difference is accurate between the points x[k]
and x[k + 1], and similarly for the reverse difference. This is indeed the case, and we may denote
the central difference of f at the midpoint of x[k] and x[k + 1] as

f ′
[︃
k +

1
2

]︃
≜ f ′

(︃
x
[︃
k +

1
2

]︃)︃
=

f [k + 1] − f [k]
x[k + 1] − x[k]

, where x
[︃
k +

1
2

]︃
≜

x[k + 1] + x[k]
2

. (2.26)

Using (2.26), we may evaluate the second derivative of f at x[k]:

f ′′[k] =
f ′[k + 1/2] − f ′[k − 1/2]
x[k + 1/2] − x[k − 1/2]

=
2

x[k + 1] − x[k − 1]

(︄
f [k + 1] − f [k]
x[k + 1] − x[k]

− f [k] − f [k − 1]
x[k] − x[k − 1]

)︄
. (2.27)

The expression in (2.27) is considerably simpler than that in (2.25) and requires only 3 values of f
per computation. This approach implies the use of a two-level grid, where functions are defined
at grid points x[i] and their derivatives are defined at the midpoints of grid intervals x[i + 1/2],
where i is an integer [48, 158].

We will now apply this approach to the system in (2.6), using only one spatial dimension
for simplicity. The grid used in this discretization is shown in Figure 2.5. The potential ψ and
carrier concentrations n and p are defined at grid points, and the electric field E = −ψ′ and current
densities Jn and Jp are defined between grid points. The Poisson equation in 1D reads

(−εψ′)′ + q(n − p − Γ) = 0. (2.28)

Assuming ε is constant between grid points, (2.28) can be discretized at x = x[k] by substituting
the central difference approximation for (−εψ′)′:

− 2
x[k + 1] − x[k − 1]

(︄
ε
[︃
k +

1
2

]︃ ψ[k + 1] − ψ[k]
x[k + 1] − x[k]

− ε
[︃
k − 1

2

]︃ ψ[k] − ψ[k − 1]
x[k] − x[k − 1]

)︄

+ q(n[k] − p[k] − Γ[k]) = 0. (2.29)
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The electron and hole continuity equations in 1D are

G −U +
J′n
q
= 0, G −U −

J′p
q
= 0, (2.30)

where
Jn = −qµn(nψ′ − VTn′), Jp = −qµp(nψ′ + VTp′).

At each node, the electron continuity equation in (2.30) gives

G[k] −U[k] +
J′n[k]

q
= 0, (2.31)

and a similar discretization holds for the hole continuity equation. We apply the central difference
approximation to J′n[k]/q in (2.31) to yield

J′n[k]
q
=

2
x[k + 1] − x[k − 1]

(︄
Jn[k + 1/2] − Jn[k − 1/2]

q

)︄
, (2.32)

where

Jn[k + 1/2]
q

= µn

[︃
k +

1
2

]︃ (︄
n
[︃
k +

1
2

]︃ ψ[k] − ψ[k + 1]
x[k + 1] − x[k]

+ VT
n[k + 1] − n[k]
x[k + 1] − x[k]

)︄

=
µn[k + 1/2]VT

x[k + 1] − x[k]

(︄
n
[︃
k +

1
2

]︃ ψ[k] − ψ[k + 1]
VT

+ n[k + 1] − n[k]
)︄

(2.33)

The term n[k + 1/2] in (2.33) is problematic since we have assumed that the electron concentration
n is only defined at grid points, not between grid points. An intuitive approach would set

n
[︃
k +

1
2

]︃
=

n[k + 1] + n[k]
2

,

using the arithmetic mean of n between x[k] and x[k + 1]. This approach implicitly assumes that
n varies linearly between grid points, which is true only of the potential ψ [3, 159]. By contrast,
n and p can vary over several orders of magnitude along the length of a device, rendering the
assumption of linear variation inaccurate.

Many approaches exist to estimate n and p between grid points. The most well-known of these
approaches was introduced as an appendix to a 1969 paper by Scharfetter and Gummel [135]. The
derivation of n[k + 1/2] is shown here for electrons; analogous expressions hold for holes. We
assume that the current density Jn and the electric field E = −ψ′ are constant from x[k] to x[k + 1],
which is reasonable in most physical simulations [44]. We further assume that the electron and
hole mobilities are only field-dependent; that is, µn = µn(E) and µp = µp(E). Let x0 ∈ (x[k], x[k + 1])
be the point at which the central difference approximation for n′ holds. From (2.4), the current
density at x = x0 is

Jn(x0) = qµn

[︃
k +

1
2

]︃ (︃
n(x0)E

[︃
k +

1
2

]︃
+ VTn′(x0)

)︃
.

Substituting the central difference approximation of n′(x0),

Jn(x0) = qµn

[︃
k +

1
2

]︃ (︄
n(x0)E

[︃
k +

1
2

]︃
+ VT

(︄
n[k + 1] − n[k]
x[k + 1] − x[k]

)︄)︄
. (2.34)
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Since Jn is constant between x[k] and x[k+ 1] by assumption, (2.34) must also hold for any n(x) and
n′(x) where x ∈ (x[k], x[k + 1]). We may equate this value of Jn with the value of Jn at the point
x = x0:

n(x)E
[︃
k +

1
2

]︃
+ VTn′(x) = n(x0)E

[︃
k +

1
2

]︃
+ VT

(︄
n[k + 1] − n[k]
x[k + 1] − x[k]

)︄
.

This expression can be rearranged to yield a first-order ODE in n(x):

n′(x) +
E[k + 1/2]

VT
n(x) −

(︄
E[k + 1/2]

VT
n(x0) +

n[k + 1] − n[k]
x[k + 1] − x[k]

)︄
= 0. (2.35)

Solving the ODE in (2.35) gives

n(x) = n(x0) +
VT

E[k + 1/2]

(︄
n[k + 1] − n[k]
x[k + 1] − x[k]

)︄
+ c exp

(︄
−E[k + 1/2]

VT
x
)︄

= n(x0) − VT

(︄
n[k + 1] − n[k]
ψ[k + 1] − ψ[k]

)︄
+ c exp

(︄
ψ[k + 1] − ψ[k]

VT

x
x[k + 1] − x[k]

)︄
, (2.36)

where c is a constant. Since (2.36) also holds at the endpoints of the interval x = x[k] and x[k + 1],
we must have n(x[k]) = n[k] and n(x[k + 1]) = n[k + 1], which gives a system of equations in the
unknown quantities c and n(x0):

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

n[k] = n(x0) − VT

(︄
n[k + 1] − n[k]
ψ[k + 1] − ψ[k]

)︄
+ c exp

(︄
ψ[k + 1] − ψ[k]

VT

x[k]
x[k + 1] − x[k]

)︄

n[k + 1] = n(x0) − VT

(︄
n[k + 1] − n[k]
ψ[k + 1] − ψ[k]

)︄
+ c exp

(︄
ψ[k + 1] − ψ[k]

VT

x[k + 1]
x[k + 1] − x[k]

)︄ . (2.37)

Solving the system in (2.37) gives

c =
n[k + 1] − n[k]

exp
(︂
ψ[k+1]−ψ[k]

VT

x[k+1]
x[k+1]−x[k]

)︂
− exp

(︂
ψ[k+1]−ψ[k]

VT

x[k]
x[k+1]−x[k]

)︂ (2.38)

and

n(x0) = n[k]

⎛
⎜⎜⎜⎜⎜⎜⎝1 − VT

ψ[k + 1] − ψ[k]
+

1

exp
(︂
ψ[k+1]−ψ[k]

VT

)︂
− 1

⎞
⎟⎟⎟⎟⎟⎟⎠+

n[k + 1]

⎛
⎜⎜⎜⎜⎜⎜⎝

VT

ψ[k + 1] − ψ[k]
− 1

exp
(︂
ψ[k+1]−ψ[k]

VT

)︂
− 1

⎞
⎟⎟⎟⎟⎟⎟⎠ . (2.39)

At this point, two approaches exist to define n[k + 1/2]. We could set n[k + 1/2] = n(x[k + 1/2]),
choosing the value of n that lies halfway between x[k] and x[k + 1]. While intuitive, this approach
would be inconsistent with our earlier assumption that the finite difference approximation for n′
holds only at x = x0. Another approach would be to accept the value given in (2.39) as n[k + 1/2],
with the knowledge that this value is generally different from the value at the midpoint. The
latter approach is favored in modern simulators, and indeed the definition n[k + 1/2] ≜ n(x0) has
been definitively accepted as the Scharfetter-Gummel discretization [44, 82]. This derivation will
be presented below; an alternate derivation using the “midpoint rule” n[k + 1/2] = n(x[k + 1/2]) is
presented in Appendix A.1.
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Figure 2.6: Plot of Q(x) and Bernoulli function B(x) for x ∈ (−20, 20).

Using (2.39) and applying a similar approach for n[k − 1/2], we can write

n
[︃
k +

1
2

]︃
≜ n[k] (1 −Q(δr)) + n[k + 1]Q(δr), (2.40)

n
[︃
k − 1

2

]︃
≜ n[k − 1] (1 −Q(δl)) + n[k]Q(δl), (2.41)

where

δr ≜
ψ[k + 1] − ψ[k]

VT
, δl ≜

ψ[k] − ψ[k − 1]
VT

(2.42)

and

Q(x) ≜
1
x
− 1

ex − 1
. (2.43)

An analogous process for the hole continuity equation gives

p
[︃
k +

1
2

]︃
≜ p[k]Q(δr) + p[k + 1] (1 −Q(δr)) , (2.44)

p
[︃
k − 1

2

]︃
≜ p[k − 1]Q(δl) + p[k] (1 −Q(δl)) . (2.45)

The function Q(x) as defined in (2.43) smoothly constructs a weighted average of, for example, n[k]
and n[k + 1] to produce n[k + 1/2], where the weights depend on the potential difference δr. This
function is analytic, but the singularity at x = 0 makes numerical evaluation difficult when |x| ≈ 0.
This difficulty can be circumvented by switching from direct evaluation to a Taylor expansion of
Q(x) for small x, namely:

Q(x) =
1
2
− x

12
+

x3

720
− x5

30 240
+

x7

1 209 600
− x9

47 900 160
+ · · · . (2.46)

This function is shown for x ∈ (−20, 20) in Figure 2.6.
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We are now in a position to fully discretize the continuity equations. Using (2.33) and applying
a similar approach for the left midpoint, we can determine Jn[k + 1/2] and Jn[k − 1/2]:

Jn

[︃
k +

1
2

]︃
=
µn[k + 1/2]VT

x[k + 1] − x[k]

(︃
−n

[︃
k +

1
2

]︃
δr + n[k + 1] − n[k]

)︃
,

Jn

[︃
k − 1

2

]︃
=
µn[k − 1/2]VT

x[k] − x[k − 1]

(︃
−n

[︃
k − 1

2

]︃
δl + n[k] − n[k − 1]

)︃
.

An analogous process for the hole continuity equation gives

Jp

[︃
k +

1
2

]︃
= −µp[k + 1/2]VT

x[k + 1] − x[k]

(︃
p
[︃
k +

1
2

]︃
δr + p[k + 1] − p[k]

)︃
,

Jp

[︃
k − 1

2

]︃
= −µp[k − 1/2]VT

x[k] − x[k − 1]

(︃
p
[︃
k − 1

2

]︃
δl + p[k] − p[k − 1]

)︃
.

We now compute J′n[k]/q from (2.32). Substituting n[k + 1/2] and n[k − 1/2] from (2.40) and (2.41),

J′n[k]
q
=

2
x[k + 1] − x[k − 1]

(︄
µn[k − 1/2]VT

x[k] − x[k − 1]
(1 + δl − δlQ(δl)) n[k − 1]

− µn[k − 1/2]VT

x[k] − x[k − 1]
(1 − δlQ(δl)) n[k] − µn[k + 1/2]VT

x[k + 1] − x[k]
(1 + δr − δrQ(δr)) n[k]

− µn[k + 1/2]VT

x[k + 1] − x[k]
(1 − δrQ(δr)) n[k + 1]

)︄
. (2.47)

An analogous process for the hole continuity equation gives J′p[k]/q. Substituting p[k + 1/2] and
p[k − 1/2] from (2.44) and (2.45),

J′p[k]

q
= − 2

x[k + 1] − x[k − 1]

(︄
µp[k − 1/2]VT

x[k] − x[k − 1]
(1 − δlQ(δl)) p[k − 1]

− µp[k − 1/2]VT

x[k] − x[k − 1]
(1 + δl − δlQ(δl)) p[k] − µp[k + 1/2]VT

x[k + 1] − x[k]
(1 − δrQ(δr)) p[k]

− µp[k + 1/2]VT

x[k + 1] − x[k]
(1 + δr − δrQ(δr)) p[k + 1]

)︄
. (2.48)

Next, we define the Bernoulli function

B(x) =
x

ex − 1
. (2.49)

The Bernoulli function is similar to the function Q(x) in that it has a removable singularity at the
origin, which poses numerical difficulty for small x. For such x, we may use the Taylor expansion

B(x) = 1 − x
2
+

x2

12
− x4

720
+

x6

30 240
− x8

1 209 600
+

x10

47 900 160
− · · · . (2.50)

This function is shown for x ∈ (−20, 20) in Figure 2.6.
From the definition of B(x) in (2.49), we note the identities

B(x) = 1 − xQ(x), B(−x) = 1 + x − xQ(x). (2.51)
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Using (2.51), we may rewrite (2.47) and (2.48) in terms of B(x). Combined with (2.29), this gives
the final system of three equations to be solved at each interior node in the simulation:

Fψ[k] = −q(n[k] − p[k] − Γ[k]) +
2

x[k + 1] − x[k − 1]

(︄

ε
[︃
k − 1

2

]︃ ψ[k − 1] − ψ[k]
x[k] − x[k − 1]

− ε
[︃
k +

1
2

]︃ ψ[k] − ψ[k + 1]
x[k + 1] − x[k]

)︄
= 0, (2.52)

Fn[k] = G[k] −U[k] +
2

x[k + 1] − x[k − 1]

(︄

µn[k − 1/2]VT

x[k] − x[k − 1]

(︂
B(−δl)n[k − 1] − B(δl)n[k]

)︂
−

µn[k + 1/2]VT

x[k + 1] − x[k]

(︂
B(−δr)n[k] − B(δr)n[k + 1]

)︂ )︄
= 0, (2.53)

Fp[k] = G[k] −U[k] +
2

x[k + 1] − x[k − 1]

(︄

µp[k − 1/2]VT

x[k] − x[k − 1]

(︂
B(δl)p[k − 1] − B(−δl)p[k]

)︂
−

µp[k + 1/2]VT

x[k + 1] − x[k]

(︂
B(δr)p[k] − B(−δr)p[k + 1]

)︂ )︄
= 0. (2.54)

In a 1D grid with N nodes, the non-equilibrium simulation can thus be completed by solving
equations (2.52) through (2.54) for nodes k = 2 through k = N− 1 and applying Dirichlet boundary
conditions at nodes k = 1 and k = N. The result is a system of 3N equations in 3N unknowns which
yields ψ, n and p at each grid point when solved.

2.2.2 Finite volume methods

With the 1D discretization complete, it is natural to wonder if the finite difference scheme might
generalize to higher dimensions. The answer is complicated; finite difference methods do exist in
2D and 3D, but their applications are increasingly limited since many assumptions made in the 1D
case do not easily generalize to higher dimensions. Some problems such as the Laplace problem
with Dirichlet boundary conditions

∇2 f (x) = 0, where x ∈ Ω
are easily discretized using finite differences in 2D and 3D [158]. Others, particularly those
requiring Neumann, Robin or mixed boundary conditions, are awkward to solve using finite
differences and often require the use of ghost nodes, fictitious grid nodes outside the device boundary
that must be included in the discretization [41, 160].

The difficulty of solving nonlinear PDE systems in 2D and 3D has motivated several discretiza-
tion methods that are used in physics simulators today. The most common of these methods are
the finite element method and the finite volume method. Instead of solving for the unknowns directly

31



Voronoi cells
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Grid points

Figure 2.7: Example two-dimensional discretization grid for finite volume method with two
interior nodes, x[k] and x[l]. The boundary of the discretization is ∂Ω.

as in a finite difference scheme, the finite element method treats the unknown functions as a linear
combination of shape functions with unknown weights. The problem then is to determine the
weights themselves. The details of the finite element method will not be discussed here; while
many physics simulators have historically used the finite element method, modern semiconduc-
tor simulators often avoid this method due to its complexity and sensitivity to obtuse angles in
meshes [5, 38].

The finite volume method, occasionally referred to as the box method in the literature, circum-
vents many of the difficulties associated with implementing finite element methods [3, 14, 45, 75].
For the Van Roosbroeck system in particular, the finite volume method guarantees the positivity of
carrier concentrations and the enforcement of the maximum principle [38]. Additionally, the finite
volume method can be more intuitive than the finite element method and in many cases produces
identical discretizations to a finite difference scheme. The finite volume method can also be used
in time-dependent simulations. A brief introduction to the method will be given here, following
many of the details from [38] and [45].

Consider the discretization grid shown in Figure 2.7. This grid contains 2 interior points x[k]
and x[l] which do not lie on the boundary of the discretization (∂Ω) and 7 exterior points which
lie on ∂Ω. The grid points are connected to form triangles such that no grid point lies in the
circumcircle of any other triangle, forming what is known as a Delaunay triangulation. The regions
bounded by the perpendicular bisectors of the edges of each triangle are called Voronoi cells, and the
resulting tessellation is called a Voronoi diagram. When the edge of a triangle lies on ∂Ω, the Voronoi
cells containing that edge will intersect with ∂Ω. The Voronoi diagram has the property that the
Voronoi cell around each node contains all points closer to that node than to any other node. The
Delaunay triangulation can be generated using methods such as those described in [133] and [137].
In 3D, the triangulation is replaced by a tetrahedralization, which can be generated according to, for
example, [59].

The formulation of the finite volume method from [45] is repeated here, using the notation
of this thesis for clarity. Let ∇ · j(u) + f (u) = 0 be a (generally) nonlinear PDE to be solved for
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x ∈ Ω, where u(x) is an unknown function. The function j(u) describes the flux of u through the
control volumes, and f (u) is the reaction term, so called due to its use in chemical reaction systems.
Integrating the PDE over a control volume ωk,	

ωk

(︁
∇ · j(u) − f (u)

)︁
dω = 0 =⇒

	
ωk

∇ · j(u) dω +
	

ωk

f (u) dω = 0. (2.55)

Applying Gauss’s theorem to the first term in (2.55) gives	
ωk

∇ · j(u) dω =
∮︂

∂ωk

j(u) · n̂ ds , (2.56)

where n̂ is the outward-facing normal to ∂ωk. Since the line integral runs along a number of
straight line segments forming ∂ωk, we can rewrite (2.56) as	

ωk

∇ · j(u) dω =
∑︂

l∈N[k]

∫︂

∂ωk∩∂ωl

j(u) · n̂[k, l] ds , where n̂[k, l] ≜
x[l] − x[k]
∥x[l] − x[k]∥ , (2.57)

and N[k] is the set of neighboring control volumes to ωk. We have assumed in (2.57) that there is
no outward flux of u through ∂Ω; that is, that

∫︂

∂ωk∩∂Ω
j(u) · n̂ ds = 0.

This is typical in semiconductor problems, since we enforce the homogeneous Neumann boundary
conditions E · n̂ = Jn · n̂ = Jp · n̂ = 0 along ∂Ω. Next, for each neighboring control volume ωl, we
define the flux approximation g j[k, l] such that

g j[k, l] ≈ (︁
j[k, l] · n̂[k, l]

)︁ ⃦⃦⃦x[l] − x[k]
⃦⃦
⃦, (2.58)

where j[k, l] is the value of j(u) along the boundary segment ∂ωk ∩ ∂ωl. Consequently, we can
rewrite ∫︂

∂ωk∩∂ωl

j(u) · n̂[k, l] ds ≈
(︄ |∂ωk ∩ ∂ωl|
∥x[l] − x[k]∥

)︄
g j[k, l], (2.59)

where |∂ωk ∩ ∂ωl| is the length of the boundary segment. Substituting (2.59) into (2.57) gives	
ωk

∇ · j(u) dω ≈
∑︂

l∈N[k]

(︄ |∂ωk ∩ ∂ωl|
∥x[l] − x[k]∥

)︄
g j[k, l]. (2.60)

This definition of g j[k, l] is convenient for PDEs of the form ∇ · (D∇u) − f (u) = 0, where D is a
diffusion coefficient [45]. In this case g j[k, l] = D(u[l] − u[k]), which is only possible since the
Voronoi diagram guarantees that x[l] − x[k] is perpendicular to the boundary segment ∂ωk ∩ ∂ωl,
allowing a finite difference approximation of the gradient. Additionally, this definition guarantees
flux conservation across each boundary segment when g j[k, l] = −g j[l, k].

Next, we seek to approximate the second term in (2.55). Assuming f (u) is constant in each
control volume, 	

ωk

f (u) dω = |ωk| f (u[k]) = |ωk| f [k], (2.61)
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where |ωk| is the area of the control volume ωk. Combining (2.55), (2.60) and (2.61) gives the
algebraic equation

∑︂

l∈N[k]

(︄ |∂ωk ∩ ∂ωl|
∥x[l] − x[k]∥

)︄
g j[k, l] + |ωk| f [k] = 0. (2.62)

Equation (2.62) is solved at every node except those where Dirichlet boundary conditions are
specified. At nodes where Dirichlet boundary conditions are specified, we simply solve u[k]−b[k] =
0, where b[k] is the desired value of u[k]. This completes the discretization. In a 2D grid with N
nodes, this procedure yields a system of N nonlinear equations in N unknowns which yields u
at each grid point when solved. This procedure easily generalizes to coupled systems of PDEs,
where the discretization is repeated for each unknown function, resulting in a correspondingly
larger system of equations.

We now derive the finite volume discretization for the Van Roosbroeck system in 2D. This
discretization requires a flux discretization g and a reaction discretization f for each of the unknown
functions ψ, n and p. We will denote the flux discretizations by gψ, gn and gp, and the reaction
discretizations by fψ, fn and fp. Similarly to the 1D finite difference scheme, the flux discretization
requires access to the values of E = −∇ψ, Jn and Jp along the boundary segments ∂ωk ∩ ∂ωl,
which are generally between grid points. For the Poisson equation, we again assume a linear
variation in ψ between grid points, which implies an electric field that is constant on each triangle
of the discretization (but not generally on each control volume). As with the finite difference
scheme, this assumption is reasonable for most semiconductor problems [123]. We may thus use
the discretizations

gψ[k, l] = ε[k, l]
(︁
ψ[k] − ψ[l]

)︁
, fψ[k] = q

(︁
n[k] − p[k] − Γ[k]

)︁
, (2.63)

where ε[k, l] is the permittivity assigned to the triangle containing the edge between x[k] and x[l].
Note that this quantity can be different depending on which triangle the discretization is invoked
from, since a single edge typically belongs to two triangles. This allows the permittivity to be
piecewise constant, which can be useful in the simulation of heterojunction devices [109, 121].

As with the finite difference scheme, the discretization of the electron and hole continuity
equations is more involved. Similar numerical difficulties occur in 2D if simple arithmetic means
are used to estimate n and p between grid points. This would motivate a 2D scheme similar to the
1D Scharfetter-Gummel scheme discussed earlier. Such a scheme would seek to find n and p such
that Jn and Jp were constant on each triangle in the discretization. However, it was shown in [123]
that this requires

Ey

Ex
=

Jny

Jnx

for the electron continuity equation, where Ex, Ey, Jnx and Jny are the x and y components of E
and Jn, respectively. In other words, the Scharfetter-Gummel discretization does not exist in two
dimensions unless E and Jn are collinear. Thus, we must relax the assumption that the current
densities are constant on each triangle. A suitable assumption is instead that the current densities
are constant on each edge of the discretization but are allowed to vary within each triangle. Under
this assumption, the estimation of n and p between grid points is identical to the Scharfetter-
Gummel scheme in 1D, leading to the discretizations

gn[k, l] = µn[k, l]VT

(︄
B
(︄
−ψ[l] − ψ[k]

VT

)︄
n[k] − B

(︄
ψ[l] − ψ[k]

VT

)︄
n[l]

)︄
, fn[k] = U[k] − G[k], (2.64)
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where µn has the value µn[k, l] in the triangle from which the discretization is invoked. Similar
discretizations result for the hole continuity equation:

gp[k, l] = µp[k, l]VT

(︄
B
(︄
ψ[l] − ψ[k]

VT

)︄
p[k] − B

(︄
−ψ[l] − ψ[k]

VT

)︄
p[l]

)︄
, fp[k] = U[k] − G[k], (2.65)

where µp[k, l] is defined similarly to µn[k, l]. This approach allows µn and µp to vary along the
device, which is necessary for simulating a field-dependent mobility [81].

We will now show that the finite volume discretization defined by (2.63) through (2.65) in 1D
yields identical residuals to the finite difference residuals in (2.52) through (2.54). We first note
that in 1D, the Voronoi boundary segments are zero-dimensional, so ∂ωk ∩ ∂ωl = 1 for all k, l. Each
node x[k] has an associated Voronoi cell bounded by the midpoints of the grid segments to its left
and right, such that

|ωk| = x[k + 1] − x[k − 1]
2

.

Additionally, the term ε[k, l] reduces to ε[k + 1/2] or ε[k − 1/2], since each node has only two
neighbors and N[k] = {k − 1, k + 1}. Similar notation applies for µn[k, l] and µp[k, l]. We also
note that gψ[k, l] = −gψ[l, k], gn[k, l] = −gn[l, k] and gp[k, l] = −gp[l, k] due to charge conservation.
Substituting (2.63), (2.64) and (2.65) into (2.62) gives the residuals

Fψ[k] = − ε[k − 1/2]
x[k] − x[k − 1]

(︁
ψ[k − 1] − ψ[k]

)︁
+

ε[k + 1/2]
x[k + 1] − x[k]

(︁
ψ[k] − ψ[k + 1]

)︁
+

x[k + 1] − x[k − 1]
2

(︁
q
(︁
n[k] − p[k] − Γ[k]

)︁)︁
= 0, (2.66)

Fn[k] = −µn[k − 1/2]VT

x[k] − x[k − 1]

(︂
B(−δl)n[k − 1] − B(δl)n[k]

)︂
+

µn[k + 1/2]VT

x[k + 1] − x[k]

(︂
B(−δr)n[k] − B(δr)n[k + 1]

)︂
+

x[k + 1] − x[k − 1]
2

(U[k] − G[k]) = 0, (2.67)

Fp[k] = −µp[k − 1/2]VT

x[k] − x[k − 1]

(︂
B(δl)p[k − 1] − B(−δl)p[k]

)︂
+

µp[k + 1/2]VT

x[k + 1] − x[k]

(︂
B(δr)p[k] − B(−δr)p[k + 1]

)︂
+

x[k + 1] − x[k − 1]
2

(U[k] − G[k]) = 0. (2.68)

Equations (2.66) through (2.68) are identical to (2.52) through (2.54) up to a scale factor of −2/(x[k+
1] − x[k − 1]).

Beyond the classical Scharfetter-Gummel scheme, other flux discretizations exist for the carrier
concentrations n and p. The midpoint scheme discussed in Appendix A.1 can be generalized to
higher dimensions using the flux discretizations

gn[k, l] = µn[k, l]VT

(︄ (︄
1 +

ψ[l] − ψ[k]
VT

(︄
1 − σ

(︄
ψ[l] − ψ[k]

VT

)︄)︄)︄
n[k]−

(︄
1 − ψ[l] − ψ[k]

VT
σ

(︄
ψ[l] − ψ[k]

VT

)︄)︄
n[l]

)︄
,
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gp[k, l] = µp[k, l]VT

(︄ (︄
1 − ψ[l] − ψ[k]

VT
σ

(︄
ψ[l] − ψ[k]

VT

)︄)︄
p[k]−

(︄
1 +

ψ[l] − ψ[k]
VT

(︄
1 − σ

(︄
ψ[l] − ψ[k]

VT

)︄)︄)︄
p[l]

)︄
,

where σ(x) is the sigmoid function given in (A.3). Another discretization was introduced by
Slotboom in a 1973 paper on 2D simulation of BJTs [142]. The Slotboom discretization uses the flux
functions

gn[k, l] = µn[k, l]VT

(︄
S
(︄
−ψ[l] − ψ[k]

VT

)︄
n[k] − S

(︄
ψ[l] − ψ[k]

VT

)︄
n[l]

)︄
,

gp[k, l] = µp[k, l]VT

(︄
S
(︄
ψ[l] − ψ[k]

VT

)︄
p[k] − S

(︄
−ψ[l] − ψ[k]

VT

)︄
p[l]

)︄
,

where S(x) = e−x/2. This discretization is identical to the Scharfetter-Gummel discretization in (2.64)
and (2.65), except the Bernoulli function is replaced by S(x). The Slotboom discretization is
derived similarly to the Scharfetter-Gummel discretization, except Jn[x + 1/2] is estimated using
an integrating factor. This discretization has been shown to yield more accurate I-V curves in
1D semiconductors compared to the Scharfetter-Gummel scheme [47]. Further extensions to
the Scharfetter-Gummel scheme include discretizations using non-Boltzmann statistics [36] and
discretizations designed to reduce error due to the crosswind effect, which arises when the current
densities are not parallel to grid segments [61, 148].

2.2.3 Nonlinear solvers

The output of any PDE discretization is a large system of nonlinear algebraic equations that must
be solved to yield an approximate solution of the PDE system. Several nonlinear solvers exist for this
purpose. A nonlinear solver considers equations of the form F(z) = 0, where F is a vector-valued
function of the vector-valued unknown z. In the case of semiconductor problems, we typically
write

z =
[︂
ψ[1] n[1] p[1] ψ[2] n[2] p[2] · · · ψ[N] n[N] p[N]

]︂T
, (2.69)

where N is the number of nodes in the discretization. The function F is the residual

F(z) =
[︂
Fψ[1] Fn[1] Fp[1] Fψ[2] Fn[2] Fp[2] · · · Fψ[N] Fn[N] Fp[N]

]︂T
, (2.70)

where Fψ[k], Fn[k] and Fp[k] are given by, for example, (2.66) through (2.68) for a 1D discretization.
Nonlinear solvers typically require access to the Jacobian J = ∂F(z)/∂z . The Jacobian is an N × N
matrix that can be computed either manually (as in Appendix A.2 for 1D problems) or by using
automatic differentiation or (less commonly) finite differences. Since the Jacobian is typically
sparse, techniques such as graph coloring are often used for computational efficiency [46].

Newton’s method is one of the simplest and most widely used linear solvers, particularly
for systems arising from discretized PDEs. Beginning with an initial guess z = z0, each step of
Newton’s method computes

zn+1 = zn − (Jn)−1 Fn, (2.71)

where Jn and Fn are the Jacobian and residual computed using the values of z from the previous
iteration. In practice, the Jacobian inverse (Jn)−1 is not computed explicitly; we instead rewrite (2.71)
as

zn+1 = zn + xn, (2.72)

36



where xn is the Newton update, which is obtained by solving the linear system

− Jnxn = Fn. (2.73)

This is typically much more efficient than matrix inversion and avoids much of the numerical
instability introduced by iterative inversion methods like Gauss-Jordan elimination [116].

When the initial guess z0 is sufficiently close to the solution, Newton’s method provides
quadratic convergence. This means that the residual F(z) at each iteration is roughly the square root
of the residual at the previous iteration. Equivalently, the number of correct decimal digits in the
solution roughly doubles each iteration in a neighborhood of the actual solution [6]. The phrase
sufficiently close is key; Newton’s method can converge slowly or even diverge if z0 is not in a neigh-
borhood of the actual solution. Two techniques can be used to prevent slow convergence. First, z0
can be chosen based on some approximation of the actual solution to increase the probability of
convergence. In the case of semiconductor problems, a good starting point is the charge neutrality
conditions in (2.9) and (2.10) [38]. Alternatively, a different nonlinear solver can be used with a
high tolerance to give z0 from an imprecise initial condition. One choice is Gummel’s method, which
decouples the solution of ψ, n and p rather than solving all three variables simultaneously [153].
The resulting solution can be improved by applying a few iterations of Newton’s method until
convergence.

Occasionally, Newton’s method may fail to converge even given an accurate initial condition.
This can occur when J is nearly singular, which may result in devices with multiple stable operating
points or when large doping gradients are present. In this case, it is often beneficial to apply
an approximate Newton method to yield convergence. An approximate Newton method modifies
definition of the Newton update xn in (2.73) such that

−Mnxn = Fn,

where Mn is related to Jn. A common choice is Mn = Jn/dn, where dn ∈ (0, 1] is the damping ratio.
The Newton step in (2.72) can then be written as

zn+1 = zn − dn (Jn)−1 Fn. (2.74)

The iterative process described by (2.74) is known as a damped Newton method. At each step, the
damped Newton method applies an update to z in the same direction as the exact Newton method,
except the update is scaled by the damping ratio dn. When dn < 1, the updates are smaller than
those performed by the exact Newton method, which can often help convergence by preventing
large updates resulting from an ill-conditioned Jacobian.

The choice of damping ratio dn is critical to ensuring convergence in a reasonable number of
iterations. If the values of dn are too small, the sequence zn will converge slowly. If the values of
dn are too large, the Newton process may diverge. We must also have dn = 1 for some point in
the damped Newton process, since quadratic convergence is only guaranteed when dn = 1. One
algorithm for selecting dn is as follows:

1. Fix the initial damping ratio d1 ∈ (0, 1] according to the problem structure. Smaller initial
damping ratios are appropriate when difficult convergence is expected.

2. At each iteration, set dn+1 = max (Kdn, 1), whereK > 1 is the damping growth factor.

3. Apply the damped Newton update given in (2.74).

4. Repeat steps 1 through 3 until convergence.
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This approach gives a simple method for choosing dn, but the parameter K must be set manually
depending on the device being simulated. Typical values might be K = 1.1 through K = 1.5, cor-
responding to less aggressive and more aggressive increases in dn. More sophisticated algorithms
exist for choosing the damping ratio, and some can provide convergence for any choice of z0 if
certain conditions on F are met [6, 24]. However, such algorithms still rely on parameters that
must be manually chosen, and it is unclear if the necessary conditions on F hold for the discretized
van Roosbroeck system.

Several criteria may be used to declare convergence in a Newton-like process. The most obvious
of these is a condition on the norm of the residual:

∥Fn∥ < ϵ1, (2.75)

where ϵ1 is a small value indicating the largest possible residual necessary to accept a candidate
solution. The criterion in (2.75) can be a good measure of convergence when all unknown quantities
are on roughly the same scale. In semiconductor problems, this is typically not the case, since
ψ may be on the order of a few volts, while n and p are typically at least 1 × 103 µm−3. As a
result, large values of the residuals Fn and Fp can mask smaller values of Fψ, and convergence
may be erroneously declared when portions of ψ are undergoing significant Newton updates. To
circumvent this issue, the residuals themselves can be scaled arbitrarily without modifying the
solution to the system. Some Newton solvers exploit this to use the residual-norm criterion for
convergence by scaling the system such that all elements on the diagonal of J are equal to 1 [24].

Rather than considering the residual, it can be beneficial to examine how much the solution
changes with each Newton step. Intuitively, the Newton process is likely to have converged if no
points in the solution change appreciably between steps. Specifically, we can require

∥zn − zn−1∥ < ϵ2, (2.76)

where ϵ2 is the largest possible update such that zn is accepted as the solution. The criterion
in (2.76) has the advantage of only considering changes in the unknown variables themselves,
which is more physically connected to the solution than are the residuals. The disadvantage of this
approach is that it requires an a priori estimate of the maximum allowable Newton update, which
can vary widely depending on the problem size, doping concentrations and device geometry.

Another related convergence criterion is similar to (2.76) but does not require a problem-
dependent tolerance. This is achieved by requiring

∥zn − zn−1∥
∥z1 − z0∥ < ϵ3, (2.77)

where ϵ3 is the largest possible update relative to the first update such that zn is accepted as the
solution. This criterion avoids the need for a tolerance set by the scale of the unknowns, but it
may still declare convergence erroneously in some cases, particularly when the concentrations n
and p vary widely along the device. In this case, proportionally large updates may be made in
the areas of the device with lower carrier concentrations, but these updates may be smaller than
the smallest updates in areas with high concentration. This can occasionally lead to unphysical
solutions where carrier concentrations become negative in regions where their magnitudes are
relatively small. This difficulty suggests a relative approach, where the updates in each unknown
are measured relative to the size of the unknowns. Such an approach can be difficult when the
unknowns are near or equal to zero, in which case large errors may be inaccurately computed in
an otherwise acceptable solution.
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Due to the difficulty in choosing convergence criteria for Newton-like solvers, there is no
standard implementation. Many solvers use a combination of (2.76) and (2.77), where ϵ2 and ϵ3 are
referred to as the absolute tolerance and relative tolerance, respectively [45]. When multiple criteria
are used, the solver may terminate when any of the criteria are met, or it may require multiple
or all criteria to be met to ensure accurate convergence [24]. Extensions to the Newton method
presented here include the use of techniques to improve the accuracy of the linear solve used to
compute xn. One technique involves Dirichlet boundary conditions at Ohmic contacts. Instead
of directly solving, for example, ψ[k] − bψ[k] = 0 for some desired boundary value bψ[k], we can
solve P(ψ[k] − bψ[k]) = 0, where P ≫ 1 is a large penalty parameter. This admits the same solution
ψ[k] = bψ[k] but has been found to decrease the condition number of the Jacobian matrices arising
in certain discretizations [155]. Another technique involves the use of a preconditioner in the linear
solve, which can improve performance when an iterative linear solver is used [107].

2.2.4 Test functions

In semiconductor simulation, it is typically useful to know the voltage and current at each contact
in a device. In the Van Roosbroeck system, the voltage is set by the user in the form of Dirichlet
boundary conditions on the potential ψ. The current is more complicated to determine. The total
current through a contact is given by the flux integral

I =
∫︂

ci

J · n̂ ds , (2.78)

where ci ⊂ ∂Ω is the segment of the device boundary belonging to the ith contact and n̂ is the
outward-facing normal to ∂Ω. Direct evaluation of the integral in (2.78) can be difficult, since the
contact may contain only a few grid points at which the carrier concentrations n and p are known.
This section describes the method of test functions, which is used to accurately evaluate boundary
fluxes and compute terminal currents. This method was proposed by Markowich in 1985 [94] and
by Nanz in 1992 [106], and it has since been applied to finite volume simulations [38, 45].

Let Ti(x) be a smooth test function such that
∫︂

ci

J · n̂ ds =
∮︂

∂Ω
(Ti J) · n̂ ds . (2.79)

For (2.79) to hold, we must have Ti = 1 along ci and Ti = 0 along the remainder of ∂Ω. For such a
Ti, Gauss’s theorem then gives

I =
∮︂

∂Ω
(Ti J) · n̂ ds =

	
Ω

∇ · (Ti J) dω . (2.80)

Applying the product rule to (2.80) gives

I =
	
Ω

(∇Ti) · J dω +
	
Ω

Ti (∇ · J) dω . (2.81)

From the continuity equations in (2.1),

∇ · Jn = −q (G −U) , ∇ · Jp = q (G −U) .

Thus, since J = Jn + Jp,
∇ · J = ∇ ·

(︂
Jn + Jp

)︂
= ∇ · Jn + ∇ · Jp = 0,
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verifying the conservation of charge. The second term in (2.81) vanishes, leaving

I =
	
Ω

(∇Ti) ·
(︂
Jn + Jp

)︂
dω . (2.82)

In a finite volume discretization, the integral in (2.82) can be approximated as [38, 45]

I = q
N∑︂

k=1

∑︂

l∈N[k]
l>k

|∂ωk ∩ ∂ωl|
∥x[l] − x[k]∥

(︂
gn[k, l] − gp[k, l]

)︂
(Ti[k] − Ti[l]) , (2.83)

where gn and gp are the electron and hole fluxes in (2.64) and (2.65) and N is the number of nodes
in the discretization. This approximation is possible since the electron and hole flux discretizations
can also be viewed as projections of the current densities onto the midpoint of the edge bounded
by x[k] and x[l]. The factor of q is necessary since the flux discretizations only account for the flux
of charge carriers, while the current densities refer to the flux of charge.

A few methods exist for determining the test function Ti(x). The test function must be smooth
in order for Gauss’s theorem to hold, and it must assume the appropriate boundary values along
∂Ω. Determining such a function generally requires solving a separate PDE along the device. The
simplest choice is the Laplace equation

∇2Ti = 0. (2.84)

In 1D, (2.84) simplifies to T′′i (x) = 0, which implies a linear test function along the device. In this
case, the test function can be determined analytically. Let x1 and x2 be the leftmost and rightmost
extents of the device, and let c1 and c2 be the left and right contacts. The test function giving
the current through c1 has the boundary conditions T1(x1) = 1 and T1(x2) = 0, which implies the
system ⎧⎪⎪⎨⎪⎪⎩

ax1 + b = 1
ax2 + b = 0

for some a, b. Solving the system gives

a = − 1
x2 − x1

, b =
x2

x2 − x1
.

The test function is thus
T1(x) = ax + b =

x2 − x
x2 − x1

. (2.85)

Similarly, the test function giving the current through c2 is

T2(x) = 1 − T1(x) =
x − x1

x2 − x1
. (2.86)

The expressions in (2.85) and (2.86) can be used for any 1D device, since such a device can have
only two contacts.

As an instructive example of the test function method, we can derive the expression for terminal
current in a 1D semiconductor with constant mobilities using the typical Laplace test function.
Since each node in this case has at most two neighbors, we can rewrite the sum in (2.83) as

I = ±q
N−1∑︂

k=1

1
x[k + 1] − x[k]

(︂
gn[k, k + 1] − gp[k, k + 1]

)︂
(T1[k] − T1[k + 1]) , (2.87)
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where the sign of the current is determined by the choice of contact, since all the current flowing
into c1 must flow out of c2. The test function flux in (2.87) can be rewritten using (2.85) as

T1[k] − T1[k + 1] =
x2 − x[k]
x2 − x1

− x2 − x[k + 1]
x2 − x1

=
x[k + 1] − x[k]

x2 − x1
. (2.88)

Substituting (2.88) into (2.87),

I = ± q
x2 − x1

N−1∑︂

k=1

(︂
gn[k, k + 1] − gp[k, k + 1]

)︂
.

Substituting the carrier fluxes from (2.64) and (2.65),

I = ± qVT

x2 − x1

N−1∑︂

k=1

µn
(︂

B(−δr)n[k] − B(δr)n[k + 1]
)︂
−µp

(︂
B(δr)p[k] − B(−δr)p[k + 1]

)︂
. (2.89)

The expression in (2.89) is an average of the projections of the current onto the midpoints of grid
segments. This illustrates how the test function method can accurately estimate terminal currents:
even in difficult situations where computing the current from one or two projections would be
inaccurate, the test function considers all nodes in the discretization, which has a mitigating effect
on local numerical errors.

In higher dimensions, the PDE in (2.84) is easy to solve since the resulting finite volume
discretization is a linear system of equations. Solving the Laplace equation requires only one
linear solve, as opposed to more complex equations which require one linear solve for each
Newton iteration. In some simulations, however, the Laplace test function has been shown to
yield inaccurate estimates of the current, particularly in devices where the doping profile varies
abruptly over several orders of magnitude [106]. In such situations, it can be beneficial to define
a test function such that “In regions with large carrier concentrations the gradient of the weight
function should be small” [106]. Nanz proposed the function

∇ ·

(︃ n
ni
∇Tn,i

)︃
= 0 (2.90)

for the electron current and
∇ ·

(︃ p
ni
∇Tp,i

)︃
= 0 (2.91)

for the hole current, with the Dirichlet boundary conditions Tn,i(x) = Tp,i(x) = 1.1 for x ∈ ci and
Tn,i(x) = Tp,i(x) = −0.1 at all other contacts. The solutions to the PDEs (2.90) and (2.91) were then
clamped to the range [0, 1] and smoothed with the polynomial

s(x) = −2x3 + 3x2. (2.92)

Due to the modified boundary conditions, the smoothed test functions have a “plateau” near each
contact, which was shown to circumvent numerical issues typically associated with the Laplace
test function near the contact edges. This effect is shown in Figure 2.8, which shows the test
functions generated using (2.90) and (2.91) for a 1D diode under forward and reverse bias. The
reverse-biased diode has a large depletion region near x = 0, which causes large gradients in n
and p and leads to a more pronounced plateau effect. The forward-biased diode has a very small
depletion region, so the test functions appear smoother near x = 0.
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Figure 2.8: Concentration-weighted test functions for 1D diode under forward and reverse bias.

The concentration-weighted test functions described by (2.90) and (2.91), while occasionally more
accurate than the Laplace test function, are significantly more expensive to evaluate. First, they
require two separate test functions—one for electrons and one for holes—for each grid. Second,
due to their dependence on carrier concentrations, they must be re-evaluated for every operating
point of the device, unlike the Laplace test function which must only be evaluated once per grid
and can be reused for any operating point.

In addition to the test function method, other methods have been proposed to evaluate terminal
currents faster, more accurately, or both. Since the current field is conservative, Palm and Van de
Wiele noted that the current density can be derived from a current potential, which can be used
to evaluate terminal currents and the current field itself along the device [110]. Gusmeroli and
Spinelli proposed the residue method, which does not require the solution of a PDE to evaluate
the current but relies on the use of the continuous Galerkin discretization. The residue method
was additionally noted to have lower accuracy than the test function method at low currents [57].
The residue method was extended to 3D simulations including impact ionization in [96]. The test
function was applied to Monte Carlo simulations using the Boltzmann transport equation in [167].

2.2.5 Current boundary conditions

In device simulation, it is often useful to set terminal currents explicitly rather than determining
them during postprocessing. In this case, we can add one equation to the typical discretized system
to enforce the current [33, 55]. The method of test functions can be used to formulate the extra
equation as long as the test function is not solution-dependent like the concentration-weighted
test functions described by (2.90) and (2.91). The extra equation is then

FI(z) = I − q
N∑︂

k=1

∑︂

l∈N[k]
l>k

|∂ωk ∩ ∂ωl|
∥x[l] − x[k]∥

(︂
gn[k, l] − gp[k, l]

)︂
(Ti[k] − Ti[l]) = 0, (2.93)

where z is the vector of unknowns and I is the desired current value. We can solve the augmented
system using a damped Newton process similar to (2.74). The Newton update at each iteration is
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given by solving ⎡
⎢⎢⎢⎢⎣

Jn
∂Fn
∂V

∂FI,n
∂zn

0

⎤
⎥⎥⎥⎥⎦ xn = −

[︄
Fn
FI,n

]︄
, (2.94)

where x ∈ RN+1, the unknown vector z is defined in (2.69), the residual F is defined in (2.70) and
Jn = ∂Fn/∂zn . Then, the updated solution and bias voltage are given by

[︄
zn+1
Vn+1

]︄
=

[︄
zn
Vn

]︄
+ xn. (2.95)

The gradient ∂FI/∂Z in (2.94) can be determined explicitly or via automatic differentiation. The
entries of the derivative ∂F/∂V are 1 at indices corresponding to the nodes in the current-controlled
contact and are 0 at all other indices, assuming Dirichlet boundary conditions are enforced without
penalty. The process in (2.94) and (2.95) can be generalized to an arbitrary number of current-
controlled contacts by allowing the residual FI to be vector-valued. Each additional current-
controlled contact adds a row and column to the block Jacobian in (2.95).

As noted in [105], this method of imposing a fixed current through a set of contacts can
lead to convergence problems. Computational experience shows that many current-controlled
simulations diverge unless aggressive damping is used in the Newton process to keep bias voltage
variation small between iterations. While this method allows either current or voltage to be set at
a contact, it can be extended to enforce arbitrary combinations of the two, allowing the inclusion
of simple circuits connected to the device terminals [73].

2.2.6 I-V curve tracing

The current-voltage characteristic, sometimes called an I-V curve, is a key indicator of the perfor-
mance and character of many semiconductor devices. It is therefore of interest in device simulation
to accurately generate I-V curves so that devices may be analyzed and comparisons may be made
among them. To generate an I-V curve, the voltage or current at one contact is varied while the
voltage and current at all other contacts is held constant. This requires many simulations; one
simulation must be performed for each set of bias conditions along the I-V curve. Since the New-
ton method is highly sensitive to initial conditions, it is critical that initial conditions be chosen
appropriately for each point on an I-V curve.

A general requirement for convergence using Newton-like nonlinear solvers is that the initial
guess be sufficiently close to the solution. Consider a simple device with two contacts, for which
it is desired to simulate the bias voltages (V1,V2, · · · ,VL), at which points the unknown currents
(I1, I2, · · · , IL) will be recorded. At each point on the curve, the vector-valued unknowns in the
discretization are (z1, z2, · · · , zL), where z is defined in (2.69). The naïve algorithm for tracing this
I-V curve is

1. Begin with an initial guess z0.

2. Solve F(zn) = 0, using z = zn−1 as an initial guess for the nonlinear solver.

3. Compute the current In using the solution zn.

4. Repeat steps 2 and 3 for n ∈ [1,L].

A problem arises when determining the initial guess z0. Without any a priori knowledge of the
character of z1, it is generally difficult to provide an initial guess such that the first nonlinear solve
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converges. One solution is to choose V1 = 0, such that the device is in thermal equilibrium at the
first point on the I-V curve. Then, the Van Roosbroeck system reduces to the equilibrium case
of a single PDE, which is given in (2.8). This PDE can be solved for ψ, and (2.7) can be used to
compute n and p, thus giving z0. Computational experience shows that this uncoupled PDE is less
sensitive to initial conditions than the non-equilibrium Van Roosbroeck system, but some initial
guess is still needed for the thermal equilibrium problem. In some cases, we can guess z = 1N or
z = 0N and get convergence when large doping gradients are not involved. Alternatively, we can
estimate ψ from the charge neutrality condition in (2.9), which gives convergence for a wide range
of geometries and doping profiles [38].

For some devices, the naïve curve tracing scheme described above performs poorly or may fail
altogether. To understand why, we must analyze the character of solutions to the semiconductor
problem. Several theoretical results have been proven regarding the existence and uniqueness of
solutions to Van Roosbroeck system. Markowich showed in 1985 that, when solutions to the
Van Roosbroeck system exist, the I-V characteristic varies continuously with applied voltage.
This is due in part to the implicit value theorem [94]. In other words, the I-V characteristic is a
smooth curve in the current-voltage plane. Existence of a solution is guaranteed in the thermal
equilibrium case when impact ionization is negligible. Few results exist for non-negligible impact
ionization rates, except in very specific situations. In particular, existence has been proven for all
bias conditions in a 1D diode with a symmetric, piecewise constant doping profile with constant
mobilities [92].

Uniqueness is only guaranteed under specific conditions. For instance, it has been shown that
a unique solution exists in the thermal equilibrium case where V = 0 for all contacts, when impact
ionization is negligible [153]. Moreover, a unique solution exists even if V is nonzero for some
contacts, so long as the vector of bias voltages

V =
[︂
V1 V2 · · · VM

]︂T
,

where M is the number of contacts, is within a sphere of sufficiently small radius. The maximum
radius for which uniqueness holds is problem-dependent and can vary with the doping profile,
the mobilities µn and µp and any parameters of the geometry and discretization [94]. In general,
however, uniqueness does not hold, and the Van Roosbroeck system can admit one, several or
no solutions. The most common example of a device admitting multiple solutions is a diode in
avalanche breakdown, which can exhibit snap-back behavior near the breakdown voltage, leading
to an S-shaped I-V curve [33, 95]. Similar behavior has been observed in the simulation of
thyristors [153], bipolar transistors [7, 51] and CMOS devices [23].

The simulation of multivalued behavior of I-V curves poses considerable numerical difficulty
for two main reasons. First, it is typically necessary to include impact ionization in simulation to
produce a multivalued I-V curve. The dependence of the ionization rate G on the vector quantities
Jn, Jp and E is difficult to model in a finite-volume discretization, and several schemes have been
proposed to incorporate this phenomenon [80, 81, 151, 152]. Beyond the discretization, impact
ionization causes convergence problems for most nonlinear solvers. Kumashiro found that a major
source of this difficulty is a “positive feedback” effect between the ionization rate and the current
densities: An increase in G in one iteration of the nonlinear solve causes ∥Jn∥ and

⃦⃦
⃦Jp

⃦⃦
⃦ to increase,

which causes G to increase in the next iteration, and so on [80]. Second, the Jacobian of the
discretized PDE system is singular at turning points where the I-V curve becomes multivalued [74,
153]. Thus, while it is often possible to approach turning points in simulation, it can be difficult
or impossible to trace the I-V curve beyond the turning point without encountering convergence
issues.
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Figure 2.9: Illustration of naïve prediction and tangent prediction algorithms at a normal point
(left) and at a limit point (right). Figure adapted from [95].

Several techniques have been developed to overcome the difficulty of tracing multivalued I-V
curves. The naïve algorithm above is part of a more general class of algorithms called predictor-
corrector algorithms. Such algorithms can be used to trace I-V curves by using a predictor to guess
the next point on the curve. Since the guess will not generally be a solution of the PDE system, a
corrector is then used to find a point on the curve of solutions near the initial guess. When tracing
I-V curves, the corrector is a nonlinear solver, i.e. the Newton method. The predictor algorithm
can be one of several choices. One of the simplest and most widely-used predictors is the tangent
predictor, which will be discussed below.

To understand the tangent predictor, it is useful to first consider the naïve approach described
above as a simple predictor algorithm [74]. Consider the situation where it is desired to trace an
I-V curve from a point (V1, I1) to (V2, I2). This approach makes the prediction z2 = z1 and fixes the
bias voltage at some value V2, which is typically set such that adjacent points on the I-V curve are
separated by a fixed distance, i.e. V2 = V1 + ∆V. A Newton-like solver is then applied to correct
the predicted solution, yielding the solution z2. This solution is consistent with the bias voltage
V = V2, since that bias voltage was set externally via Dirichlet boundary conditions. This situation
is illustrated in Figure 2.9. On the left, the I-V curve is single-valued, and a solution exists for the
predicted voltage V = V1+∆V. The Newton solver converges to the desired solution, and the step
is successful. On the right, however, the I-V curve is multivalued for a range of bias voltages. In
this case, the naïve predictor attempts to set V = V1 + ∆V, but such a solution does not exist due
to the snapback behavior. The Newton solver diverges, and the step is unsuccessful.

The tangent predictor is able to overcome such limit points where the I-V curve becomes
multivalued. Consider the parametric I-V curve (V(s), I(s)), where I is computed from a high-
dimensional curve z(s) in the solution space RN. Instead of fixing the bias voltage, the tangent
predictor treats the bias voltage as an unknown variable in the discretized PDE system. The
resulting augmented system of equations has N + 1 unknowns, similar to the system used to set
current boundary conditions described in Section 2.2.5. Consider again the situation where it is
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Figure 2.10: Illustration of the two PALC constraints N1 and N2 and their effect on the correction
step of the continuation algorithm.

desired to trace an I-V curve from a point (V1, I1) to (V2, I2). This approach makes the prediction
[︄
z2
V2

]︄
=

[︄
z1
V1

]︄
+ ∆σ

[︄
z1̇
V̇1

]︄
,

where ż = ∂z/∂s , V̇ = ∂V/∂s , and ∆σ is the desired length of the curve segment from (V1, I1)
to (V2, I2) [24]. Since the bias voltage is now unknown, it is acceptable for the prediction to lie
outside of the curve, even if no solutions exist with the given bias voltage. The second step of
the curve-tracing algorithm, the corrector, attempts to find a solution point near the prediction,
possibly with a different bias voltage. To correct the prediction and find a point on the I-V curve
that lies a distance of approximately ∆σ away from (V1, I1), we need a constraint to add to the
augmented system of equations.

There are a few constraints that can be added to enforce the step size requirement. One choice
is to force the tangent vector to have unit length, i.e. to require that

V̇(s)2 + İ(s)2 = 1. (2.96)

The use of the constraint in (2.97) along with the tangent predictor algorithm is known as arc-length
continuation. Typically, this constraint is not enforced exactly due to its nonlinearity. Instead,
pseudo arc-length continuation (PALC) is often used as a substitute, where (2.97) is enforced approx-
imately [74]. Two PALC constraints were introduced in [24]:

N1 = θİn(I − In) + (2 − θ)V̇n(V − Vn) − ∆σ = 0, (2.97)

and
N2 = (I − In)2 + (V − Vn)2 − (∆σ)2 = 0. (2.98)

The behavior of these two constraints is illustrated in Figure 2.10. The constraint N1 defines a
straight line that intersects with the tangent vector a distance ∆σ away from the point (V1, I1).
The slope of the line is determined by the parameter θ, which ranges from 0 to 2. When θ = 1,
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the constraint line is perpendicular to the tangent vector [154]. The constraint N2 defines a circle
centered at (V1, I1) with radius ∆σ. This constraint will generally intersect with the I-V curve at
two points, but the Newton solver will likely converge to the solution nearest the prediction [24].

The constraints in (2.97) and (2.98) depend on appropriate scaling for the voltage and current.
For N1, a perpendicular line to the tangent vector is only desirable if V and I are on similar scales.
Typically this is not the case, and V can be on the order of a few volts, while I may be on the order
of microamps or less, depending on the device. In this case, the parameter θ should be very close
to 2, i.e. θ = 2 − 1 × 10−6 or so. Setting θ = 2 amounts to setting a current boundary condition,
where a fixed current step is taken at each point on the curve. Conversely, setting θ = 0 amounts
to setting a voltage boundary condition at the active contact. For N2, this scaling problem suggests
an alternate definition such as

N2 = θ
2(I − In)2 + (2 − θ)2(V − Vn)2 − (∆σ)2,

which defines an ellipse centered at (V1, I1). The parameter θ has a similar effect. Alternatively, if
modification to the constraints is not desired, the voltages or currents can be scaled after simulation,
before beginning the continuation algorithm.

As evidenced by the complexity of these continuation algorithms, tracing multivalued I-V
curves is highly nontrivial. The study of continuation methods led to the development of bifurcation
analysis, a field of mathematics concerned with related differential equations that exhibit branching
or admit multiple solutions. Similar continuation methods to the ones described here have been
compiled in software packages aimed at general elliptic PDE systems [4, 154]. Arc-length contin-
uation has also proven useful in modeling substrate currents and latchup phenomena in CMOS
circuits [23]. More generally, continuation has been applied to circuit-level simulators where mul-
tivalued transfer characteristics may be present [22]. Continuation can also be useful to iteratively
find DC operating points in large circuits when stepping directly to the desired bias conditions
causes convergence problems [131]. When solution branches exist that cannot be reached with
conventional continuation methods, deflated continuation can be used to find all possible solutions
to a system at a given operating point [40]. This can be useful to avoid the need to trace near
turning points where the system Jacobian becomes singular.

Several methods have also been proposed to trace I-V curves without requiring complex
continuation algorithms. One such algorithm was used to trace snapback behavior in bipolar
transistors and does not require adding equations to the PDE discretization. Instead of treating the
bias voltages as unknowns, this approach tries to guess points on either side of the I-V curve and
linearly interpolates between them to estimate the shape of the curve [7]. Another approach uses
automatic biasing, where a combination of a voltage source, a current source, and a resistor are used
to load the device such that only one operating point is possible for each load combination [51].
This scheme requires one or more equations to be added to the discretization, making its use in
simulation difficult. Unlike the other methods, however, it could easily be applied in a physical
curve tracer machine to give accurate measurements of breakdown and snapback parameters.

2.3 Computational methods

2.3.1 Automatic differentiation

Evaluating derivatives of computer programs is essential to many tasks in computational physics
and machine learning. Nonlinear solvers such as Newton’s method, for example, require the
Jacobian of a vector-valued function that may be prohibitively difficult to compute by hand. Many
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optimization methods require the gradient of a loss function which may depend on thousands
or millions of model parameters. Historically, numerical derivatives were computed using finite
differencing. While this approach was suitable for simple problems, the resulting truncation error
often led iterative solvers to far worse performance than if the derivatives were computed by
hand [145]. Symbolic differentiation can achieve lower error than finite differencing by manipulating
equations algebraically. This approach, however, is seldom appropriate for scientific computing
where thousands of derivatives are computed in rapid succession. Another approach is automatic
differentiation (AD), which has similarities to both symbolic differentiation and numerical finite
differencing. It does not, however, incur truncation error, and in many cases provides comparable
accuracy to symbolic differentiation at significantly lower computational expense [54].

Automatic differentiation methods compute derivatives of computer programs by exploiting
the structure of the programs, and in many cases, of the programming language itself. The
two main AD methods are forward-mode and reverse-mode AD. Forward-mode AD operates in an
intuitive manner, treating each mathematical operation in a program as a separate step whose
derivative can be evaluated. The complete list of operations in a program and the dependencies
between different operations is known as a Wengert list [165]. Forward-mode AD works by
considering the value and derivative of each expression in a Wengert list, which are often called
primal and dual numbers, respectively. The derivatives of all the expressions in the Wengert
list are composed by applying the chain rule. Forward-mode AD has been implemented in
several software packages, most notably in the Julia package ForwardDiff.jl [129]. It is typically
implemented using operator overloading or by defining a special dual type, for which typical
arithmetic operations are defined, that holds both a primal value and its dual.

Rather than computing the derivative of each operation with respect to its inputs, reverse-
mode AD relies on the sensitivity of an input variable to each of the outputs of a function [54].
Reverse-mode AD also relies on the use of a Wengert list and composes intermediate results using
the chain rule. It is typically implemented using adjoint methods to compute the sensitivities [70]
or using source-to-source transformation, where a second program is generated from the code of the
first that computes the first program’s derivative [145]. Notable implementations of this method
include the Tapenade AD tool [60], which works with Fortran or C code, and Zygote.jl, which
works with Julia code [68].

Compared to forward-mode AD, reverse-mode AD is more efficient at computing gradients
of functions with fewer outputs than inputs. Such instances include many machine learning
models, when it is desired to compute the gradient of a scalar-valued loss function. Forward-
mode AD is more efficient at computing derivatives of vector-valued functions with more outputs
than inputs [54]. Both forward-mode and reverse-mode AD require a library of matrix derivative
results to compute derivatives and sensitivities of intermediate quantities. A collection of such
results is given in [49].

2.3.2 Scientific machine learning

Nearly every physical phenomena can be described by a differential equation or by a system
of differential equations. As illustrated in Section 2.1, a simple system of 3 PDEs can give an
accurate model of most semiconductor devices in 1D, 2D or 3D. Despite the simplicity of the
Van Roosbroeck system, the number of possible models for a given system grows exponentially
as increasingly many physical effects are considered. Impact ionization and field-dependent
mobilities are the most common extensions to the drift-diffusion model; many others exist when
simulation of nanoscale devices is desired [90]. Eventually, physical intuition must be replaced
with experimental data, as many parameters like ionization coefficients rely on empirical curve-
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fitting to measured devices. This effect is pervasive in other fields of science and engineering. As
increasingly complex models become necessary, simple physics-based models must be augmented
by observational data. Scientific machine learning is a broad name given to a class of methods that
seeks to bridge the divide between physical models and data-driven optimization. This section will
briefly describe some of the common methods in scientific machine learning and the computational
tools that have been developed to implement them.

One of the earliest-developed techniques related to scientific machine learning is the neural
ordinary differential equation (neural ODE) [17]. The neural ODE relies on the ability of neural
networks (NNs) to act as universal approximators which can learn and accurately model the
behavior of a wide class of functions. This ability is enhanced by the use of nonlinear activation
functions like the Gaussian Error Linear Unit (GELU) [62]. NNs have classically been used for
supervised and unsupervised tasks, where they have been highly effective at detecting patterns in
structured and unstructured data, respectively. Recurrent neural networks can additionally be used
to construct discrete models of time-series data. It is often of interest to model continuous-time
data, in which a quantity does not change value at a well-defined frequency. Neural ODEs fill this
need by using a NN to parameterize the forcing function of an ODE. The resulting equation can
be solved on any timescale and can be trained on a wide variety of data. Neural ODEs have been
extended to stiff systems [78] and to problems requiring Bayesian inference [27]. Recently, the
Fourier neural operator was introduced to allow neural ODEs to learn an entire family of problems,
rather than a single equation [86].

The universal differential equation has been introduced as an extension to the philosophy under-
lying neural ODEs [126]. Neural ODEs use NNs to parameterize an entire differential equation
and are thus a purely data-driven approach. Many models call for a mix of physical and data-
based modeling, particularly when the model is used in a mission-critical application (as in much
of semiconductor simulation, where TCAD models are often used to make design decisions).
Universal differential equations fill this need by allowing for a differential equation model to be
partially parameterized by a NN while retaining some description of the underlying physics [125].
This approach extends on earlier physics related approaches like Physics-Informed Neural Net-
works (PINNs) [127] by leveraging AD capabilities to allow data-driven model creation without
requiring domain specific code. Universal differential equations have been applied in a wide
range of domains, from predicting the COVID-19 pandemic [26] to discovering missing physics
in climate models [128]. Beyond universal differential equations, other scientific machine learn-
ing techniques such as continuous time echo state networks (CTESNs) have been shown to yield
performant surrogates of systems with dynamics on multiple timescales [1].

2.4 Related work

Much of the groundwork for efficient surrogate modeling was laid by inverse design approaches in
disparate fields of engineering. Historically, engineering design has been accomplished using sets
of best practices and “rules of thumb,” and designers have often relied on intuition and experience
to meet a set of specifications. Inverse design, by contrast, begins with a set of specifications and
uses mathematical optimization to generate a design without prior knowledge of the character
of such a solution [21]. Much of the early applications of inverse design were directed toward
photonics [103], particularly in problems such as nanolenses and mode converters [2], photovoltaic
materials [169], wavelength demultiplexers [118] and grating couplers [134]. Recently, optical
metasurfaces have been constructed using inverse design, and some approaches have leveraged
automatic differentiation for faster simulation and optimization [21, 114].
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The inverse design of metasurfaces prompted the development of a new surrogate approach:
physics-enhanced deep surrogates (PEDSs) [115]. The PEDS approach considers the simulation
of a metasurface using both a fine-grained geometry and a coarse-grained geometry. The fine-
grained geometry provides a more realistic simulation of the metasurface at the expense of higher
computational cost. The coarse-grained geometry is faster to simulate but introduced unacceptable
error compared to the fine-grained simulation. To develop a surrogate model, the PEDS approach
creates a residual geometry that is added to the downsampled geometry used in the coarse-grained
simulation. The residual geometry is generated by a neural network that can be trained to minimize
the error between the output of the coarse-grained simulation and the output of the fine-grained
simulation. Additionally, the neural network can be trained to generate residuals for a wide range
of input parameters, providing an efficient way to quickly create a surrogate without repeating
the lengthy training process.

A number of inverse design and surrogate methods have been applied in semiconductor-
related problems. Geometric programming has been used to optimize doping profiles in bipolar
transistors using an analytical model of the base transit time [71]. We note that this optimization
did not entail a physics-based simulation of the entire device and relied on minimization of a single
parameter. Geometric programming has also allowed inverse design of CMOS op-amps [63, 91,
157], multistage RF amplifiers [28], planar spiral inductors [102] and LC oscillators [64]. Traditional
surrogate methods including Latin hypercube sampling have been applied to model the power
consumption and bandwidth of a bipolar op-amps [168] and the drain current of 65 nm NMOS
and PMOS devices [166]. Various adaptive sampling techniques have also been used to train
surrogates of SPICE MOSFET models [143]. Forward-mode AD was used to perform sensitivity
analysis on systems derived from Maxwell’s equations in [66].

More recent works have focused on applying powerful machine learning methods to inverse
design problems. A neural network architecture was proposed in [100] to avoid overfitting in
TCAD-augmented machine learning. The architecture used an autoencoder to estimate the thick-
nesses of p-doped, intrinsic and n-doped regions in a p-i-n diode. This method also allowed inverse
design of the layer thicknesses to match simulation outputs to a hand-drawn I-V curve. Similar
autoencoder-based models were used to recover the metal workfunction of a Schottky diode from
its I-V curve in [30] and to predict FinFET I-V curves from device dimensions [99]. Differential
evolution techniques were used to design semiconducting boron sheets for 2D FETs in [171]. A
multilayer perceptron (MLP) model was trained to predict drain current, effective mobility and
electron density in a 3D FinFET in [76]. The same model was used in inverse design; the width,
thickness and backgate voltages of a device were designed from a desired subthreshold swing,
threshold voltage and mobility degradation. Deep neural networks have also been applied in
inverse design of tunnel field-effect transistors (TFETs) [164] and FinFET SRAM cells [172].

Considerable theoretical and experimental attention has been devoted to the optimization and
inverse design of doping profiles. Early theoretical work showed that doping profile recovery was
possible from stationary simulations in the limited unipolar case where p = 0 everywhere, given
an arbitrarily large set of I-V or C-V curve data [13]. This work supported earlier experimental
results that used black-box optimization to extract doping profiles from CMOS devices [83, 122].
It was later shown that the quality of the doping reconstruction depended on the amount of data
available, and it was conjectured that some doping profiles may be uniquely identifiable from
I-V data [84]. A stronger statement was proven in [12], which showed that the location of a P-N
junction could be uniquely identified using I-V and C-V data if the number of junctions is less than
or equal to two. Later experimental work showed that doping profile recovery was possible in 2D
and was robust to measurement noise [18]. Similar doping reconstructions were achieved in a 1D
finite-difference discretization of the Van Roosbroeck system using optimal control [147].
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Chapter 3

Implementation

3.1 Computing environment

3.1.1 Packages used

This work was implemented using the Julia programming language [10], version 1.7.1. Much
of the framework for finite volume discretizations was provided or influenced by VoronoiFVM.
jl [45]. Finite volume grids were implemented using ExtendableGrids.jl and visualized using
GridVisualize.jl and PyPlot.jl. The Triangulate.jl package was used to generate boundary-
conforming Delaunay triangulations in all simulation models [137]. The SimplexGridFactory.
jl package was used to construct device geometries. Automatic differentiation was primar-
ily performed using Zygote.jl [68], and ForwardDiff.jl was used when nested AD was re-
quired [129]. Sparse matrix functionality was provided by SparseArrays.jl. Automatic spar-
sity detection was implemented using Symbolics.jl [52]. Our implementation of arc-length
continuation was influenced by BifurcationKit.jl [163]. Deflated continuation was also per-
formed using BifurcationKit.jl. Surrogate models were trained using DiffEqFlux.jl [126]
and GalacticOptim.jl.

3.1.2 Semiconductor simulation package

This section describes Semiconductors.jl, the simulation package created as part of this work.
The package acts as an interface to VoronoiFVM.jl by defining key physics functions and postpro-
cessing methods related to semiconductor simulation. It also provides an interface to quickly define
and modify TCAD models and their discretization grids. The core structure in Semiconductors.jl
is Semiconductors.Device. This structure defines the device model and contains information
about its geometry. The definition of this structure is given below:

� ⊵
struct Device

model::Model # Device model and parameters
grid::ExtendableGrids.ExtendableGrid # FVM discretization grid
b_types::Dict{Int64,String} # Boundary region types
r_types::Dict{Int64,String} # Cell region types

end� �
The first field, model::Model, contains the device model and simulation parameters and will
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be described below. The second field, grid::ExtendableGrids.ExtendableGrid, contains the
discretization grid. The grid object contains several adjacencies generated by ExtendableGrids.jl
that describe the relationships among nodes, edges, and faces in the discretization. We refer the
reader to the ExtendableGrids.jl documentation for further details on the grid object. The third
field, b_types::Dict{Int64,String} maps boundary regions in the grid to their boundary region
types. The boundary region type is a string which can take one of four values:

• "contact": Describes an ideal Ohmic contact. Dirichlet boundary conditions are enforced
in these regions.

• "exterior": Describes an artificial simulation boundary. Homogeneous Neumann bound-
ary conditions are enforced in these regions.

• "interior": Describes a semiconductor-semiconductor interface. Typically used to separate
regions in a device with discontinuous doping, permittivity or carrier lifetimes.

• "gate": Describes a gate contact. Dirichlet boundary conditions are enforced for the potential
in these regions.

The fourth field, r_types::Dict{Int64,String}maps regions in the grid to their cell region types.
The cell region type is a string which can take one of two values:

• "semiconductor": Describes a semiconductor region. The Poisson equation and both conti-
nuity equations are solved in these regions.

• "insulator": Describes an insulator region. Typically used in gate oxide layers and in
geometries containing a boundary mesh. Only the Poisson equation is solved in these
regions. Space charge is neglected in these regions, i.e. n = p = 0.

For b_types and r_types, the region numbers correspond to the boundary region numbers and
cell region numbers defined during the creation of grid.

Within each Semiconductors.Device is a Semiconductors.Model. The Model contains several
physical constants and parameters necessary to simulate a device. The definition of this structure
is given below:

� ⊵
mutable struct Model

e0::Float64 # Vacuum permittivity (constant)
q::Float64 # Electron charge (constant)
vt::Float64 # Thermal voltage at 300 K (constant)

er::Dict{Int64,Float64} # Relative permittivity by cell region
ni::Dict{Int64,Float64} # Intrinsic concentration by cell region
tn::Dict{Int64,Float64} # Electron lifetime by cell region
tp::Dict{Int64,Float64} # Hole lifetime by cell region
ew::Dict{Int64,Float64} # Metal-insulator workfunction by region

# Intrinsic carrier concentration by boundary region
ni_boundary::Dict{Int64,Float64}

doping # Doping profile model (function)
recomb # Recombination model (function)
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generation # Generation model (function)
mobility_n # Electron mobility model (function)
mobility_p # Hole mobility model (function)

fldmob::Bool # Toggle field-dependent mobility
impact::Bool # Toggle impact ionization

end� �
The structure is mutable to allow some parameters to be changed without recreating the Model. The
first three fields give the values of the vacuum permittivity ε0, the electron charge q and the thermal
voltage VT. The following values were used, according to the 2018 CODATA recommended
values [150]:

ε0 = 8.854 187 812 8 × 10−18 Fµm−1,

q = 1.602 176 634 × 10−19 C,

VT =
kT
q
= 25.851 999 786 435 5 mV,

where we have assumed T = 300 K. The device temperature can be altered by changing the value
of VT. The temperature is assumed to be constant along the length of the device; self-heating and
other thermal effects are not currently supported.

The next six fields define mappings between cell region numbers and material properties,
allowing those properties to be piecewise constant. The field er::Dict{Int64,Float64} gives the
unitless relative permittivity, which is typically 12.7 for silicon and 1 for air or vacuum, in each
cell region. The field ni::Dict{Int64,Float64} gives the intrinsic carrier concentration ni, which
is typically 1.1 × 10−2 µm−3 [146], in each cell region. The fields tn::Dict{Int64,Float64} and
tp::Dict{Int64,Float64} give the electron and hole lifetimes in each cell region. These quantities
are related to the density of crystal defects in the silicon lattice and can vary significantly across
fabrication processes [121]. We use the values τn = τp = 1 × 10−10 s for most devices in this work.

The field ew::Dict{Int64,Float64} gives the metal-insulator workfunction potential Ew/q in
each boundary region. This should only be defined for boundary regions of type "gate". We use
the value Ew/q = 550 mV in this work, which is typical for a degenerate polysilicon contact on
SiO2 [144]. The field ni_boundary::Dict{Int64,Float64} gives the intrinsic carrier concentration
ni in each boundary region. This field is used to compute charge-neutrality carrier concentrations
at Ohmic contacts. This field should only be defined for boundary regions of type "contact",
in which case it should take the value of ni for whichever semiconductor region it contacts. If
this value is required to vary along a contact, the contact should be split into multiple boundary
regions to allow a piecewise constant ni along the contact.

The next five fields define various physical models used by the simulator. The field doping
defines the doping profile of the device. It should be defined using the template shown below:

� ⊵
function doping(x,y,reg;boundary=false)

...
return (gamma)

end� �
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The arguments x and y give the x and y-coordinate for which the doping should be evaluated.
The argument reg gives the cell region number if boundary==false or the boundary region if
boundary==true. The return value gamma should give the value of the doping at the point specified
by x, y and reg. This interface allows a wide range of doping profiles to be specified. The doping
can be a continuous function of x and y, a piecewise constant function of reg or a combination of
both.

The field recomb defines the device recombination model. In this work, only the Shockley-
Read-Hall recombination is used, which is defined as shown below:

� ⊵
function u_srh(n,p,ni,tn,tp)

u = n*p - niˆ2
u /= (n+ni)*tp + (p+ni)*tn
return (u)

end� �
The arguments n, p, ni, tn and tp give the electron and hole concentrations, intrinsic carrier
concentration, and electron and hole lifetimes at the node at which the recombination should
be evaluated, respectively. Additional recombination models such as the Auger model and the
spontaneous radiative recombination rate can be added by following this function template. The
field generation defines the device generation model. It should be defined using the template
shown below:

� ⊵
function generation(e_norm,jn_norm,jp_norm,device)

...
return (g)

end� �
The arguments e_norm, jn_norm and jp_norm give the least-squares approximations to the electric
field, electron current density and hole current density in the cell containing the node at which
the generation rate should be evaluated. This approximation is described in detail in Section 3.2.3.
The argument device gives the Semiconductors.Device instance for the device to be simulated.
This is included so that physical constants like q can be passed to the generation model. When
impact ionization is enabled in this work, the Selberherr model given in (2.19) is used with the first
set of parameters from Table 1 and Table 2 of [136], namely

α∞n = 1.0 × 102 µm−1, α∞p = 2.0 × 102 µm−1, Ein = 1.66 × 102 Vµm−1, Eip = 1.98 × 102 Vµm−1,

where we have converted length units from cm to µm as appropriate.
The fields mobility_n and mobility_p define the device mobility models. They should be

defined using the template shown below:

� ⊵
function mobility(n,p,e_norm,reg,fldmob)

...
return (u)

end� �
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The arguments n and p give the average electron and hole concentrations along the edge at which
the mobility should be evaluated. These arguments are unused in the current implementation
but may be used in a future implementation including concentration-dependent mobilities. Con-
structing these averages can be nontrivial; see [81] for details of such an implementation. The
argument e_norm gives the least-squares approximation to the electric field in the cell containing
the edge at which the mobility should be evaluated. This approximation is described in detail
in Section 3.2.3. The argument reg gives the cell region number of the cell containing the edge
at which the mobility should be evaluated. This can be used if a piecewise constant mobility is
desired. The argument fldmob is set to true if a field-dependent mobility is to be simulated and
false if not. The return value u should give the value of the mobility at the point specified by reg.
The electron and hole mobility functions have identical argument and return value structures.

The remaining two fields in the Semiconductors.Model structure are fldmob::Bool and
impact::Bool. These are set by the user and indicate whether field-dependent mobility and/or
impact ionization should be included in the simulation, respectively.

3.2 Semiconductor simulator

3.2.1 Equilibrium solver

Two solvers were implemented using VoronoiFVM.jl to simulate instances of Semiconductors.
Device. An equilibrium solver was implemented using the Poisson-Boltzmann equation given
in (2.8), and a non-equilibrium solver was implemented using the full Van Roosbroeck system
given in (2.6). The equilibrium solver was mainly used to provide an initial condition for the non-
equilibrium solver when convergence problems were encountered. For details of the VoronoiFVM
API, we refer the reader to [45]. Initial conditions for the equilibrium solver were computed using
the charge-neutrality condition given in (2.9). In this reduced system, only the potential ψ is
unknown.

The function ic_equilibwas implemented to generate the charge-neutrality initial condition.
The function definition is shown below:

� ⊵
function ic_equilib(

d::Semiconductors.Device,
sys::VoronoiFVM.AbstractSystem{Tv,Ti}

) where {Tv,Ti}

...
return (ic)

end� �
The argument d::Semiconductors.Device is the Device instance to be simulated. The argu-
ment sys::VoronoiFVM.AbstractSystem{Tv,Ti} is the VoronoiFVM system containing the device
physics functions, the current solution and the system Jacobian. The types Tv and Ti are used
internally by VoronoiFVM to store values and integers, respectively. Typically, Tv==Float64 and
Ti==Int32. The return value ic is a 1 ×N VoronoiFVM.SparseSolutionArray if sparse unknown
storage is enabled, or a 1 × N VoronoiFVM.DenseSolutionArray if not, where N is the number
of nodes in the discretization. The assembly loop for ic follows a similar elementwise algorithm
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to the VoronoiFVM PDE assembly loop eval_and_assemble, which is defined in vfvm_solver.jl.
The algorithm is given in pseudocode below:

� ⊵
# n_cells is the number of cells (segments/triangles/tetrahedra) in the
# discretization
for icell in 1:n_cells

# nodes_per_cell is the number of nodes per cell (2 per segment, 3 per
# triangle, 4 per tetrahedron)
for inode in 1:nodes_per_cell

# Compute charge-neutral potential
...

# Update the initial condition, or average it with whatever is
# already there
if ic[1,node.index]==0.0

ic[1,node.index] = v
else

ic[1,node.index] = 0.5 * (ic[1,node.index]+v)
end

end
end� �

The algorithm loops over each cell in the discretization, and loops over each node within a cell.
This means that some nodes may be visited multiple times if they are on a boundary between
different cell regions. If the doping is region-dependent, this can lead to multiple potential values
being computed for the same node. To work around this, the algorithm averages the potential with
whatever is currently in the initial condition vector in the case that the node is visited multiple
times. This value will likely be different than the actual charge-neutral potential, but some error is
acceptable as long as the initial condition remains close enough to the solution to give convergence.

The function equilib was implemented to perform the thermal-equilibrium simulation. The
function definition is shown below:

� ⊵
function equilib(

device::Semiconductors.Device;
Plotter=nothing,
verbose=false,
unknown_storage=:sparse,
damp_initial=0.1

)

# Solve system
...

return (solution)

end� �
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The argument device::Semiconductors.Device is the Device instance to be simulated. The
keyword argument Plotter can be set to a GridVisualize-compatible plotter, typically PyPlot, to
allow plotting of the equilibrium potential. The remaining keyword arguments verbose, unknown_
storage and damp_initial are passed to VoronoiFVM.solve! in a VoronoiFVM.SolverControl
instance. They dictate whether the solver will print debug information, whether to use sparse or
dense unknown storage and the initial damping ratio for the Newton solver, respectively. This
function is responsible for creating the physics callbacks defining the discretization. The flux,
source and reaction callbacks for this system are given below:

� ⊵
function flux!(f,u,edge)

eps = m.e0 * m.er[edge.region]
f[1] = eps * (u[1,1]-u[1,2])

end

function source!(f,node)
if device.r_types[node.region]=="semiconductor"

f[1] = m.q * m.doping(node[1],node[2],node.region)
end

end

function reaction!(f,u,node)
if device.r_types[node.region]=="semiconductor"

ni = m.ni[node.region]
f[1] = 2*m.q*ni * sinh(u[1]/m.vt)

end
end� �

Here, m is the Semiconductors.Model instance belonging to the device to be simulated. The source
and reaction terms are only defined in the semiconductor regions, i.e. the regions where device.
r_types[node.region]=="semiconductor". In all other regions, the source! and reaction!
callbacks leave the source and reaction terms unmodified at their default values of 0.0.

The boundary condition physics callback is more involved. Dirichlet boundary conditions
must be imposed at all Ohmic contacts using the charge-neutrality condition given in (2.9). This
is simple in 1D, since each contact is a single point and can have only one doping value. In
higher dimensions, the doping concentration can vary along the contact, requiring a multivalued
Dirichlet boundary condition. This functionality can be implemented with VoronoiFVM by using
the bcondition physics callback. The callback for this system is given in pseudocode below:

� ⊵
function bcond!(f,u,bnode)

# Neumann BCs are assumed at non-contact boundaries
if device.b_types[bnode.region]=="contact"

# Compute equilibrium carrier densities for each
# boundary node
...

# Apply Dirichlet BCs for potential and concentrations
boundary_dirichlet!(f,u,bnode,1,reg,v)
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# At gate contacts, potential is constrained by the
# metal-insulator workfunction
elseif device.b_types[bnode.region]=="gate"

# Look up workfunction and set Dirichlet condition for
# potential only
boundary_dirichlet!(f,u,bnode,1,reg,m.ew[reg])

end
end� �

Here, the function VoronoiFVM.boundary_dirichlet! is used to apply a separate Dirichlet bound-
ary condition at each node, which amounts to setting a multivalued boundary condition along
the contact. No boundary conditions are set at non-contact boundary regions, and homogeneous
Neumann boundary conditions are imposed by default. Dirichlet boundary conditions are also im-
posed at gate contacts, where ψ = Ew/q since no external bias is applied in the thermal equilibrium
condition.

3.2.2 Non-equilibrium solver

The non-equilibrium solver must solve the full Van Roosbroeck system given in (2.6) forψ, n and p.
Its initial condition is either provided by the equilibrium solver or by a previous non-equilibrium
solution. To generate the initial condition from the output of the equilibrium solver, the carrier
concentrations are first computed using the Boltzmann approximations given in (2.7). The initial
condition for the non-equilibrium solver should be a 3 ×N AbstractArray, where the three rows
give the values of ψ, n and p. The array can be constructing by stacking the arrays for ψ, n and p
vertically, i.e. by using vcat.

The function non_equilib_syswas implemented to generate the VoronoiFVM.System defining
the physics callbacks for the non-equilibrium simulation. The function definition is shown below:

� ⊵
function non_equilib_sys(

device::Semiconductors.Device,
n_contacts::Int64;
unknown_storage=:sparse,
qfp=false,
auto_sparsity=false

)

# Generate system
...

return (sys)

end� �
The argument device::Semiconductors.Device is the Device instance to be simulated. The ar-
gument n_contacts::Int64 gives the number of Ohmic contacts in the device to be simulated.
This value is required by the bias loop that sets Dirichlet boundary conditions. The keyword
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argument unknown_storage dictates whether the Newton solver should use sparse or dense un-
known storage. The keyword argument qfp dictates whether the system should be discretized
using quasi-Fermi potentials. This feature is not currently implemented; early computational
experiments showed that the discretization using quasi-Fermi potentials led to slower solves and
caused convergence problems for some devices. The argument auto_sparsity dictates whether
the solver should use automatic Jacobian sparsity detection if either field-dependent mobility or
impact ionization is requested.

The physics callbacks used by non_equilib_sys are generated one of two ways. If a field-
dependent mobility or impact ionization is requested in simulation, the generic callback is used
to define a generic operator which performs the vector discretizations used to estimate E, Jn and Jp.
This case is described in detail in Section 3.2.3. If neither a field-dependent mobility nor impact
ionization is requested in simulation, the callbacks are defined by the function physics_noneq_
boltz. The definition of this function is shown below:

� ⊵
function physics_noneq_boltz(device::Semiconductors.Device)

...
return (flux!,source!,reaction!,bcond!)

end� �
The argument device::Semiconductors.Device is the Device instance to be simulated. The
return values flux!, source!, reaction! and bcond! are the physics callbacks. The flux callback
is given below:

� ⊵
function flux!(f,u,edge)

# Poisson equation flux discretization via finite differencing
eps = m.e0*m.er[edge.region]
f[1] = eps*(u[1,1]-u[1,2])

# Continuity equation flux discretizations via Scharfetter-Gummel
if device.r_types[edge.region]=="semiconductor"

# Compute B(deltaV) for exponentially-fitted upwinding
bp,bm = fbernoulli_pm((u[1,2]-u[1,1])/m.vt)

# Get electron and hole mobilities
un = m.mobility_n(0,0,0,edge.region,m.fldmob)
up = m.mobility_p(0,0,0,edge.region,m.fldmob)

# Compute electron and hole fluxes
f[2] = un*m.vt * (u[2,1]*bm-u[2,2]*bp)
f[3] = up*m.vt * (u[3,1]*bp-u[3,2]*bm)

end
end� �

As before, m is the Semiconductors.Model instance belonging to the device to be simulated. This
callback is similar to the flux callback used in the equilibrium solver, with the addition of the
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two continuity equations. The continuity equations are only solved in semiconductor regions;
elsewhere, it is assumed that n = p = 0. The arguments for n, p and e_norm to m.mobility_n
and m.mobility_p are set to the dummy value of 0.0 since a field-dependent mobility was not
requested. The source and reaction callbacks are given below:

� ⊵
function source!(f,node)

if device.r_types[node.region]=="semiconductor"
f[1] = m.q*m.doping(node[1],node[2],node.region)

end
end

function reaction!(f,u,node)
if device.r_types[node.region]=="semiconductor"

ni = m.ni[node.region]
tn = m.tn[node.region]
tp = m.tp[node.region]
recomb = m.recomb(u[2],u[3],ni,tn,tp)
f[1] = m.q*(u[2]-u[3])
f[2] = recomb
f[3] = recomb

end
end� �

These callbacks are identical to the ones used in the equilibrium solver, except that the recombina-
tion term is added to the reaction callback for the continuity equations. The boundary condition
callback for this system is identical to the one used in the equilibrium solver, except a nonzero
bias voltage is set at each contact, and Dirichlet boundary conditions are added for the carrier
concentrations:

� ⊵
function bcond!(f,u,bnode)

# Get bias voltage of the current contact
bias = parameters(u)[reg]

# Neumann BCs are assumed at non-contact boundaries
if device.b_types[bnode.region]=="contact"

# Compute equilibrium carrier densities for each
# boundary node
...

# Apply Dirichlet BCs for potential and concentrations
boundary_dirichlet!(f,u,bnode,1,reg,v+bias)
boundary_dirichlet!(f,u,bnode,2,reg,n0)
boundary_dirichlet!(f,u,bnode,3,reg,p0)

# At gate contacts, potential is constrained by the
# metal-insulator workfunction
elseif device.b_types[bnode.region]=="gate"

# Look up workfunction and set Dirichlet condition for
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# potential only
boundary_dirichlet!(f,u,bnode,1,reg,m.ew[reg]+bias)

end
end� �

Here, the bias voltage at each contact is stored in the solution array u using the VoronoiFVM.
parameters interface. This interface allows the bias voltages to be passed directly to VoronoiFVM.
solve! using the keyword argument params, which avoids the need to re-create or modify the
VoronoiFVM.System instance for each bias point.

The function non_equilib was implemented to simulate the VoronoiFVM.System created by
non_equilib_sys at multiple bias points to form an I-V curve. The function definition is shown
below:

� ⊵
function non_equilib(

device::Semiconductors.Device,
bias_list::AbstractArray,
ic::AbstractArray;
Plotter=nothing,
verbose=false,
damp_initial=1.0,
int_contacts=nothing,
tf_conc=false,
max_round=1000,
max_iterations=100,
catch_conv=false,
tol_absolute=1e-10,
tol_relative=1e-10,
return_tfs=false

)

...

if return_tfs
if tf_conc

return (j_list,sys,solution,tfs_n,tfs_p)
else

return (j_list,sys,solution,tfs)
end

else
return (j_list,sys,solution)

end

end� �
The argument device::Semiconductors.Device is the Device instance to be simulated. The
argument bias_list::AbstractArray is the list of bias points at which the device should be
simulated. This argument should be an L × M array, where L is the number of bias points to
simulate and M is the number of Ohmic contacts in device. The argument ic::AbstractArray is
the initial condition to be used for the damped Newton solver. This argument should be a 3 × N
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array, where N is the number of nodes in the discretization. The three rows of ic should contain
the values of ψ, n and p, respectively, for each node in the discretization. The ordering of the nodes
is determined by the implementation of the discretization grid device.model.grid.

The keyword argument Plotter can be set to a GridVisualize-compatible plotter, typically
PyPlot, to allow plotting of the non-equilibrium potential. The keyword arguments verbose
and damp_initial are passed to VoronoiFVM.solve! in a VoronoiFVM.SolverControl instance.
They dictate whether the solver will print debug information and the initial damping ratio for
the Newton solver, respectively. The keyword argument int_contacts dictates the contacts at
which boundary integration should be performed to evaluate terminal currents. This argument
should be an AbstractVector containing the boundary region numbers of the contacts at which
terminal currents should be evaluated. The ordering of the columns in the return value j_list is
determined by the ordering of int_contacts.

The keyword argument tf_conc dictates whether the concentration-weighted test functions
defined in (2.90) and (2.91) should be used for boundary integration instead of the Laplace test
function defined in (2.84). Setting this argument to true will substantially increase simulation
time but can potentially improve the accuracy of terminal currents. The keyword argument
max_roud dictates the number of consecutive iterations within roundoff tolerance required to
accept a solution. This argument is passed directly to VoronoiFVM.solve! as a VoronoiFVM.
SolverControl instance; we refer the reader to the VoronoiFVM.jl documentation for more details
on this argument.

The keyword argument max_iterations dictates the maximum number of Newton iterations
that can be performed before a VoronoiFVM.ConvergenceError is thrown. The keyword argument
catch_conv dictates whether such convergence errors should be caught or allowed to terminate
the program. If catch_conv==true, the function non_equilib will return without error at the
current bias point and print the debug message "Caught ConvergenceError" to the console. This
is typically used when non_equilib is used as part of a larger curve-tracing algorithm in which
convergence errors are expected. The keyword arguments tol_absolute and tol_relative give
the absolute and relative tolerances for the Newton solver; these tolerances are defined as ϵ2 and
ϵ3 in (2.76) and (2.77), respectively. The keyword argument return_tfs dictates whether the test
functions used in boundary integration should be returned.

The return values of non_equilib can take one of three forms depending on the function
arguments. The first three return values are always j_list, sys and solution. The return
value j_list is a length(int_contacts) by size(bias_list,1) Matrix containing the terminal
currents at each of the desired Ohmic contacts, for each bias point in bias_list. The return value
sys is the VoronoiFVM.System generated by non_equilib_sys. This is typically used to avoid the
need to re-generate sys when other simulations are run using the same device. The return value
solution is a 3 ×N VoronoiFVM.SparseSolutionArray containing the values of ψ, n and p at the
last bias point in bias_list. The user must call non_equilibmultiple times if the full solution is
desired at multiple bias points.

The structure of the remaining return values is dictated by the keyword argument return_tfs.
If return_tfs==true, non_equilib returns five values, the last two of which are tfs_n and tfs_p.
Each of these return values is a length(int_contacts)-element Vector of Vector{Float64}s, each
element of which contains the concentration-weighted test function used for boundary integration
of electrons and holes, respectively, at the corresponding contact. The ordering of these return
values is determined by the ordering of the keyword argument int_contacts. If return_tfs=
=false, non_equilib returns four values, the last of which is tfs. This has an identical structure
to tfs_n and tfs_p and contains the Laplace test functions used for boundary integration at the
contacts specified by the keyword argument int_contacts.

62

https://j-fu.github.io/VoronoiFVM.jl/stable/solver/#VoronoiFVM.SolverControl


Test functions for boundary integration are typically generated using the VoronoiFVMmethod
testfunctionwith a VoronoiFVM.TestFunctionFactory instance. This method creates a Laplace
test function by creating a simple VoronoiFVM.System describing a finite volume discretization of
the Laplace equation. The resulting system of equations is linear and can be solved exactly with
a single Newton iteration. If a concentration-weighted test function is desired, a different system
must be created to discretize the concentration-weighted PDEs described in Section 2.2.4. The
function tf_sys was implemented in Semiconductors.jl to generate the discretization used in
such a test function. The function definition is shown below:

� ⊵
function tf_sys(

system::VoronoiFVM.AbstractSystem{Tv},
sol::VoronoiFVM.SparseSolutionArray,
device::Semiconductors.Device,
bc0::Vector,
bc1::Vector;
jp=false

) where Tv

# Generate test function system
...

return (factory)

end� �
The argument system::VoronoiFVM.AbstractSystem{Tv} is the VoronoiFVM system containing
the device physics functions, the current solution and the system Jacobian. The argument sol::
VoronoiFVM.SparseSolutionArray contains the current solution at all nodes in the discretization.
This argument has size 3 × N, where the three rows give the values of ψ, n and p. The argument
device::Semiconductors.Device is the Device instance to be simulated.

The arguments bc0::Vector and bc1::Vector give the boundary region numbers of the in-
active contacts and the active contacts, respectively. The active contacts are the Ohmic contacts
through which boundary integration should be performed. The inactive contacts are all other
contacts. Typically, bc1 has length 1, corresponding to a single active contact. If multiple active
contacts are specified, the current through all active contacts will be summed together in the in-
tegration. The keyword argument jp dictates whether the test function will be used to compute
hole current. The function tf_sys is typically called twice, once with jp==false and once with
jp==true, to generate electron and hole current test functions, respectively.

The function tf_sys generates the callbacks used in the finite-volume discretization of the
concentration-weighted test function system. Specifically, we seek to discretize the PDEs given
by (2.90) and (2.91) for electrons and holes, respectively. By inspection of the PDEs, these dis-
cretizations should only have a flux part; their source and reaction terms are both zero. Using the
Scharfetter-Gummel discretization given in (2.64) and (2.65), we can determine the values of n and
p between grid segments in terms of the function Q(x), which is defined in (2.43). The resulting
fluxes for the electron and hole test functions are

gtn[k, l] =
(︄
Q

(︄
−ψ[l] − ψ[k]

VT

)︄
n[k] +Q

(︄
ψ[l] − ψ[k]

VT

)︄
n[l]

)︄
Tn[l] − Tn[k]

ni
, (3.1)
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and

gtp[k, l] =
(︄
Q

(︄
ψ[l] − ψ[k]

VT

)︄
p[k] +Q

(︄
−ψ[l] − ψ[k]

VT

)︄
p[l]

)︄
Tp[l] − Tp[k]

ni
. (3.2)

The fluxes given in (3.1) and (3.2) are implemented in the flux physics callback passed to
VoronoiFVM.System by tf_sys. As described in Section 2.2.4, we impose the Dirichlet bound-
ary conditions Tn = Tp = 1.1 at active contacts and Tn = Tp = −0.1 at inactive contacts. These
boundary conditions are implemented in the bcondition physics callback.

The test function systems generated by tf_sys must be solved at each bias point to perform
terminal integration. The function tf_solvewas implemented to solve these systems and generate
the electron and hole current test functions for boundary integration. The function definition is
shown below:

� ⊵
function tf_solve(

factory::VoronoiFVM.TestFunctionFactory{Tv},
ic::Vector{Float64}

) where Tv

# Solve test function system
...

return (sol_smooth)

end� �
The argument factory::VoronoiFVM.TestFunctionFactory{Tv} is the TestFunctionFactory in-
stance containing the test function system to be solved. The argument ic::Vector{Float64} con-
tains an initial condition to be used by the Newton solver when solving the test function system.
This initial condition is passed by Semiconductors.non_equilib at each bias point. It is initialized
to a vector of zeros before the first simulation, and it is updated to hold the test function used at the
previous bias point in subsequent simulations. No method is currently implemented to generate
an initial condition for the first simulation; consequently, if concentration-weighted test functions
are used, it is often best to start any I-V curve simulation with all applied bias voltages set to 0 V
and gradually ramp up to higher voltages to help convergence of the test function system.

The return value sol_smooth is a Vector{Float64} containing the smoothed test function. As
described in Section 2.2.4, the test function is smoothed by clamping the solution to the range [0, 1]
and smoothing the clamped solution using the polynomial s(x) defined in (2.92). Another choice
of smoothing function is s1(x) = sin2(πx/2), which has similar properties to s(x). Computational
experience shows that these two smoothing functions produce nearly identical currents when used
in boundary integration.

3.2.3 Vector discretization methods

The non-equilibrium solver included in Semiconductors.jl is capable of simulating a field-
dependent mobility, impact ionization, or both. These effects require modifications to the standard
VoronoiFVM finite volume discretization due to their dependence on the vector quantities E, Jn and
Jp. Several vector discretization methods for estimating these quantities in a finite volume discretiza-
tion are analyzed in [151] and [152]. The vector discretization used by Semiconductors.jl is an
implementation of the “element-based method” described in [151]. Our implementation finds the
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Discretization 
cell

Figure 3.1: Notation used in 2D vector discretization method. The tangent vectors ŝ1 through ŝ3
point along the edges of the triangle as shown.

least-squares approximation to the electric field and current densities on each discretization cell
(triangles in 2D, segments in 1D).

The vector discretization used by Semiconductors.jlwill be described here for a 2D geometry.
The generalization to 1D or 3D is straightforward. Consider an arbitrary discretization cell as
notated in Figure 3.1. We first seek to estimate the electric field E = −∇ψ, which is assumed to be
constant on the triangle. The tangent vectors ŝ1 through ŝ3 are

ŝ1 =
x3 − x2

∥x3 − x2∥ , ŝ2 =
x1 − x3

∥x1 − x3∥ , ŝ3 =
x2 − x1

∥x2 − x1∥ , (3.3)

where x1 through x3 are the points at each corner of the triangle. Using an identical approach to
the Voronoi finite volume flux discretization, we can write the projections of E onto ŝ1 through ŝ3
as E1 through E3, where

E1 = E · ŝ1 =
ψ[2] − ψ[3]
∥x3 − x2∥ , E2 = E · ŝ2 =

ψ[3] − ψ[1]
∥x1 − x3∥ , E3 = E · ŝ3 =

ψ[1] − ψ[2]
∥x2 − x1∥ . (3.4)

We can combine (3.3) and (3.4) into an overdetermined linear system SE = p, where

S =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣
s1x s1y
s2x s2y
s3x s3y

⎤
⎥⎥⎥⎥⎥⎥⎥⎦ , E =

[︄
Ex
Ey

]︄
, p =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣
E1
E2
E3

⎤
⎥⎥⎥⎥⎥⎥⎥⎦ . (3.5)

The system in (3.5) can be solved by a least-squares approximation, which gives

E =
[︄
Ex
Ey

]︄
=

(︂
STS

)︂−1
STp. (3.6)

The solution in (3.6) can be computed in Julia using the backslash operator, which computes the
least-squares approximation of an overdetermined system.
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For the electric field, the solution given in (3.6) is exact by construction; we should have
∥SE − p∥ = 0 to within machine precision since the finite-volume discretization assumes E is
constant on each triangle. For the current densities, however, the 2D Scharfetter-Gummel dis-
cretization implies a different current density along each edge, as described in Section 2.2.2 and
in [123]. In this case, the least-squares solution will not be exact but can still give a good approxi-
mation for Jn and Jp. Using a similar approach to (3.4), we can compute the projections of Jn and
Jp onto the triangle edges:

Jn1 = Jn · ŝ1 =
qµn[2, 3]VT

∥x3 − x2∥
(︄
B
(︄
−ψ[3] − ψ[2]

VT

)︄
n[2] − B

(︄
ψ[3] − ψ[2]

VT

)︄
n[3]

)︄
, (3.7)

Jp1 = Jp · ŝ1 =
qµp[2, 3]VT

∥x3 − x2∥
(︄
B
(︄
ψ[3] − ψ[2]

VT

)︄
p[2] − B

(︄
−ψ[3] − ψ[2]

VT

)︄
p[3]

)︄
. (3.8)

The remaining projections Jn2, Jp2, Jn3 and Jp3 are defined analogously to (3.7) and (3.8). We
have here assumed that the mobilities µn[2, 3] and µp[2, 3] have already been estimated from the
projections of E; in practice, this means that the electric field must be fully estimated before either
of the current densities are computed if a field-dependent mobility is desired.

The function cell_field_norms was implemented to estimate the magnitude of the electric
field and the electron and hole current densities in a discretization cell. The function definition is
shown below:

� ⊵
function cell_field_norms(

u::VoronoiFVM.SparseSolutionArray,
sys::VoronoiFVM.System,
device::Semiconductors.Device,
idx::VoronoiFVM.SparseSolutionIndices,
icell::Int32,
edge::VoronoiFVM.Edge,
edges_per_cell::Int32

)

# Compute field magnitudes
...

return (e_norm,jn_norm,jp_norm)

end� �
The argument u::VoronoiFVM.SparseSolutionArray contains the current solution at all nodes in
the discretization. The argument sys::VoronoiFVM.System is the VoronoiFVM system containing
the device physics functions, the current solution and the system Jacobian. The argument device::
Semiconductors.Device is the Device instance to be simulated. The argument idx::VoronoiFVM.
SparseSolutionIndices is used to determine the indices of specific values of ψ, n and p in the
solution u. The argument icell::Int32 is the index of the discretization cell in which the fields
should be estimated. The argument edge::VoronoiFVM.Edge is used by VoronoiFVM._fill! to
get the indices of the nodes that lie on each edge of the discretization cell. The argument edges_
per_cell::Int32 contains the number of edges in each discretization cell. In 1D, edges_per_
cell==1; in 2D, edges_per_cell==3; in 3D, edges_per_cell==6 if device.grid uses a tetrahedral
tessellation.
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The standard VoronoiFVM callback interface cannot be used to define the physics of the sim-
ulation if a field-dependent mobility or impact ionization is to be simulated. In the standard
interface, the flux callback can only access ψ, n and p at the two nodes on an edge. Similarly,
the reaction discretization can only access ψ, n and p at a single node. The vector discretization
scheme above depends on unknowns at all nodes in each discretization cell. In 2D, this means
that the flux discretization requires 3 values of ψ if a field-dependent mobility is desired, and the
reaction discretization requires 3 values of ψ, n and p if impact ionization is desired. In this case,
the generic callback in VoronoiFVM.Physics is used to define a generic operator that performs the
finite volume discretization.

The function _generic_noneq was implemented to perform the finite volume discretization
when vector discretization is required. The function definition is shown below:

� ⊵
function _generic_noneq!(

f,
u::AbstractArray{Tu},
sys::VoronoiFVM.AbstractSystem{Tv,Ti},
device::Semiconductors.Device;
tf=nothing

) where {Tu,Tv,Ti}

# Compute residual, and compute boundary integral if requested
...

if tf==nothing
return (nothing)

else
return (integral)

end
end� �

The argument f contains the current residual at all nodes in the discretization. The argument
u::AbstractArray{Tu} contains the current solution at all nodes in the discretization. Both f
and u are passed by the VoronoiFVM assembly routine VoronoiFVM.eval_and_assemble. The type
Tu is used internally by VoronoiFVM to store the solution and to compute the system Jacobian.
Typically, Tu==Float64, but Tu==ForwardDiff.Dual is also possible during Jacobian evaluation.
The argument sys::VoronoiFVM.AbstractSystem{Tv,Ti} is the VoronoiFVM system containing
the device physics functions, the current solution and the system Jacobian. The types Tv and Ti are
used internally by VoronoiFVM to store values and integers, respectively. Typically, Tv==Float64
and Ti==Int32. The argument d::Semiconductors.Device is the Device instance to be simulated.

The keyword argument tf can be used to provide a test function for boundary integration. If
tf!=nothing, the function _generic_noneq computes the flux part of the boundary integrals of n
and p and returns it. If tf==nothing, the function _generic_noneq returns nothing. The return
value is used when boundary currents are requested in a simulation using a field-dependent
mobility, impact ionization or both. In this case, the standard VoronoiFVM.integrate method
will not work properly due to the use of the generic operator. The function integrate_generic
calls _generic_noneq to compute the flux part of the boundary integral and adds the source and
reaction terms in a separate loop. This function will be described in more detail below.

The function _generic_noneq implements an assembly loop similar to the elementwise al-
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gorithm used in the VoronoiFVM PDE assembly loop eval_and_assemble, which is defined in
vfvm_solver.jl. The algorithm is given in pseudocode below:

� ⊵
# n_cells is the number of cells (segments/triangles/tetrahedra) in the
# discretization
for icell in 1:n_cells

# Call cell_field_norms to estimate E, Jn, Jp if cell is in a
# semiconductor region
...

# Only do reaction discretization if impact ionization is enabled
if m.impact

for inode in 1:nodes_per_cell

# Add reaction part of residual if cell is in a
# semiconductor region
...

end
end

# Only do flux discretization if field-dependent mobility is enabled
if m.fldmob

for iedge in 1: edges_per_cell

# Add flux part of Poisson equation residual in all
# regions
...

# Add flux part of continuity equation residuals if cell
# is in a semiconductor region
...

end
end

end� �
Here, the generic operator is only used to provide the residuals that cannot be defined using the
standard callback interface. Since impact ionization modifies the reaction terms of the residual, the
function _generic_noneq should only perform the reaction discretization if impact ionization is
enabled. Similarly, field-dependent mobilities only affect the carrier flux terms, so _generic_noneq
should only perform the flux discretization if field-dependent mobility is enabled. When either
of these terms is not defined by the generic operator, non_equilib uses the standard reaction!
or flux! callback defined by physics_noneq_boltz in creating the VoronoiFVM.System for the
simulation. These terms could also be defined by the generic operator, but the Jacobian eval-
uation is generally slower if only the generic operator is used. This is because the assembly
routine VoronoiFVM.eval_and_assemble differentiates each callback separately during Jacobian
evaluation, which allows the Jacobian to be assembled block-by-block instead of in a single pass.

When a generic operator is needed in the discretization, VoronoiFVM uses SparseDiffTools.jl
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to accelerate Jacobian evaluation by exploiting the sparsity of the residual function. This package
uses graph coloring to create a compressed representation of the Jacobian that is more easily
evaluated than the full Jacobian [46]. This method requires knowledge of the sparsity pattern of
the Jacobian, which defines the location of nonzero entries. Sparsity detection can be performed
automatically using Symbolics.jl [52]. This approach uses symbolic variables as arguments to
the generic operator to determine dependencies between its outputs and inputs. Computational
experience shows that this method is typically slow and can require several seconds to generate
a sparsity pattern when the generic operator is complex. It also requires the generic operator to
accept a vector of symbolic variables as its input, which can be nontrivial due to the number of
external functions called by _generic_noneq.

An alternative to automatic sparsity detection is to manually define a sparse matrix containing
the location of nonzero entries in the Jacobian. This is implemented in Semiconductors.jl by the
function _generic_noneq_sparsity. The function definition is shown below:

� ⊵
function _generic_noneq_sparsity(

sys::VoronoiFVM.AbstractSystem{Tv,Ti},
device::Semiconductors.Device

) where {Tv,Ti}

# Generate sparsity pattern
...

return (sparsity)

end� �
The argument sys::VoronoiFVM.AbstractSystem{Tv,Ti} is the VoronoiFVM system containing
the device physics functions, the current solution and the system Jacobian. The argument d::
Semiconductors.Device is the Device instance to be simulated. The types Tv and Ti are used
internally by VoronoiFVM to store values and integers, respectively. Typically, Tv==Float64 and
Ti==Int32. The return value sparsity is a N ×N SparseArrays.SparseMatrixCSCwhose entries
are 1 where the corresponding Jacobian entry is nonzero and 0 otherwise. The implementation
of _generic_noneq_sparsity is identical to that of _generic_noneq, except it writes ones to the
sparsity pattern matrix instead of computing and modifying values in the residual.

The integrate method provided by VoronoiFVM for boundary current integration assumes
that the standard callback interface is used to define the discretization. When a generic operator
is used in the discretization, the currents given by integrate will generally be incorrect since
the residual terms contributed by the generic operator are not considered in the integration. To
resolve this, the function integrate_generic was implemented in Semiconductors.jl to allow
boundary current integration when a generic operator is used. This function contains code from
VoronoiFVM.integrate, which has been modified to improve performance and accommodate the
use of a generic operator. The function definition is shown below:

� ⊵
function integrate_generic(

system::VoronoiFVM.AbstractSystem{Tv,Ti},
tf::Vector{Tv},
U::AbstractArray{Tu,2},
device::Semiconductors.Device,
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idx::VoronoiFVM.SparseSolutionIndices
) where {Tu,Tv,Ti}

# Perform boundary integration for electron and hole current
...

return (integral)

end� �
The argument sys::VoronoiFVM.AbstractSystem{Tv,Ti} is the VoronoiFVM system containing
the device physics functions, the current solution and the system Jacobian. The argument tf::
Vector{Tv} is the test function to be used for terminal current integration. The argument U::
AbstractArray{Tu,2} is the current solution. The argument device::Semiconductors.Device
is the Device instance to be simulated. The argument idx::VoronoiFVM.SparseSolutionIndices
is used to determine the indices of specific values of ψ, n and p in the solution. The return
value integral is a 3-element Vector{Tu} containing the values of the boundary integration. In
VoronoiFVM.integrate, integral[1]would contain the flux of the electric field through the active
contact. Since this quantity is not physically meaningful, we do not compute it in integrate_
generic. The elements integral[2] and integral[3] contain the electron and hole currents
through the active contact. The currents must be multiplied by q to give a value in amps.

3.2.4 Continuation

Pseudo arc-length continuation was implemented to trace multivalued I-V curves. Our imple-
mentation uses VoronoiFVM data structures and assembly routines with a custom Newton solver
and tangent predictor to perform the continuation algorithm. Specifically, a VoronoiFVM.System
is used to store the device physics functions and the current Jacobian of the residual. An
interface was created to allow the residual and Jacobian to be computed on-demand using
VoronoiFVM.eval_and_assemble. This interface can be used by Semiconductors.jl, or the resid-
ual and Jacobian functions it provides can be passed to BifurcationKit.jl to perform any of
the continuation algorithms in that package. The data structures Semiconductors.IVState and
Semiconductors.IVCurve were created to hold the state of the nonlinear solver and of the con-
tinuation algorithm. This section describes the implementation of the VoronoiFVM continuation
interface, the IVState and IVCurve data structures and the arc-length continuation algorithm.

The Semiconductors.jl continuation interface is similar to the DifferentialEquations.jl
interface provided by VoronoiFVM.jl. The interface consists of three functions: _bk_res_jac!, bk_
residual and bk_jacobian. The function _bk_res_jac! is used internally by Semiconductors.jl
and should not be directly called by the user. This function uses VoronoiFVM.eval_and_assemble
to assemble both the residual and the Jacobian into a VoronoiFVM.System instance. It then stores
the hash of the current solution and the current parameter set in the System to ensure the same
residual and Jacobian are not evaluated multiple times. The parameter set is the set of bias voltages
applied to the contacts of the device to be simulated. The functions bk_residual and bk_jacobian
are defined as shown below:

� ⊵
function bk_residual(sys,u,p)

_bk_res_jac!(sys,u,p)
sys.history.nf += 1
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f = copy(vec(sys.residual))
return (f)

end

function bk_jacobian(sys,u,p)
_bk_res_jac!(sys,u,p)
sys.history.njac += 1
j = sparse(sys.matrix)
return (j)

end� �
The arguments sys, u and p should contain the VoronoiFVM.System belonging to the device to be
simulated, the current solution, and the current parameter set, respectively.

The residual interface bk_residualmust return a copy of sys.residual to avoid external mod-
ification of the residual. This is necessary for proper operation of the continuation algorithm: In
the event that a continuation step fails, the algorithm must revert the residual stored in the IVState
instance to the residual from before the continuation step failed (i.e. before any Newton updates
took place). If sys.residual is modified, the algorithm will revert to an erroneous state and
convergence will likely fail. The same is true of the Jacobian interface bk_jacobian. This function
must also convert the Jacobian stored in sys to a SparseArrays.SparseMatrixCSC before returning
it. The Jacobian stored in sys is typically a ExtendableSparse.ExtendableSparseMatrix, which
is provided by ExtendableSparse.jl. This data structure is used to allow faster assembly of the
Jacobian, but it is not currently compatible with vcat or hcat, which are both necessary to assemble
the augmented system used in continuation.

The IVState and IVCurve structures were created to hold data used by the arc-length contin-
uation algorithm. The IVState structure contains the current state of the algorithm and several
parameters used by the Semiconductors.jl damped Newton solver. An abbreviated definition
of this structure is given below:

� ⊵
mutable struct IVState{Tz,Tv,Ti}

z::AbstractVector{Tz} # New solution (updated inplace)
v::Tv # New voltage (updated inplace)
i::Tv # New current (updated inplace)
zpred::AbstractVector{Tz} # Predicted solution
vpred::Tv # Predicted voltage
ipred::Tv # Predicted current
z0::AbstractVector{Tz} # Old solution
v0::Tv # Old voltage
i0::Tv # Old current
N::Tv # Arc length residual
bias::AbstractVector{Tv} # Bias vector
c_active::Ti # Active contact
dfdv::AbstractVector{Tv} # Vector derivative dF/dV
didz::AbstractVector{Tv} # Gradient vector dI/dz
dids::Tv # Scalar derivative dI/ds
dvds::Tv # Scalar derivative dV/ds
dzds::AbstractVector{Tv} # Vector derivative dz/ds
dndz::AbstractVector{Tv} # Gradient vector dN/dz
dndv::Tv # Scalar derivative dN/dV

end� �
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The field z::AbstractVector{Tz} is used to store the current solution at all nodes in the dis-
cretization. The damped Newton solver updates this field inplace each iteration. The field v::Tv
is used to store the current bias voltage at the active contact. Only one active contact is currently
supported by the arc-length continuation algorithm. The field i::Tv is used to store the terminal
current through the active contact. This field is updated by boundary integration at the end of
each Newton iteration to compute the current residual in the arc-length constraint. The fields
zpred::AbstractVector{Tz}, vpred::Tv and ipred::Tv are the solution, bias voltage and termi-
nal current predicted by the tangent predictor. The fields z0::AbstractVector{Tz}, v0::Tv and
i0::Tv are used to hold the solution, bias voltage and terminal current from the last successful
continuation step. If a continuation step fails, the fields z, v and i are reverted to these values
before retrying the step with a smaller step size ∆σ.

The field N::Tv contains the current arc-length residual; this is computed using either of the
constraints N1 or N2 defined in (2.97) and (2.98). The field bias::AbstractVector{Tv} holds the
current bias voltages at all active contacts in the device. This should be set to an initial value by
the user before running the continuation algorithm; the entry of bias corresponding to the active
contact is modified by the continuation algorithm, and all other entries are left unchanged. The
field c_active::Ti holds the number of the boundary region corresponding to the active contact.

The remaining seven fields hold derivatives used in the tangent vector computation and in
the assembly of the block Jacobian for the augmented system. The derivatives ∂I/∂s , ∂V/∂s and
∂z/∂s are computed by Semiconductors.get_tangent!, which implements the tangent expres-
sions given in [24]. The vector derivative ∂F/∂V is sparse, as described in Section 2.2.6. It is assem-
bled manually using the function Semiconductors.assemble_dfdv. The gradient vector ∂I/∂z is
computed by Semiconductors.assemble_didz!, which uses ReverseDiff.gradient to take the
gradient of the boundary integration function. The gradient vector ∂N/∂z and the scalar deriva-
tive ∂N/∂V are computed by Semiconductors.assemble_dndz_dndv!, which uses ReverseDiff.
gradient to take the gradient of the arc-length constraint and ForwardDiff.derivative to com-
pute the scalar derivative of the arc-length constraint.

A constructor was created for IVState to allow initialization of an IVState instance. The
constructor is defined as shown below:

� ⊵
function IVState(

ic::AbstractVector{Tz},
bias::AbstractVector{Tv},
c_active::Ti,
ds::Tv

) where {Tz,Tv,Ti}

...
return (s)

end� �
The argument ic::AbstractVector{Tz} gives the initial condition to be used by the continuation
algorithm. This should be a 3N × 1 Vector giving the values of ψ, n and p at each node in the
discretization. The initial condition can be generated from a solution produced by non_equilib by
passing the N×3 solution array to VoronoiFVM.values, which will reshape the solution to a vector.
The argument bias::AbstractVector{Tv} gives the initial bias voltages at each Ohmic contact in
the device to be simulated. These voltages should be equal to the bias voltages used to generate
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the initial condition ic. If ic was generated by equilib, bias should be a vector of zeros. The
argument c_active::Ti gives the boundary region number corresponding to the active contact.
The argument ds::Tv sets the initial step size to be used by the continuation algorithm.

In addition to the values given by the arguments to the constructor, default values are set for
the following parameters:

• use_n1==true: The constraint N1, which defines a line emanating from the tangent vector at
a distance ∆σ, is used for arc-length continuation. Setting this field to false dictates that N2
should be used instead.

• log_j==false: The raw value of the terminal current is used in the parameterization of
the I-V curve. Setting this field to true dictates that the continuation algorithm should
parameterize the I-V curve by the base-10 logarithm of the current, which can be useful if
the current is expected to vary over several orders of magnitude.

• scale_j==1.0: No scaling is used for the current. Setting this field to a value other than 1.0
scales the current axis in the parameterization of the I-V curve.

• tol_abs==1e-10: The absolute tolerance of the damped Newton solver is set to ϵ2 = 1 × 10−10

using the convergence criterion given in (2.76).

• tol_rel==1e-10: The relative tolerance of the damped Newton solver is set to ϵ3 = 1 × 10−10

using the convergence criterion given in (2.77).

• tol_mono==1e-3: The damped Newton solver will terminate with an error if the residual
increases by a factor of more than 1/tol_mono between two iterations.

• damp_initial==1.0: No damping is used in the damped Newton solver by default. Setting
this field to a value less than 1.0 enables damping in the solver if n_damp>0.

• n_damp==0: No damping is used in the damped Newton solver by default. Setting this
field to a value greater than 0 dictates the number of damped Newton iterations that will be
performed by the solver if damp_initial<1.0.

• max_iters==10: A maximum of 10 Newton iterations will be performed at each continuation
step before retrying the step with a smaller step size.

The return value s is the IVState instance generated with the specified parameters.
The IVCurve structure contains the values on the I-V curve traced by the continuation algorithm

and several parameters used in curve tracing. The definition of this structure is given below:

� ⊵
mutable struct IVCurve{Tv,Ti}

v::AbstractVector{Tv} # Holds voltage
i::AbstractVector{Tv} # Holds current
tol_trunc::Tv # Truncation error tolerance
max_steps::Ti # Maximum continuation steps
step::Ti # Current step number
ds_decrease_factor::Tv # Factor to decrease ds by
ds_max_increase::Tv # Maximum increase of ds
trunc_error_norm::Tv # Norm of truncation error
dsmin::Tv # Minimum ds
n_solve::Ti # Number of Newton solves
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n_solve_max::Ti # Maximum Newton solves
skip_restart::Bool # Whether to skip restart

end� �
The fields v::AbstractVector{Tv} and i::AbstractVector{Tv} are used to hold the bias voltage
and terminal current at each point on the I-V curve. Values are appended to v and i using
push! at the end of each continuation step so that they appear in the order the curve was traced.
The field tol_trunc::Tv dictates the maximum truncation error between two continuation steps
such that a restart is not required. The field max_steps::Ti contains the maximum number of
continuation steps that can be performed before the algorithm terminates with an error. The field
step::Ti holds the current continuation step number. The fields ds_decrease_factor::Tv and
ds_max_increase::Tv dictate the amount by which ∆σ decreases following an unsuccessful step
and the maximum amount by which ∆σ can increase following a successful step. The default
values are ds_decrease_factor==0.5 and ds_max_increase==2.0.

The field trunc_error_norm::Tv is used to store the norm of the truncation error following a
successful continuation step. Our implementation uses the step size selection algorithm described
in [24] which attempts to maintain trunc_error_norm<tol_trunc at each continuation step. If
this criterion is not met, the current continuation step is restarted and the step size is decreased
by ds_decrease_factor. The field dsmin::Tv dictates the minimum step size allowed by the
continuation algorithm. If the step size falls below dsmin, the algorithm will terminate with an
error. The field n_solve::Ti holds the number of Newton solves performed by the continuation
algorithm in the current run. The field n_solve_max::Tidictates the maximum number of Newton
solves allowed by the continuation algorithm. This is typically used to prevent long runtimes of the
continuation algorithm when the step size becomes vanishingly small. The field skip_restart::
Bool is used internally by the continuation algorithm to indicate that a restart has already been
attempted in the current continuation step. This field should not be modified by the user.

A constructor was created for IVCurve to allow initialization of an IVCurve instance. The
constructor is defined as shown below:

� ⊵
function IVCurve(

state::IVState{Tz,Tv,Ti},
vmin::Tv,
vmax::Tv,
dsmin::Tv

) where {Tz,Tv,Ti}

...
return (s)

end� �
The argument state::IVState{Tz,Tv,Ti} is the IVState instance which will be used to trace the
I-V curve. This argument is necessary in the constructor to ensure type consistency. The arguments
vmin::Tv and vmax::Tv are currently unused but may be implemented in a future revision to allow
lower and upper bounds to be set for the active contact bias voltage. The argument dsmin::Tv sets
the minimum step length allowed by the continuation algorithm. In addition to the values given
by the arguments to the constructor, default values are set for the following parameters:
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• tol_trunc==0.1: A maximum truncation error of 0.1 is allowed between continuation steps;
truncation error exceeding this value will trigger a restart of the current continuation step.
This field should be set relative to the scaling of the voltage and current at the active contact.

• max_steps==10: A maximum of 10 continuation steps will be performed before the continu-
ation algorithm terminates with an error.

• ds_decrease_factor==0.5: The step length ∆σ is decreased by this factor if a restart is
required due to the truncation error criterion or a convergence error in the damped Newton
solver. Setting this field to a value closer to 1 decreases the step size less aggressively in such
situations.

• ds_max_increase==2.0: The step length ∆σ is allowed to increase by a factor between 1
and this value following a successful continuation step. Setting this field to a larger number
allows more aggressive increases; setting this closer to 1 prevents excessive step size growth
if multiple continuation steps are successful.

• n_solve_max==20: A maximum of 20 damped Newton solves are allowed by the continuation
algorithm. This field should have a value of at least max_steps since at least one damped
Newton solve is required for each continuation step.

The return value s is the IVCurve instance generated with the specified parameters.
The function continuation! was implemented to perform the arc-length continuation algo-

rithm for tracing I-V curves. The function is defined as shown below:

� ⊵
function continuation!(

state::IVState{Tz,Tv,Ti},
curve::IVCurve{Tv},
d::Semiconductors.Device,
sys::VoronoiFVM.AbstractSystem{Tv},
tf::AbstractArray{Tv}

) where {Tz,Tv,Ti}

while curve.step<=curve.max_steps
check_cont_terminate(state,curve)
initialize!(state,d,sys,tf)
predict!(state)
newton!(state,d,sys,tf)
print_cont_1(state,curve)
ds_update!(state,curve,d,sys,tf)
print_cont_2(state,curve)
push!(curve.v,state.v)
push!(curve.i,state.i)

end
return (nothing)

end� �
The argument state::IVState{Tz,Tv,Ti} is the IVState instance to be used by the continuation
algorithm. The user-defined parameters in theIVState should be set before callingcontinuation!.

75



The argument curve::IVCurve{Tv} is the IVCurve instance to be used by the continuation algo-
rithm. The user-defined parameters in the IVCurve should be set before calling continuation!.
The argument d::Semiconductors.Device is the Device instance to be simulated.

The continuation algorithm relies on several other Semiconductors.jl functions that mutate
the arguments state and curve to implement curve tracing. During each continuation step, the
algorithm first calls check_cont_terminate, which terminates the continuation process with an
error if the maximum number of Newton solves specified by curve.n_solve_max has been reached
or if the minimum step size specified by curve.dsmin has been reached. Then, initialize! is
called to prepare state for the continuation step. Specifically, this function resets the Newton
solver convergence status and damping ratio, clears the Newton update set by the previous
continuation step, sets state.z0 = state.z and state.v0 = state.v, and updates the terminal
current and all the derivatives stored in state.

After this, predict! is called to populate the tangent vectors in state and predict the next
point on the I-V curve. Then, newton! is called to correct the tangent prediction with the damped
Newton solver. Debug information is then printed by print_cont_1 and print_cont_2. The
debug information is printed in two parts because some of the information depends on the step
length∆σ, which is updated by calling ds_update!. Finally, the resulting bias voltage and terminal
current are pushed to curve.v and curve.i if the continuation step was successful. This process
repeats until the maximum number of continuation steps specified by curve.max_steps is reached,
at which point the algorithm terminates without error and returns nothing.

3.2.5 Current boundary conditions

Current boundary condition functionality was implemented in Semiconductors.jl, which allows
the user to fix the current through any Ohmic contact in a device. This is typically used in the
simulation of current-controlled devices like bipolar transistors, where a constant base current
is necessary to trace many common I-V characteristics. This functionality is supported by the
data structures Semiconductors.NewtonState and Semiconductors.NewtonParams, which hold
the state and parameters of the damped Newton solver used to solve the augmented system
described in Section 2.2.5. These structures are similar to the IVState structure used in arc-length
continuation. The constructor for NewtonState is defined as shown below:

� ⊵
function NewtonState(

ic::AbstractVector{Tz},
bias::AbstractVector{Tv}

) where {Tz,Tv}

...
return (s)

end� �
The argument ic::AbstractVector{Tz} gives the initial condition to be used by the damped
Newton solver. This should be a 3N × 1 Vector giving the values of ψ, n and p at each node
in the discretization. The argument bias::AbstractVector{Tv} gives the initial bias voltages at
each Ohmic contact in the device to be simulated. These voltages should be equal to the bias
voltages used to generate the initial condition ic. If ic was generated by equilib, bias should
be a vector of zeros. The return value s is the NewtonState instance generated with the specified
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initial condition and initial bias vector. The NewtonState structure contains no user-modifiable
fields.

The constructor for NewtonParams is defined as shown below:

� ⊵
function NewtonParams(

set_current::Tv,
c_active::Ti;
tol_abs=1e-10,
tol_rel=1e-10,
tol_mono=1e-3,
max_iters=25,
do_damp_search=false,
damp_initial=0.1,
damp_growth=1.5,
damp_search_iters=10,
damp_search_decrease=0.5,
dirichlet_scale=1.0,
verbose=verbose_noverbose

) where {Tv,Ti}

...
return (p)

end� �
The argument set_current::Tv gives the desired current through the active contact. The argu-
ment c_active::Ti gives the boundary region number corresponding to the active contact. The
keyword arguments tol_absolute and tol_relative give the absolute and relative tolerances
for the Newton solver; these tolerances are defined as ϵ2 and ϵ3 in (2.76) and (2.77), respectively.
The keyword argument tol_mono gives the monotonicity tolerance for the Newton solver. The
damped Newton solver will terminate with an error if the residual increases by a factor of more
than 1/tol_mono between two iterations. The keyword argument max_iters dictates the maxi-
mum number of iterations allowed by the damped Newton solver. The solver will terminate with
an error if max_iters is exceeded.

The keyword argument do_damp_search dictates whether a search should be performed to
determine the initial damping value used by the damped Newton solver. The keyword argument
damp_initial gives the initial damping ratio for the damped Newton solver. If do_damp_search=
=true, this value is the damping ratio at which the damping ratio search will begin. The keyword
argument damp_growth gives the amount by which the damping ratio should grow between
iterations. Higher values of this argument correspond to more aggressive damping growth.
The keyword argument damp_search_iters dictates the number of iterations to perform in the
damping ratio search. The keyword argument damp_search_decrease dictates the amount by
which the damping ratio should be decreased during the damping ratio search if the chosen
damping ratio did not give convergence. The damping search is typically used to determine
an initial damping value when using current boundary conditions, since the resulting nonlinear
systems often require very small damping ratios for convergence.

The keyword argument dirichlet_scale is used by the fully-differentiable simulator de-
scribed below as a penalty factor when imposing Dirichlet boundary conditions. The keyword
argument verbose dictates the verbosity level of the damped Newton solver. This may be set to
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a value of verbose_noverbose, in which case no debug information is printed to the console, or
verbose_print_iters, in which case the Newton solver convergence log is printed to the console.
The return value p is the NewtonParams instance generated with the specified parameters.

The function newton_current! was implemented to perform a non-equilibrium simulation
of a device with a single current-controlled contact. Multiple current-controlled contacts are not
currently supported. The function is defined as shown below:

� ⊵
function newton_current!(

state::NewtonState{Tz,Tv,Ti},
params::NewtonParams{Tv,Ti},
d::Semiconductors.Device,
sys::VoronoiFVM.AbstractSystem{Tv},
tf::AbstractArray{Tv}

) where {Tz,Tv,Ti}

initialize!(state,params,d,sys)
while state.converged==status_not_converged

assemble_derivs!(state,params,d,sys,tf)
newton_step_current!(state,params,d,sys,tf)
check_convergence!(state,params)

end

current!(state,d,sys,tf)
return (nothing)

end� �
The arguments state::NewtonState{Tz,Tv,Ti} and params::NewtonParams{Tv,Ti} store the
state and parameters of the damped Newton solver. The argument d::Semiconductors.Device
is the Device instance to be simulated. The argument sys::VoronoiFVM.AbstractSystem{Tv}
is the VoronoiFVM system containing the device physics functions. This argument is used by
VoronoiFVM.eval_and_assemble when assembling the system residual and Jacobian. The argu-
ment tf::AbstractArray{Tv} is the test function to be used for boundary current integration.
It should be created as a Laplace test function by using a VoronoiFVM.TestFunctionFactory in-
stance. Concentration-weighted test functions are not appropriate when setting current boundary
conditions since the current must be computed each Newton iteration. The test function must be
created using the same active contact as specified by params.c_active.

The function newton_current! relies on several other Semiconductors.jl functions that mu-
tate the argument state to implement current boundary conditions. The function first calls
initialize!, which prepares state for the Newton solver. Specifically, this function resets the
Newton solver convergence status and damping ratio and clears the Newton update set by the
previous solve. Then, for each Newton iteration, the function performs the following steps:

1. Call assemble_derivs! to assemble the system residual and Jacobian using update_res_
jac!, assemble the derivative ∂F/∂V and the gradient ∂I/∂z , and update the current stored
in state.

2. Call newton_step_current! to perform a single damped Newton iteration using the current
residual and Jacobian.
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3. Call check_convergence! to see if any convergence criteria have been met. Convergence
is met when either the absolute or relative tolerance criteria given in (2.76) and (2.77) is
met. Convergence terminates with an error when the residual increases by more than
1/params.tol_mono between iterations or when the maximum number of iterations specified
by params.max_iters is exceeded.

4. Repeat steps 1 through 3 until convergence.

Once the solver has converged, the function calls current! once to update the terminal current
using the solution from the last Newton step. The function returns nothing since all updates to
the solution and to the bias vector are performed on state inplace. The final solution and bias
vector are stored in state.z and state.bias.

3.2.6 Modifications for AD

A fully-differentiable simulator was implemented in Semiconductors.jl for use in surrogate
models. The differentiable simulator is compatible with the automatic differentiation package
Zygote.jl, which uses source-to-source transformation to implement reverse-mode AD [68]. The
differentiable simulator was designed to be used with the surrogate training methods implemented
in DiffEqFlux.jl [126]. At a high level, the differentiable simulator uses similar assembly and
solution routines to the solver used with current boundary conditions described in Section 3.2.5.
That solver, however, is not AD-compatible, and several modifications were made to that solver
to allow differentiation of the simulator. This section describes the implementation of the fully-
differentiable semiconductor simulator and the modifications required to existing code to allow
differentiation of the simulator.

The NewtonState and NewtonParams structures are used extensively by the differentiable sim-
ulator. The core function of the differentiable simulator is newton!, which solves the discretized
PDE system in an AD compatible manner. The function is defined as shown below:

� ⊵
function newton!(

state::NewtonState,
params::NewtonParams,
d::Semiconductors.Device,
sys::VoronoiFVM.AbstractSystem

)

initialize!(state,params,d,sys)

while state.converged==status_not_converged
F,J = assemble_res_jac(state,params,d,sys)
newton_step!(F,J,state,params,d)
check_convergence_flux!(state,params)

end

return (nothing)

end� �
The arguments state::NewtonState{Tz,Tv,Ti} and params::NewtonParams{Tv,Ti} store the
state and parameters of the damped Newton solver. The argument d::Semiconductors.Device

79



is the Device instance to be simulated. The argument sys::VoronoiFVM.AbstractSystem{Tv} is
the VoronoiFVM system containing the device physics functions.

The algorithm used by the differentiable Newton solver is similar to that used by the solver
described in Section 3.2.5. The key difference in this implementation is in the assembly of the
residual and Jacobian. Currently, Zygote.jl does not support operations that mutate arrays.
The VoronoiFVM assembly routines rely heavily on array mutations to construct the residual
and Jacobian stored in sys. Consequently, new assembly routines were written to allow AD
compatibility. The function assemble_res_jac was implemented to assemble the residual and
Jacobian without requiring array mutations. The function is defined as shown below:

� ⊵
function assemble_res_jac(

state::NewtonState,
params::NewtonParams,
d::Semiconductors.Device,
sys::VoronoiFVM.AbstractSystem

)

F = Zygote.Buffer(zero(state.z),false)
J = Zygote.Buffer(zeros(num_dof(sys),num_dof(sys)),false)

assemble_flux!(F,J,state,d,sys)
assemble_reaction!(F,J,state,d,sys)
assemble_bcs!(F,J,state,params,d,sys)

F_vec = copy(F)
J_mat = sparse(copy(J))
return (F_vec,J_mat)

end� �
The arguments state::NewtonState, params::NewtonParams, d::Semiconductors.Device and
sys::VoronoiFVM.AbstractSystem are the same arguments passed to newton!.

A first key difference between newton_current! and the differentiable newton! is the data
structure used for residual and Jacobian assembly. In newton!, the residual and Jacobian are
defined using Zygote.Buffer structures, which provide an AD-compatible, array-like object to
hold intermediate values during assembly. The Buffer can be mutated like an array but does not
support many array operations like broadcasting. A Buffer cannot be used in any computations,
but its contents must be frozen once assembly is complete. This is accomplished by the lines F_vec
= copy(F) and J_mat = sparse(copy(J)), which create a Vector with the same contents as F
and a SparseMatrixCSC with the same contents as J. These values can be used in subsequent
computations, and they are used to compute the Newton update each iteration. The Buffermust
be re-created each Newton iteration, since its contents cannot be modified after the Buffer has
been frozen.

A second key difference between newton_current! and newton! is the method used for Jaco-
bian evaluation. Typically, VoronoiFVM.eval_and_assemble is used to evaluate and assemble the
system Jacobian using ForwardDiff. However, nested AD is difficult to implement using Zygote
and can negatively impact performance even when used properly. Consequently, newton! uses
a manual Jacobian assembly routine that does not rely on ForwardDiff.jacobian. The Jacobian
implemented in this solver was computed for the simple case where field-dependent mobility
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Figure 3.2: TCAD model of 1D diode generated by diode1d. The anode and cathode contacts span
the entire height of the device.

and impact ionization are both disabled. Neither of these features are currently supported in
the differentiable simulator; the sparsity patterns arising from their vector discretizations and
the need to differentiate the mobility and generation terms would make the partial derivative
expressions prohibitively complex. The manual Jacobian assembly is implemented by the func-
tions assemble_flux!, assemble_reaction! and assemble_bcs!. The expressions used in manual
Jacobian assembly are derived in Appendix A.3.

3.3 The model zoo

Several common semiconductor devices were modeled using Semiconductors.jl. In particular,
planar diodes, bipolar transistors and MOSFETs were implemented to test the functionality of the
simulator. The device models were created using the Semiconductors.Device structure, which
holds the discretization grid and various physical parameters of the model. This section describes
some of the models implemented in Semiconductors.jl.

3.3.1 Diodes

One-dimensional and two-dimensional diode models were implemented in Semiconductors.jl.
The 1D diode model is shown in Figure 3.2. This model is equivalent to a 2D planar diode with
a height of 1µm, contacts that span the entire height of the device, and a doping profile that is
constant along the y axis. This device is parameterized by the widths of the p-type and n-type
regions, which we denote by Wp and Wn. The grid origin of this device is located at the junction
between the p and n regions. The 1D diode model is generated by the function diode1d. The
function definition is shown below:

� ⊵
function diode1d(

wp::Float64,wn::Float64;
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Figure 3.3: Default discretization grid for 1D diode generated by diode1d(2.0,2.0), showing
refinement about x = 0. The grid has 163 nodes and 162 cells (segments).

ha=0.05,hb=0.01,hc=0.05,
na=1e3,nd=1e3,
doping="abrupt"

)

# Generate grid and define model parameters
...

return (d)

end� �
The arguments wp::Float64 and wn::Float64 give the values of Wp and Wn, respectively. The
keyword arguments ha, hb and hc dictate the spacing between grid points at the anode contact, at
the junction and at the cathode contact, respectively. The grid will be described in detail below.
The keyword arguments na and nd dictate the acceptor and donor doping concentrations NA and
ND, respectively. When a non-abrupt doping profile is used, these values give the doping at the
anode and cathode, respectively. The keyword argument doping dictates which doping profile
will be used in the model. The doping profile will be described in detail below. The return value
d is the Device instance generated with the specified parameters.

The grid used by the 1D diode model is shown in Figure 3.3. This grid is generated using
ExtendableGrids.geomspace. This function creates an array of values such that the ratio between
each pair of adjacent points is a multiple q of the ratio between the previous pair of adjacent points,
where q ∈ (0, 1]. This property allows for local grid refinement about the semiconductor junction
at x = 0. This refinement is often critical to simulation accuracy, since the potential and carrier
concentrations change most abruptly near the junction. The function ExtendableGrids.geomspace
is called twice to generate two arrays: one containing the points from x = −Wp and x = 0, and once
containing the points from x = 0 to x = Wn. The two arrays are spliced together after removing
the duplicate value x = 0, which appears in both arrays.

The doping profile used by the 1D diode model is determined using the doping keyword
argument. This argument allows the user to select one of three profiles: abrupt, smooth or linear.
The abrupt doping profile is specified by the default value doping="abrupt". This option defines
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Figure 3.4: Doping profiles generated by diode1d(2.0,2.0), for a symmetric junction (left) and
an asymmetric junction (right).

a piecewise doping:

Γ(x) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

−NA, x ∈ [−Wp, 0)
0, x = 0
ND, x ∈ (0,Wn]

. (3.9)

The smooth doping profile is specified by the value doping="smooth". This profile uses a hyper-
bolic tangent approximation to the abrupt doping profile, which can help convergence when NA
and ND are separated by several orders of magnitude. This doping profile is given below:

Γ(x) =
ND +NA

2

(︂
tanh

(︂
kx − tanh−1(r)

)︂
+ r

)︂
, where r =

ND −NA

ND +NA
, (3.10)

and where k is a parameter that dictates the steepness of the doping profile. The default value
implemented in diode1d is k = 10, which works well for the typical doping concentrations NA =
ND = 1 × 103 µm−3. With this profile, the doping is defined such that Γ → −NA as x → −∞ and
Γ→ ND as x→∞. Typically, this means Γ(−Wp) ≈ −NA and Γ(Wn) ≈ ND if k is sufficiently large.

The linear doping profile is specified by the value doping="lin". This profile defines a linearly-
graded junction where Γ(−Wp) = −NA and Γ(Wn) = ND. This doping profile is given below:

Γ(x) =
ND(x +Wp) +NA(x −Wn)

Wp +Wn
. (3.11)

Due to the constraints on Γ(−Wp) and Γ(Wn), the PN junction does not necessarily lie at x = 0
when this profile is used, except in the symmetric case where NA = ND. The doping profiles given
by (3.9) through (3.11) are shown in Figure 3.4. All profiles shown in Figure 3.4 were generated
using diode1d(2.0,2.0), which sets Wp =Wn = 2µm and uses the default doping concentrations
NA = ND = 1 × 103 µm−3. The linear doping profile is not shown for the asymmetric junction since
it results in a PN junction at x ≠ 0.
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Figure 3.5: TCAD model of 2D diode implemented by diode2d. The contact heights are equal and
are determined by the parameter hc.

The 2D diode model is shown in Figure 3.5. This device is parameterized by the widths of the
p-type and n-type regions, which we denote by Wp and Wn, and the height of the device and of the
contacts, which we denote by h and hc, respectively. The grid origin of this device is located at the
junction between the p and n regions. The 2D diode model is generated by the function diode2d.
The function definition is shown below:

� ⊵
function diode2d(

wn:Float64,wp:Float64,
h:Float64,hc:Float64;
na=1e3,nd=1e3,
lin=false,
max_vol=0.8,
refine_param=1e-4,
yplane=nothing,
bgmesh=false,
x_bg=1.0,y_bg=1.0,
max_vol_bg=2.0,
dx1=0.1,dx2=0.05,dx3=0.1,
ny=5,rectgrid=false

)

# Generate grid and define model parameters
...

return (d)

end� �
The arguments wp::Float64 and wn::Float64 give the values of Wp and Wn, respectively. The
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arguments h::Float64 and hc::Float64 give the values of h and hc, respectively. The keyword ar-
guments na and nd dictate the acceptor and donor doping concentrations NA and ND, respectively.
When a linear doping profile is used, these values give the doping at the anode and cathode,
respectively. The keyword argument lin dictates whether to use a linear doping profile. The
linear doping profile for the 2D diode is the same as that used in the 1D diode, which is given
in (3.11). The keyword arguments max_vol and refine_param control the grid refinement if a
triangular grid is used. The keyword argument yplane adds an optional cut plane to the grid to
allow cross-sectional plotting in 1D when rectgrid==false.

The keyword argument bgmesh adds an optional background mesh to the grid to model
interactions between the device and its environment. The keyword arguments x_bg and y_bg
dictate the thickness of the background mesh in the x and y directions, respectively, if bgmesh=
=true. The keyword argument max_vol_bg controls the refinement of the background mesh. The
keyword arguments dx1, dx2 and dx3 set the spacing between grid points at the anode contact, at
the junction and at the cathode contact, respectively, if a rectangular grid is used. The keyword
argument ny dictates the number of grid points along the y direction if a rectangular grid is
used. The keyword argument rectgrid dictates whether a rectangular grid should be used. If
rectgrid==false, a triangular grid is used.

The grid used by the 2D diode model can be either triangular or rectangular, and it may have a
background mesh or no background mesh. The default triangular grid is shown without and with
a background mesh in Figures 3.6 and 3.7, respectively. Local refinement is visible in both cases
about x = 0. This is accomplished by using the unsuitable callback in a SimplexGridFactory
instance. This callback accepts the coordinates of each point in a triangle and the area of a triangle
as arguments and returns a Bool. The callback returns true if the given triangle requires further
refinement, or false if the triangle should be accepted by the mesh generator. The callback used
by diode2d sets a constraint on the square of the distance between x = 0 and the barycenter of each
triangle. The amount of local refinement is dictated by the keyword argument refine_param. The
default value is refine_param=1e-4; smaller values produce more refinement about the junction
and larger values produce less refinement.

3.3.2 Bipolar transistors

A planar NPN transistor model was implemented in Semiconductors.jl. The transistor model
is shown in Figure 3.8. This model is a 2D cross-section of the active portion of a vertical NPN
transistor. The device has emitter, base and collector contacts. The emitter and collector contacts
are centered vertically along the device, and the base contact is centered in the base region. This
device is parameterized by the widths of the emitter, base and collector regions, which we denote
by We, Wb and Wc; the height of the device h; the heights of the emitter and collector contacts,
which we denote by hce and hcc; and the width of the base contact Wcb. The grid origin of this device
is located at the bottom-left corner of the emitter region. The planar NPN model is generated by
the function npn1. The function definition is shown below:

� ⊵
function npn1(

we::Float64,wb::Float64,wc::Float64,
h::Float64,hce::Float64,hcc::Float64,wcb::Float64;
ne=1e6,nb=1e4,nc=1e3,
doping=nothing,k1=2.0,k2=3.0,
max_vol=2.0,plot_doping=false,
refine_param=0.3,
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Figure 3.6: Default discretization grid for 2D diode generated by diode2d(2.0,2.0,1.0,0.5),
showing refinement about x = 0. The grid has 459 nodes and 825 cells (triangles).

−3 −2 −1 0 1 2 3
x (µm)

−1.0

−0.5

0.0

0.5

1.0

1.5

2.0

y
( µ

m
)

Contact Device outline Grid segments

Figure 3.7: Discretization grid for 2D diode generated by diode2d(2.0,2.0,1.0,0.5,bgmesh=
true). The grid has 561 nodes and 1095 cells (triangles).
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Figure 3.8: TCAD model of planar NPN transistor implemented by npn1. The emitter and collector
contacts are centered vertically along the device, and the base contact is centered in the base region.

yplane=nothing,
dx1=1.0,dx2=0.1,dx3=0.1,dx4=2.0,
ny=6,rectgrid=false

)

# Generate grid and define model parameters
...

return (d)

end� �
The arguments we::Float64, wb::Float64 and wc::Float64 give the values of We, Wb and Wc,
respectively. The arguments h::Float64, hce::Float64 and hcc::Float64 give the values of h, hce
and hcc, respectively. The argument wcb::Float64 gives the value of Wcb. The keyword arguments
ne, nb and nc dictate the doping concentrations in the emitter, base and collector regions, which
we denote as NE, NB and NC, respectively. If ne, nb and nc are positive, the doping profile is that
of an NPN transistor. If ne, nb and nc are negative, the doping profile is that of a PNP transistor.

The keyword argument doping dictates which doping profile will be used in the model. The
doping profile will be described in detail below. The keyword arguments k1 and k2 dictate
the steepness of the smooth doping approximation if doping=="smooth". The parameter max_
vol dictates the maximum area of a triangle in the grid when rectgrid==false. The keyword
argument plot_doping causes npn1 to plot the specified doping profile along the x axis if plot_
doping==true. The keyword argument refine_param controls the grid refinement if a triangular
grid is used. The keyword argument yplane adds an optional cut plane to the grid to allow
cross-sectional plotting in 1D when rectgrid==false.

The keyword arguments dx1, dx2, dx3 and dx4 set the spacing between grid points at the
emitter contact, at the base-emitter junction, at the base-collector junction and at the collector
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contact, respectively, if a rectangular grid is used. The keyword argument ny dictates the number
of grid points along the y direction if a rectangular grid is used. The keyword argument rectgrid
dictates whether a rectangular grid should be used. If rectgrid==false, a triangular grid is used.

The grid used by the planar NPN model can be either triangular or rectangular. The default
triangular and rectangular grids are shown in Figures 3.9 and 3.10, respectively. Local refinement
is visible about the two junctions in both cases. When the triangular grid is used, this refinement
is accomplished using a similar unsuitable callback to SimplexGridFactory as is used with
the 2D diode model. When the rectangular grid is used, this refinement is accomplished using
ExtendableGrids.geomspace as is used with the 1D diode model. A high level of refinement
about the junctions is typically necessary for convergence, particularly when the emitter and base
doping values are separated by several orders of magnitude.

The doping profile used by the planar NPN model is determined using the doping key-
word argument. This argument allows the user to select one of four profiles: abrupt, smooth,
exponentially-graded base and linearly-graded base. The abrupt doping profile is selected by the
default value doping=nothing. This option defines a piecewise doping:

Γ(x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

NE, x ∈ [0,We)
−NB, x ∈ (We,We +Wb)
NC, x ∈ (We +Wb,We +Wb +Wc]
0, otherwise

. (3.12)

The smooth doping profile is specified by the value doping="smooth". This profile uses a hyper-
bolic tangent approximation to the abrupt doping profile, which can help convergence when NE
and NB are separated by several orders of magnitude. This doping profile is given below:

Γ(x) =
1
2

(︃
NE − (NE +NB) tanh

(︃
k1 (x −We) + tanh−1

(︃NE −NB

NE +NB

)︃)︃)︃
+

1
2

(︄
NC + (NC +NB) tanh

(︄
k2 (x − (We +Wb)) − tanh−1

(︄
NC −NB

NC +NB

)︄)︄)︄
, (3.13)

where k1 and k2 are parameters that dictate the steepness of the doping profile at the base-emitter
junction and at the base-collector junction, respectively. The default value implemented in npn1
is k1 = k2 = 10, which works well for the typical doping concentrations NE = 1 × 106 µm−3,
NB = 1 × 104 µm−3 and NC = 1 × 103 µm−3.

The exponentially-graded base doping profile is specified by the value doping="expbase".
This profile defines a constant doping in the emitter and collector regions and a doping that varies
exponentially from −NB to −NC in the base region. This doping profile is given below:

Γ(x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

NE, x ∈ [0,We)

−N
1− x−We

Wb
B N

x−We
Wb

C , x ∈ (We,We +Wb)
NC, x ∈ (We +Wb,We +Wb +Wc]
0, otherwise

. (3.14)

The linearly-graded base doping profile is specified by the value doping="linbase". This profile
defines a constant doping in the emitter and collector regions and a doping that varies linearly
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Figure 3.9: Default discretization grid for planar NPN transistor generated by npn1(5,1,10,5,
3,3,0.2), showing refinement about base-emitter and base-collector junctions. The grid has 257
nodes and 461 cells (triangles).
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Figure 3.10: Discretization grid for planar NPN transistor generated by npn1(5,1,10,5,3,3,0.
2,rectgrid=true). The grid has 240 nodes and 390 cells (triangles).
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Figure 3.11: Doping profiles generated by npn1(5,1,10,5,3,3,0.2), plotted along the x axis only.
The region where x ∈ (5µm, 6µm) is the base region.

from −NB to −NC in the base region. This doping profile is given below:

Γ(x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

NE, x ∈ [0,We)

−NB

(︄
1 − x −We

Wb

)︄
−NC

(︄
x −We

Wb

)︄
, x ∈ (We,We +Wb)

NC, x ∈ (We +Wb,We +Wb +Wc]
0, otherwise

. (3.15)

The doping profiles given by (3.12) through (3.15) are shown in Figure 3.11. All profiles shown in
Figure 3.11 were generated using npn1(5,1,10,5,3,3,0.2), which sets We = 5µm, Wb = 1µm,
Wc = 10µm, h = 5µm, hce = hcc = 3µm and Wb = 200 nm. The default doping concentrations
NE = 1 × 106 µm−3, NB = 1 × 104 µm−3 and NC = 1 × 103 µm−3 were used for the profiles shown in
Figure 3.11.

3.3.3 MOSFETs

A planar MOSFET model was implemented in Semiconductors.jl. The transistor model is shown
in Figure 3.12. This model is a 2D cross-section of a typical bulk MOSFET, such as those described
in [87]. The device has gate, source, drain and bulk contacts, which are assigned to boundary
regions 1 through 4, respectively. The size and position of all contacts except the bulk contact are
configurable by the user. The bulk contact spans the entire bottom face of the device. This device
is parameterized by the quantities labeled in Figure 3.12. The grid origin of this device is located at
the bottom-left corner of the bulk region. The planar MOSFET model is generated by the function
mos1. The function definition is shown below:

� ⊵
function mos1(

l::Float64,ls::Float64,h::Float64,hs::Float64,
tox::Float64,c1::Float64,c2::Float64;
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Figure 3.12: TCAD model of planar MOSFET implemented by mos1. The contacts along the top of
the device are the source, gate and drain, respectively. The bottom contact is the bulk contact.

N_arc=10,max_vol=1e-4,
ld=nothing,hd=nothing,rs=nothing,rd=nothing,
xs=nothing,xd=nothing,tch=nothing,c3=nothing,lox=nothing,
er_si=nothing,er_ox=nothing,
ni_si=nothing,tn_si=nothing,tp_si=nothing,ew_ox=nothing,
n_s=nothing,n_d=nothing,n_ch=nothing,n_b=nothing,
max_vol_ox=nothing,max_vol_s=nothing,max_vol_d=nothing,
max_vol_b=nothing,max_vol_ch=nothing,refine_param=nothing

)

# Generate grid and define model parameters
...

return (d)

end� �
The first seven arguments give the values of L, Ls, h, hs, tox, c1 and c2, respectively. The keyword
argument N_arc dictates the number of straight line segments in the arcs in the boundary of the
source and drain diffusion. The keyword argument max_vol dictates the maximum area of a
triangle in the grid. The next nine keyword arguments give the values of Ld, Hd, rs, rd, xs, xd,
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tch, c3 and Lox, respectively. The keywords er_si and er_ox give the relative permittivities of the
silicon and oxide regions, respectively. The keyword argument ni_si gives the intrinsic carrier
concentration of the silicon regions. The keyword arguments tn_si and tp_si give the electron
and hole lifetimes in the silicon regions, respectively. The keyword argument ew_ox gives the
gate-oxide workfunction potential.

The keyword arguments n_s, n_d, n_ch and n_b give the source, drain, channel and bulk
doping concentrations, which we denote as Ns, Nd, Nch and Nb, respectively. The keyword
arguments max_vol_ox, max_vol_s, max_vol_d, max_vol_b and max_vol_ch, if set, override the
maximum volume constraint given by max_vol for the oxide, source, drain, bulk and channel
regions, respectively. The keyword argument refine_param controls the grid refinement near the
channel-oxide interface and around the source and drain diffusion. Smaller values produce more
refinement about the interfaces and larger values produce less refinement.

Default values for the keyword arguments are set inside the definition of mos1. We assume
typical values for the physical parameters. The default permittivities are er_si=11.7 and er_ox=
3.9. The carrier lifetimes are tn_si=1e-7 and tp_si=1e-7. The gate-oxide workfunction potential
is ew=5.5e-1, which is the value Ew/q = 550 mV given in [144]. The doping concentrations are
Ns = Nd = 2 × 108 µm−3, Nch = −1 × 106 µm−3 and Nb = −5 × 104 µm−3. These concentrations
define an n-channel MOSFET; their signs can be reversed to define a p-channel MOSFET instead.
Only an abrupt doping profile is currently implemented due to the complexity of the model
geometry.

The grid used by the planar MOSFET model is shown in Figure 3.13. A zoomed inset showing
the gate oxide region is shown in Figure 3.14. This grid was generated using a 100 nm channel, a
2 nm oxide thickness and a 200 nm substrate thickness. Local refinement is visible near the top of
the channel and around the source and drain diffusion. This refinement is accomplished using a
similar unsuitable callback to SimplexGridFactory as is used with the 2D diode model. A high
level of refinement is typically necessary for convergence since the default doping concentrations
vary from 5 × 104 µm−3 to 2 × 108 µm−3.
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Figure 3.13: Default discretization grid for planar MOSFET generated by mos1(0.1,0.05,0.2,0.
05,0.002,0.1,0.025), showing refinement about source and drain diffusion. The grid has 478
nodes and 870 cells (triangles).
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Figure 3.14: Zoomed plot of gate oxide region in default MOSFET grid.
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Chapter 4

Results

4.1 Numerical analysis

This section presents experimental results on the implementation of the Bernoulli function B(x),
the interpolation function Q(x) and the derivative of the Bernoulli function B′(x). These functions
are defined in (2.49), (2.43) and (A.10), respectively.

4.1.1 Error comparison

The functions B(x), Q(x) and B′(x) are difficult to evaluate numerically, particularly when x is near
zero. There are two main sources of error in the implementation of these functions. The first is
rounding error, which typically results from the subtraction of two nearly equal values. The result
of such a computation must be rounded to the nearest floating point value, which may be quite
far from the exact result. The second is truncation error, which is introduced by an approximation
to a function that becomes inaccurate outside of a certain range. For example, if a Taylor series
expansion is used to approximate B(x) at x = x0, the series will only be close to the exact value of
B(x) in a small neighborhood of x0.

Figures 4.1, 4.2 and 4.3 compare these sources of error for B(x), Q(x) and B′(x), respectively. The
“Direct” error in these plots shows the relative error between a direct computation of the functions
using Float64 values and a direct computation using BigFloat values. Specifically, we use the
functions shown below:

� ⊵
q(x) = 1/x - 1/(exp(x)-1)
b(x) = x/(exp(x)-1)
db(x) = 1/(exp(x)-1) - x*exp(x)/(exp(x)-1)ˆ2� �

The direct error was computed by evaluating q(x), b(x) and db(x) at 1001 evenly spaced points
between x = 1 × 10−2 and x = 1 × 102. The direct error in all three functions shows an asymptote
for small x due to cancellation in the denominator. For B(x), this lower asymptote begins around
x = ±0.3; for Q(x), the lower asymptote begins around x = 1 and x = −2; for B′(x), the lower
asymptote begins around x = ±2. The direct error in B(x) and B′(x) also shows an asymptote for
large x due to floating-point overflow in the denominator. For B(x), this upper asymptote begins
around x = 3; for B′(x), the upper asymptote begins around x = 4.

The “Series” error in Figures 4.1, 4.2 and 4.3 shows the truncation error of a Taylor series
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Figure 4.1: Relative error in direct, series and limit approximations of B(x). The “Limit” error
gives B(x) for x > 0 and x + B(x) for x < 0. The line labeled ϵ(1.0) is the Float64 machine epsilon
ϵ(1.0) = 2−52 ≈ 2.220 × 10−16.

expansion at x = 0. Specifically, we use the expansions

B(x) = 1 − x
2
+

x2

12
− x4

720
+

x6

30 240
− x8

1 209 600
+

x10

47 900 160
+O

(︂
x12

)︂
, (4.1)

Q(x) =
1
2
− x

12
+

x3

720
− x5

30 240
+

x7

1 209 600
− x9

47 900 160
+

691x11

1 307 674 368 000
− x13

74 724 249 600
+O

(︂
x15

)︂
, (4.2)

and

B′(x) = −1
2
+

x
6
− x3

180
+

x5

5040
− x7

151 200
+

x9

4 790 016
− 691x11

108 972 864 000
+

x13

5 337 446 400
−

3617x15

666 913 927 680 000
+

43 867x17

283 838 567 620 608 000
− 174 611x19

40 142 883 134 914 560 000
+O

(︂
x21

)︂
. (4.3)

The order of the expansions given in (4.1) through (4.3) were chosen to give an overall implemen-
tation error on the order of 1 × 10−15.

The “Limit” error in Figures 4.1, 4.2 and 4.3 shows the absolute error between B(x), Q(x) and
B′(x) and their limiting values as x → ∞ and x → −∞. For B(x), the limiting values are B(x) → 0
as x → ∞ and B(x) → −x as x → −∞. For Q(x), the limiting values are Q(x) → 1/x as x → ∞ and
Q(x)→ 1 + 1/x as x→ −∞.

4.1.2 Optimal threshold search

Figures 4.1, 4.2 and 4.3 show that different approximations to B(x), Q(x) and B′(x) have different
regions of accuracy. When |x| is small, the Taylor expansions give the lowest error. When |x|
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Figure 4.2: Relative error in direct, series and limit approximations of Q(x). The “Limit” error gives
1/x − Q(x) for x > 0 and Q(x) − 1/x − 1 for x < 0. The line labeled ϵ(1.0) is the Float64 machine
epsilon ϵ(1.0) = 2−52 ≈ 2.220 × 10−16.
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Figure 4.3: Relative error in direct, series and limit approximations of B′(x). The “Limit” error
gives −B′(x) for x > 0 and 1+B′(x) for x < 0. The line labeled ϵ(1.0) is the Float64machine epsilon
ϵ(1.0) = 2−52 ≈ 2.220 × 10−16.
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Figure 4.4: Optimal small-value threshold search for B(x). For positive x, a minimum error of
roughly 3.4 × 10−16 was achieved using a small-value threshold of 0.295; for negative x, a minimum
error of roughly 2.8 × 10−16 was achieved using a small-value threshold of 0.279.

is large, the limiting values give the lowest error. For intermediate values of x, the functions
may be evaluated directly. This property suggests that an adaptive algorithm could be used to
implement these functions, where the function implementation is determined by the absolute
value of x. To implement such an algorithm, two thresholds are required: A small-value threshold,
which determines the value of |x| below which Taylor expansions will be used, and a large-value
threshold, which determines the value of |x| above which the limiting values will be used.

We perform a simple search to determine the optimal small-value threshold for B(x), Q(x) and
B′(x). The optimal small-value threshold minimizes the maximum error of the approximation for
all values of x. For each function, a list of candidate threshold values was generated with a step
of 1 × 10−3 between each pair of values. At each threshold value, 105 + 1 logarithmically spaced
values between 1 × 10−16 and 2 were evaluated using an approximation to B(x), Q(x) and B′(x) that
switched between direct evaluation and a series expansion at the threshold value. The maximum
relative error among the 105 + 1 logarithmically spaced points was computed, and the threshold
giving the lowest maximum error was chosen as the optimal threshold. The results of this search
are shown in Figures 4.4, 4.5 and 4.6.

In Figures 4.4, 4.5 and 4.6, the curves labeled “Taylor” were computed using a direct evaluation
of the Taylor series approximations for B(x), Q(x) and B′(x) with the polynomial expressions
in (4.1), (4.2) and (4.3). The curves labeled “Horner” were computed using Horner’s method
for the Taylor series approximations [15]. This method minimizes the number of multiplications
required to evaluate the series approximations and can reduce numerical error when high-order
approximations are necessary.

From Figures 4.4, 4.5 and 4.6, we observe that optimal thresholds appear to exist for all three
functions. An increase in the maximum error is visible for smaller thresholds in all three functions.
For such thresholds, the cancellation error due to the singularity at x = 0 dominates, and the
Taylor expansions are not able to provide accuracy over a large range of values. An increase in
the maximum error is also visible for larger thresholds in all three functions. For such thresholds,
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Figure 4.5: Optimal small-value threshold search for Q(x). For positive x, a minimum error of
roughly 7.1 × 10−16 was achieved using a small-value threshold of 0.578; for negative x, a minimum
error of roughly 8.7 × 10−16 was achieved using a small-value threshold of 0.584.
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Figure 4.6: Optimal small-value threshold search for B′(x). For positive x, a minimum error of
roughly 6.7 × 10−16 was achieved using a small-value threshold of 0.982; for negative x, a minimum
error of roughly 4.2 × 10−16 was achieved using a small-value threshold of 0.992.
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the Taylor series themselves begin to diverge rapidly from the exact values of B(x), Q(x) and B′(x).
Larger thresholds cause the Taylor series approximations to be used outside their range of accuracy,
leading to the increase in maximum error.

Figures 4.4, 4.5 and 4.6 show that different optimal thresholds exist for positive and negative
x in B(x), Q(x) and B′(x). The optimal thresholds for positive and negative x were 0.295 and 0.279
for B(x), 0.578 and 0.584 for Q(x), and 0.982 and 0.992 for B′(x). An implementation using this
algorithm could either choose different thresholds depending on the sign of x or conservatively
choose the smaller threshold.

4.2 Device characteristics

This section presents experimental results on the characteristics of the device models implemented
in Semiconductors.jl. The characteristics are organized by device type, and different methods
are presented for each type of device as applicable.

4.2.1 Diodes

One-dimensional silicon diodes were simulated using the model generated by diode1d(2.0,2.
0). The output of any non-equilibrium simulation performed by Semiconductors.jl is a 3 × N
Matrix{Float64} giving the values of ψ, n and p at each node in the discretization. These values
are shown in thermal equilibrium, with a forward bias of 0.6 V and with a reverse bias of 10 V
in Figure 4.7. The thermal equilibrium and reverse-biased cases exhibit depletion regions near
the center of the device, where the high electric field forces nearly all mobile carriers away from
the junction. The reverse-biased case additionally exhibits boundary layers near the contacts as
described in Section 2.1.5 and as illustrated in Figure 2.2.

The forward-biased case shows an excess of mobile charge carriers near the junction due to the
increased electron and hole currents. This case also shows the degradation of the charge-neutral
regions at high forward bias. Here, the increased terminal currents cause a potential drop on either
side of the junction, which implies a nonzero space charge. As the forward bias voltage is further
increased, the current through the diode increases exponentially, leading to higher voltage drops
on either side of the junction and further increased electron and hole concentrations.

Figure 4.8 shows the I-V characteristics of the 1D diode generated by diode1d(2.0,2.0) under
forward and reverse bias. These I-V curves were generated using the naïve predictor described
in Section 2.2.6. In particular, the bias voltage was increased in fixed steps, using the solution
from the previous step as the initial condition for each step. The forward bias voltage was varied
from 0 V to 1 V in 10 mV increments; the reverse bias voltage was varied from 0 V to 125 V in
50 mV increments. Both the forward and reverse bias simulations were performed with impact
ionization (II), with field-dependent mobility (FDM), and with both II and FDM. The simulations
were performed using non_equilib, with the keyword argument catch_conv=true set to catch
convergence errors without terminating in an error.

When the diode was reverse-biased, convergence failed before reaching the maximum bias
voltage of 125 V when impact ionization was enabled. The convergence error is likely due to the
positive feedback effect in the carrier residuals when impact ionization is enabled, as described
in [80]. The points at which convergence failed thus give an estimate of the breakdown voltages
of the devices. In particular, convergence failed at VR = 113.85 V for the II only case and at
VR = 108.40 V for the II and FDM case. The curves in Figure 4.8 indicate that the II and FDM case
would likely have a higher breakdown voltage if convergence was possible at higher bias voltages.
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Figure 4.7: Potential and carrier density in 1D diode generated by diode1d(2.0,2.0). Simulations
were performed at equilibrium (top), with a forward bias of 0.6 V (middle) and with a reverse bias
of 10.0 V (bottom).
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Figure 4.8: Current-voltage characteristic of 1D diode generated by diode1d(2.0,2.0). Simula-
tions were performed with impact ionization (II), with field-dependent mobility (FDM), and with
both II and FDM. Convergence failed at VR = 113.85 V for the II only case and at VR = 108.40 V for
the II and FDM case.
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Figure 4.9: Current-voltage characteristic of 1D diode generated by Padre TCAD. Simulations
were performed with impact ionization (II), with field-dependent mobility (FDM), and with both
II and FDM. Convergence failed at VR = 104.35 V for the II only case and at VR = 105.35 V for the
II and FDM case.
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To verify the results shown in Figure 4.8, a similar diode was simulated using the Padre TCAD
package [119]. The resulting I-V curves are shown in Figure 4.9. The curves are qualitatively
similar to the curves produced by Semiconductors.jl. The forward-biased characteristic shows a
similar knee voltage of roughly 0.6 V, where the exponential increase in forward current gives way
to a linear voltage drop across the semiconductor regions. The reverse-biased characteristic shows
similar breakdown voltages when impact ionization is enabled. A small multiplicative offset is
present between the Semiconductors.jl curves and the Padre curves for forward and reverse bias
voltages. This is likely due to Padre’s device physics models; values of physical constants like ε,
carrier statistics models and the values of scattering parameters like µn0, µp0 and the ionization
coefficients αn and αp could all affect the exact transition points on the I-V curves.

It is known that the Jacobian of the discretized Van Roosbroeck system can become ill-
conditioned, which can cause convergence problems near turning points in I-V curves [74, 153].
One measure of the degree to which the Jacobian can impact convergence is the condition number
of the Jacobian. The condition number of a matrix is the ratio of the largest singular value to the
smallest singular value of that matrix. Accordingly, the spectrum of the singular values of the
Jacobian can be helpful in determining numerical stability and debugging convergence errors.

Four such spectra are shown in Figure 4.10. These spectra show the relative singular values of
the Jacobian, defined as the ratio of each singular value to the maximum singular value. Figure 4.10
shows that the Jacobian of the PDE system for the 1D diode has a condition number on the order
of 1037 near equilibrium, which decreases to roughly 1029 near the device breakdown voltage
of 108.3 V. When the diode was heavily reverse-biased, the Jacobian appeared to have a larger
number of significant singular values compared to when the diode was biased near equilibrium.
This indicates that the linear solve itself was likely not the cause of the convergence error near
breakdown; the structure of the residual function or the basins of attraction introduced by Newton’s
method may have influenced convergence to a greater degree.

To further investigate the source of convergence errors, the condition number of the Jacobian
was computed at each bias voltage in an I-V curve simulation. These condition numbers are
shown in Figure 4.11. The simulations used to generate Figure 4.11 were performed with field-
dependent mobility and impact ionization enabled. Similar results were obtained when field-
dependent mobility and/or impact ionization was disabled. In these cases, there was less variation
in the condition number between adjacent bias points, but the overall trend remained similar.
Figure 4.11 confirms the observation that the condition number of the Jacobian decreases under
heavy reverse bias and additionally shows that the condition number increases further when the
diode is forward-biased into conduction. A slight increase in the condition number is apparent
near the reverse breakdown voltage, but this may be due more to a larger residual than to an
ill-conditioned Jacobian.

Two-dimensional silicon diodes were simulated using the model generated by diode2d(2.0,2.
0,1.0,0.5). This model is shown in Figure 3.5, with Wn =Wp = 2µm, h = 1µm and hc = 500 nm.
This model uses the triangular discretization grid shown in Figure 3.6. This model is similar to
the 1D diode, except the contacts no longer span the entire height of the device. The values of
ψ, n and p are shown for a forward bias voltage of 0.6 V in Figure 4.12. These values are nearly
identical to those plotted in Figure 4.7 for VF = 0.6 V, except the Dirichlet boundary conditions on
n and p now only constrain part of the left and right boundaries. Figure 4.12 was plotted using a
linear interpolation on a recursively-refined copy of the discretization grid; see the documentation
of PyPlot.tricontourf for details.

Figure 4.13 shows the potential for the 2D diode model generated by diode2d(2.0,2.0,1.0,
0.5,bgmesh=true) at a forward bias voltage of 0.6 V. This model uses the discretization grid with
background mesh shown in Figure 3.7. The background mesh allows the potential to be solved
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Figure 4.11: Condition number of Jacobian matrices generated by diode1d(2.0,2.0) for forward
and reverse bias voltages. The forward bias voltages are 0.0:0.01:1.0, and the reverse bias
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Figure 4.12: Potential (top), electron density (middle) and hole density (bottom) in 2D diode
generated by diode2d(2.0,2.0,1.0,0.5). Simulation was performed with a forward bias of
0.6 V.
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outside the device border, which simulates the interaction between the diode and its environment.
The environment in this case is either air or a vacuum, which both have ε = ε0.

Figure 4.14 shows the I-V characteristics of the 2D diode generated by diode2d(2.0,2.0,1.0,
0.5) under forward and reverse bias. These I-V curves were generated using the naïve predictor
described in Section 2.2.6. The bias voltages were varied identically to the simulations performed
to generate Figure 4.8. Since the 2D diode model has limited variation along the y axis and is
similar to the 1D problem, its I-V curves are also similar to those of the 1D model. A slight error in
the currents is apparent for moderate forward and reverse bias voltages; these errors are plotted
in Figure 4.15.

When the 2D diode is forward biased, Figure 4.15 shows that a modest error near 6% exists
for small bias voltages. This error decreases as the bias voltage is increased, eventually becoming
negative near the knee voltage of 0.5 V. Beyond this point, a significant negative error exists. This
is likely caused by current crowding at the contacts; since the contacts now only span a fraction
of the height of the device, the current field lines must group together in a smaller area near the
contacts. This effect is not modeled in the 1D simulation. When the 2D diode is reverse biased,
a modest error also exists for small bias voltages. This error increases rapidly as VR approaches
100 V due to the difference in breakdown voltages between the two devices. This could be caused
either by the relatively coarser discretization grid along the x axis or by the shorter contacts which
provide fewer sites at which avalanche breakdown can occur.

The vector-valued quantities E and J can illustrate behaviors of the 2D diode not present in the
1D simulation. Figure 4.16 shows these quantities in the 2D diode generated by diode2d(2.0,2.
0,1.0,0.5) under a forward bias of 0.6 V. A large electric field exists near the center of the device;
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Figure 4.14: Current-voltage characteristic of 2D diode generated by diode2d(2.0,2.0,1.0,0.5).
Simulations were performed with impact ionization (II), with field-dependent mobility (FDM), and
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for the II and FDM case.
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Figure 4.15: Relative error between I-V curves of 2D diode and 1D diode, for forward (left) and
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this is the depletion region formed by the doping gradient. A smaller electric field exists on either
side of the depletion region due to the applied bias. This electric field causes the drift current that
carries electrons to the junction before they are swept across the depletion region by diffusion. The
current density is roughly constant in magnitude along the device due to conservation of charge.
Slight increases in the magnitude of the current density field are visible near the contacts due to
current crowding.

4.2.2 Bipolar transistors

Two-dimensional silicon BJTs were simulated using the model generated by npn1(5,1,10,5,3,3,
0.2). This model is shown in Figure 3.8, with We = 5µm, Wb = 1µm, Wc = 10µm, hce = hcc = 3µm
and Wcb = 200 nm. This model uses the triangular discretization grid shown in Figure 3.9. The
default doping values are NE = 1 × 106 µm−3, NB = 1 × 104 µm−3 and NC = 1 × 103 µm−3, which
are used in the default abrupt doping profile given in (3.12). The values of ψ, n and p in this device
are shown in Figure 4.17.

Figure 4.18 shows the I-V characteristic of the NPN BJT generated by npn1(5,1,10,5,3,
3,0.2). This characteristic measures the collector current IC as a function of collector-emitter
voltage VCE. The resulting curve is parametric in the base current IB. To establish a fixed current
through the base contact, Semiconductors.newton_current! was used to create the augmented
nonlinear system described in Section 2.2.5. The solver parameters used were damp_initial=0.1,
damp_growth=1.5, max_iters=50 and damp_search=true. A high damping value is typically
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Figure 4.17: Potential (top), electron density (middle) and hole density (bottom) in NPN BJT
generated by npn1(5,1,10,5,3,3,0.2). Simulation was performed with IB = 5 × 10−7 Aµm−1

and VCE = 2 V.
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necessary to avoid large variations in bias voltages when using current boundary conditions.
This simulation was performed with base currents ranging from IB = 1 × 10−7 Aµm−1 to IB =
9 × 10−7 Aµm−1 in five equal steps.

The key features of BJT operation are clearly visible in Figure 4.18. The device exhibits well-
defined forward and reverse active regions. The current gain in the forward active region is much
greater than in the reverse active region since NE ≫ NC. A saturation voltage in the range of
100 mV to 1 V is visible, and limited quasi-saturation is exhibited at the highest base current. The
Early effect is also visible. This effect describes the slight increase in collector current as VCE is
increased due to widening of the depletion region of the base-collector junction.

Figure 4.19 shows the large signal current gain βF of the NPN BJT generated by npn1(5,1,
10,5,3,3,0.2) as a function of collector current. This characteristic is typically included in the
datasheets of commercial BJTs to describe the performance of the device over a wide range of
operating currents. In physical devices, βF is roughly constant for moderate operating currents. At
very low collector currents, reverse leakage current through the base-collector junction dominates
IB, which causes the gain to roll off as IC → 0. At very high collector currents, voltage drop across
the collector and emitter regions introduces a resistive effect, which causes the gain to roll off as
IC →∞.

As shown in Figure 4.19, the doping profile has a significant effect on the current gain of a
BJT. In this figure, the default abrupt doping profile given in (3.12) gives the lowest gain for most
operating points. The smooth doping profile given in (3.13) gives the second lowest gain, since
it is nearly identical to the abrupt profile except at the junctions. The exponentially-graded base
and linearly-graded base doping profiles given in (3.14) and in (3.15) give higher gains, with the
exponentially-graded base providing a gain near 100 at extremely low bias currents. Many other
factors such as the ratio NE/NC can affect the current gain; for a comprehensive analysis, see [53].

4.2.3 MOSFETs

Two-dimensional silicon MOSFETs were simulated using the model generated by mos1(0.1,0.
05,0.2,0.05,0.002,0.1,0.025). This model is shown in Figure 3.12, with L = 100 nm, Ls =
Ld = 50 nm, h = 200 nm, hs = hd = 50 nm, tox = 2 nm, c1 = 100 nm and c2 = c3 = 25 nm. This
model uses the triangular discretization grid shown in Figure 3.13. The default doping values
are Ns = Nd = 2 × 108 µm−3, Nch = −1 × 106 µm−3 and Nb = −5 × 104 µm−3, which specifies an
n-channel MOSFET with a heavily p-doped channel region and a lightly p-doped bulk region.
The default abrupt doping profile was used. The electrostatic potential in this device is shown in
Figure 4.20 for VDS = 1 V and VGS = 0.5 V.

Figures 4.21 and 4.22 show the ID-VDS and ID-VGS characteristics of the n-channel MOSFET
generated by mos1(0.1,0.05,0.2,0.05,0.002,0.1,0.025). The ID-VDS characteristic shows the
effect of channel length modulation as VDS is increased. This effect causes ID to increase when
VGS is held constant due to the widening of the depletion region around the drain diffusion.
This characteristic also shows the importance of the field-dependent mobility model in MOSFET
simulations. The currents simulated using a constant mobility are on the order of 10 times higher
than the currents simulated using a field-dependent mobility. This is mainly due to the magnitude
of the electric field in the channel region, which increases the rate of carrier scattering, decreasing
the effective mobility.

The ID-VGS characteristic shown in Figure 4.22 shows the threshold voltage and leakage cur-
rent of the MOSFET generated by mos1(0.1,0.05,0.2,0.05,0.002,0.1,0.025). The threshold
voltage is the point at which the exponential subthreshold current gives way to a sub-exponential
saturation current. For this MOSFET, the threshold voltage is roughly 2 V for the simulated values
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Figure 4.20: Electrostatic potential in n-channel MOSFET generated by mos1(0.1,0.05,0.2,0.
05,0.002,0.1,0.025). Simulation was performed with VDS = 1 V and VGS = 0.5 V.
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of VDS. When VDS is high, the exponential subthreshold current region can be small or nonexis-
tent. This is due to substrate leakage currents, which flow through the reverse-biased bulk-drain
junction and can cause power loss in digital circuits. This ID-VGS characteristic also shows the
magnitude of the difference in currents between the simulation using constant mobility and the
simulation using field-dependent mobility.

The vector-valued quantities E and J can provide insight into the behavior exhibited by the
I-V characteristics of a MOSFET. Figure 4.23 shows these quantities in the n-channel MOSFET
generated by mos1(0.1,0.05,0.2,0.05,0.002,0.1,0.025), with VDS = 1 V and VGS = 0.5 V. A
significant vertical electric field exists at the bulk-oxide interface and within the gate oxide. This
electric field draws mobile electrons to the interface, creating an inversion layer that carries the
drain current when the MOSFET is on. This is reflected in the vector plot of the current density,
which shows that current enters through the drain contact, is swept across the channel by the
lateral electric field at the drain and exits through the source contact. The behavior of these vector-
valued quantities in accumulation (VGS < 0) is also instructive; this behavior is discussed further in
Section B.3.

4.3 Continuation

Figure 4.24 shows I-V curves for a reverse-biased 1D diode generated by Padre TCAD. This diode
is similar to the model generated by diode1d(2.0,2.0); it has 162 nodes in its mesh (as opposed to
163), and it has identical dopings of NA = ND = 1 × 103 µm−3. These simulations were performed
using the contin command in Padre. Since Padre does not support continuation in the logarithm
of the terminal current, the continuation process had to be invoked multiple times along the curve
to allow proper scaling of the voltage and current. These curves show two distinct breakdown
voltages for the II and FDM case and for the II case. The first and second breakdown voltages were
105.4 V and 26.7 V for the II and FDM case, and 104.3 V and 84.2 V for the II only case.

4.4 Surrogatization

This section presents experimental results on the surrogatization of the device models implemented
in Semiconductors.jl.

4.4.1 Methods

Given a Semiconductors.Device instance and the associated discretization grid, the surrogatiza-
tion process seeks to create a similar device with a coarser grid that closely approximates the I-V
characteristic of the first device. This is accomplished by optimization of the device parameters,
which are trained to minimize the root-mean-square relative error (RMSRE) between the I-V curve of
the surrogate model and of the original model. Specifically, we optimize the doping profile of the
surrogate model by defining this quantity as a piecewise constant function along the device. The
doping profile is part of the reaction discretization of the Poisson equation, so one value should be
defined at each node in the grid.

Given two sets of currents I1[k] and I2[k], where k ∈ [1,M], the RMSRE of I2 with respect to I1
is defined as

RMSRE =

⌜⃓⎷
1
M

M∑︂

k=1

(︄
I2[k]
I1[k]

− 1
)︄2

.
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Figure 4.21: Drain-source voltage I-V characteristic of n-channel MOSFET generated by mos1(0.1,
0.05,0.2,0.05,0.002,0.1,0.025). Gate-source voltage was varied from VGS = 0.1 V to VGS =
0.9 V in five equal steps. Simulations were performed with constant mobility (left) and with
field-dependent mobility (right).
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Figure 4.22: Gate-source voltage I-V characteristic of n-channel MOSFET generated by mos1(0.
1,0.05,0.2,0.05,0.002,0.1,0.025). The drain-source voltage was varied from VDS = 0.5 V to
VDS = 1.5 V in five equal steps. Simulations were performed with constant mobility (“Default”)
and with field-dependent mobility (“FDM only”).
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Figure 4.23: Electric field (top) and current density (bottom) in n-channel MOSFET generated by
mos1(0.1,0.05,0.2,0.05,0.002,0.1,0.025) with VDS = 1 V and VGS = 0.5 V. Arrow length is
proportional to field magnitude; one arrow is plotted for each discretization node.
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Figure 4.24: I-V curves of reverse-biased 1D diode generated by Padre TCAD using arc-length
continuation. The first and second breakdown voltages were 105.4 V and 26.7 V for the II and FDM
case, and 104.3 V and 84.2 V for the II only case.

This metric was chosen since it measures relative error instead of absolute error, which is necessary
when comparing I-V curves since the underlying data vary over several orders of magnitude. The
normalization by M makes the loss length-independent so that I-V curves traced with different
values of M give a roughly equivalent RMSRE for identical data.

To minimize the RMSRE, we use the Broyden-Fletcher-Goldfarb-Shanno (BFGS) optimizer im-
plemented by Optim.jl. This optimizer belongs to a class of algorithms known as secant optimizers,
which uses the gradient to approximate a step of Newton’s method [111]. This is generally more
efficient than using Newton’s method directly, since Newton’s method requires the full 3N × 3N
Hessian matrix, while secant optimizers only require the 3N × 1 gradient vector. Other gradient-
based optimizers like ADAM [79] were tested in the surrogatization approach but were found
to have inferior performance with respect to quickly reducing the loss function. The optimiza-
tion of the surrogate models was performed using DiffEqFlux.sciml_train, which implements
unconstrained optimization by using Zygote.jl for AD.

Preliminary experiments were conducted to analyze the unoptimized surrogate model and the
gradients of the RMSRE loss function. Figure 4.25 compares the I-V curves of the fine-grained 1D
diode model generated by diode1d(2.0,2.0) and the unoptimized surrogate model generated by
diode1d(2.0,2.0,ha=0.8,hb=0.16,hc=0.8). Both models were simulated using a forward bias
voltage of VF ∈ [0.01, 1]V, which was increased in 10 mV steps. The equilibrium case VF = 0 V
was excluded since it results in a current of zero; numerical error in the Newton solve may thus
give extremely small currents at that bias point which distort the RMSRE metric. The fine-grained
model has 163 discretization nodes, and the coarse-grained model has 11 discretization nodes. The
relative error of the coarse-grained model peaks at over 50% for low bias voltages and remains
relatively high along the entire I-V curve. The RMSRE of this unoptimized model is 0.294 17.

Optimization of the surrogate model requires the gradient of the RMSRE loss function with
respect to the doping profile. The loss function should be defined such that a surrogate model
with similar characteristics to the fine-grained model gives a low loss value. The interpretation of
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Figure 4.25: Comparison of I-V curves for 1D diode using fine and coarse discretization grids.
The fine-grained model was generated by diode1d(2.0,2.0), and the coarse-grained model was
generated by diode1d(2.0,2.0,ha=0.8,hb=0.16,hc=0.8).

“similar” here is difficult; we interpret this as meaning that the I-V curves of the two devices are
close to within a small tolerance over some range of bias voltages. The particular range of bias
voltages over which the RMSRE is computed can affect the optimized doping profile. Figure 4.26
shows the gradient of the RMSRE loss function for three ranges of bias voltages.

The top plot in Figure 4.26 shows VF ∈ (0 V, 0.5 V]. For this range of bias voltages, the device
is only weakly forward-biased, and currents flow by diffusion across the depletion region. The
doping values adjacent to the junction thus have the most significant effect on the loss function; a
positive gradient in the p region means that less p-doping would decrease the loss, and a negative
gradient in the n region means that less n-doping would decrease the loss. The middle plot in
Figure 4.26 shows VF ∈ (0.5 V, 1 V]. For this range of bias voltages, the device is strongly forward-
biased, and currents flow due to the large electric field that exists in the semiconductor regions.
The doping values at the contacts have the most significant effect on the loss function for these
bias voltages.

The bottom plot in Figure 4.26 shows VF ∈ (0 V, 1 V]. This range includes both of the previous
ranges, but the gradient closely resembles the gradient shown in the top plot. This is because
there is a much higher relative error at lower voltages, as indicated by Figure 4.25. The overall
loss gradient acts mainly to minimize this error as opposed to the relatively smaller error present
at higher bias voltages.

The trends illustrated in Figure 4.26 are also explained by the results in Figure 4.27, which
shows the gradients of the current with respect to doping profile in the fine-grained 1D diode
model generated by diode1d(2.0,2.0). In the simulations where the device is only weakly
forward biased, the doping values on either side of the junction have the most significant effect
on the total current. This behavior changes between VF = 0.4 V and VF = 0.5 V, at which point
the doping values at the contacts begin to dominate the gradient. This effect continues for the
remaining bias voltages. The gradients are the opposite sign of those shown in the middle plot of
Figure 4.26 since the relative error at high bias voltages is negative in the unoptimized surrogate.
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Figure 4.26: Loss gradients in surrogate model using three different bias voltage ranges. Plot
legends show the range of VF used to generate each gradient. Solid lines were computed using
10 mV bias steps, and dashed lines were computed using 100 mV bias steps.
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Figure 4.27: Gradients of current with respect to doping profile in 1D diode model generated by
diode1d(2.0,2.0). Forward bias voltages from VF = 0.1 V to VF = 0.9 V are shown.
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4.4.2 One-dimensional diodes

Figures 4.28 through 4.31 show the results of the surrogatization process applied to 1D diodes.
Figures 4.28 and 4.29 were generated using 100 mV bias steps to compute loss, and Figures 4.30
and 4.31 were generated using 10 mV bias steps to compute loss. Both bias steps were effective in
training surrogates; using 100 mV bias steps resulted in a maximum relative error of roughly 1%,
while using 10 mV bias steps resulted in a much lower maximum error of roughly 0.1%. Both bias
steps produced qualitatively similar optimal doping profiles, which both specify a more strongly
n-doped cathode contact.

The difference in performance between the two bias steps is likely due to the optimizer over-
fitting to the sampled points on the I-V curve. In Figure 4.28, the minima of the relative error have
been shifted to align with the 100 mV bias increments: the minima occur at roughly 0.1 V, 0.2 V,
0.3 V and so on. This artificially decreases the loss without decreasing the relative error for much
of the I-V curve between 0 V and 1 V. This behavior was avoided by using the finer 10 mV bias
increments shown in Figure 4.30. The relative error using this finer bias increment is more smooth
since this loss function considers a larger number of points on the I-V curve. The disadvantage
of using this finer bias increment is the required simulation time—the simulation using 10 mV
bias increments had a runtime roughly ten times longer than the simulation using 100 mV bias
increments.

This overfitting hypothesis is validated by the results in Figures 4.32 and 4.33. Here, the
BFGS optimizer was run with a maximum of 1000 iterations. The optimizer terminated after
862 iterations with a loss of 3.5339 × 10−12, indicating that the doping profile was a zero of the
RMSRE loss function. The relative error plot in Figure 4.32 shows that the optimizer successfully
positioned the nulls in the relative error to lie exactly on the 100 mV bias increments used in the
loss function. The resulting doping profile performed relatively poorly away from these bias
increments, reaching a maximum error of nearly 1.4% at VF = 0.01 V. To prevent this overfitting,
the bias points could be sampled randomly instead of deterministically, or a larger number of bias
points could be used in the loss function.

4.4.3 Two-dimensional diodes

Figures 4.34 through 4.37 show the results of the surrogatization process applied to 2D diodes.
The fine-grained model d_fine and the coarse-grained model d_coarsewere generated as shown
below:

� ⊵
d_fine = diode2d(2.0,2.0,1.0,0.5,dx1=0.1,dx2=0.02,dx3=0.1,ny=9,rectgrid=true)
d_coarse = diode2d(2.0,2.0,1.0,0.5,dx1=0.8,dx2=0.16,dx3=0.8,rectgrid=true)� �

Rectangular grids were used so that d_coarse.grid would have a similar geometric structure to
d_fine.grid. The resulting fine-grained grid has 747 nodes and 1312 cells; the coarse-grained
grid has 55 nodes and 80 cells. The relative error of this unoptimized, coarse-grained model is
similar to that of the 1D coarse-grained model described in Section 4.4.2. The peak error of the
unoptimized 2D surrogate was 50.388% at VF = 0.09 V.

Figures 4.34 and 4.35 were generated using 100 mV bias steps to compute loss. The resulting
doping profile gives a peak error of 6.5107 × 10−3 at VF = 0.01 V. This behavior is similar to the
overfitting observed in the surrogatization of the 1D diode. Since no bias voltages below VF = 0.1 V
were considered in this loss function, the optimizer found a solution that gives low error at all
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Figure 4.28: Loss progression showing training process for surrogate model of 1D diode (left);
relative error between surrogate model and fine-grained model (right). Loss was computed using
100 mV bias steps.
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Figure 4.29: Optimal doping profile after 200 iterations of BFGS, using 100 mV bias steps to
compute loss. The dashed line gives the doping profile of the unoptimized surrogate for reference.
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Figure 4.30: Loss progression showing training process for surrogate model of 1D diode (left);
relative error between surrogate model and fine-grained model (right). Loss was computed using
10 mV bias steps.
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Figure 4.31: Optimal doping profile after 200 iterations of BFGS, using 10 mV bias steps to compute
loss. The dashed line gives the doping profile of the unoptimized surrogate for reference.
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Figure 4.32: Loss progression showing overfitting in surrogate model of 1D diode after 862 itera-
tions of BFGS (left); relative error between surrogate model and fine-grained model (right). Loss
was computed using 10 mV bias steps.
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Figure 4.33: Optimal doping profile after 862 iterations of BFGS, using 10 mV bias steps to compute
loss. The dashed line gives the doping profile of the unoptimized surrogate for reference.
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bias voltages except those near VF = 0. To resolve this, Figures 4.36 and 4.37 were generated using
the same 100 mV bias steps, but the additional bias step VF = 0.01 V was added to the bias vector
to eliminate peaking in the error at low bias voltages. The resulting doping profile gives a peak
error of 7.9327 × 10−4 at VF = 0.06 V, which is nearly a factor of ten better than the doping profile
generated without including VF = 0.01 V.

The doping profiles shown in Figures 4.35 and 4.37 are qualitatively similar to the optimized
1D doping profile shown in Figure 4.31. All three profiles show a slightly increased p-doping
near the anode contact, a highly increased n-doping to the right of the junction and an increased
n-doping near the cathode contact. The 2D surrogate provides additional degrees of freedom for
the optimizer, and the resulting 2D profiles vary slightly along the y axis. The doping profile
shown in Figure 4.35 shows a larger heavily doped p-type region near the anode contact and a
relatively more constant value in the y direction near the junction when compared to the profile
shown in Figure 4.37. These changes result in the decreased error at low bias voltages shown in
Figure 4.36.

In both bias step strategies discussed here, the BFGS optimizer was run with a maximum of
200 iterations. The optimizer terminated early in both cases due to insufficient decrease in the loss
function between iterations. If lower error is desired, this early termination could potentially be
avoided by choosing bias steps randomly to avoid convergence to a local minimum, or by using
an optimization algorithm that attempts to find the global minimum of the objective function.

124



1 51 101 151
Iteration

10−4

10−3

10−2

10−1

Lo
ss

0.00 0.25 0.50 0.75 1.00
Forward bias voltage (V)

10−5

10−4

10−3

10−2

10−1

R
el

at
iv

e
er

ro
r

Optimized
Initial

Figure 4.34: Loss progression showing training process for surrogate model of 2D diode (left);
relative error between surrogate model and fine-grained model (right). Loss was computed using
100 mV bias steps.
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Figure 4.35: Optimal doping profile after 148 iterations of BFGS, using 100 mV bias steps to
compute loss. A local minimum loss of 3.7437 × 10−5 was reached at termination.
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Figure 4.36: Loss progression showing training process for surrogate model of 2D diode (left);
relative error between surrogate model and fine-grained model (right). Loss was computed using
100 mV bias steps, with the addition of VF = 0.01 V.
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Figure 4.37: Optimal doping profile after 170 iterations of BFGS, using 100 mV bias steps to
compute loss, with the addition of VF = 0.01 V. A local minimum loss of 4.0720 × 10−5 was
reached at termination.
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Chapter 5

Conclusion

In this work, we described the design, implementation and performance of surrogate models of
silicon semiconductor devices. Chapter 2 discussed the Van Roosbroeck system, the PDE system
governing carrier transport in semiconductors, and its finite difference and finite volume discretiza-
tions. Numerical methods for solving the discretized PDE system were discussed, including the
damped Newton method. Automatic differentiation and scientific machine learning were dis-
cussed as key computational methods for training surrogates. A literature review was presented
to survey related work in inverse design, surrogate modeling and doping profile optimization.

Chapter 3 introduced Semiconductors.jl, a new semiconductor simulation tool capable of
performing 1D and 2D non-equilibrium simulations of semiconductor devices using the drift-
diffusion model. The features of Semiconductors.jl were discussed, and documentation was
provided for its public methods. A new vector discretization scheme was introduced to allow
estimation of field magnitudes in a finite volume discretization via the least-squares approximation.
A fully differentiable simulator was introduced that allows automatic differentiation of the entire
PDE solver via Zygote.jl. TCAD models of 1D and 2D diodes, 2D BJTs and 2D MOSFETs were
presented, and their implementation in Semiconductors.jlwas discussed.

Chapter 4 presented experimental results on the characteristics and the surrogatization of de-
vice models implemented in Semiconductors.jl. Current-voltage characteristics were presented
for various diode, BJT and MOSFET models. Scalar- and vector-valued quantities within the de-
vices were analyzed to verify device operation. The condition number of the Jacobian generated
by the 1D diode discretization was analyzed to determine the root cause of convergence errors
near junction breakdown. Surrogate models were created and trained for the 1D and 2D diode
models. The coarse-grained surrogate models for both devices achieved a maximum relative error
below 1 × 10−3 using less than 10% as many nodes as the fine-grained baseline.

Future work on Semiconductors.jl could improve the physics models, the numerical methods
and the computational performance of the simulator. This work assumed a simple drift-diffusion
model and used the Boltzmann approximation for carrier statistics. A more general approach
would allow arbitrary carrier distributions such as the Fermi-Dirac distribution, which more
accurately models electron and hole concentrations in degenerate semiconductors. This would
require the use of quasi-Fermi potentials in the discretization, since n and p could no longer be
expressed in closed form with respect to the potential. The drift-diffusion model could also be
extended to include lattice and carrier temperatures to allow modeling of effects like self heating
and hot carrier injection. Particle-based or Monte Carlo methods could be implemented to improve
simulation accuracy at deep sub-micron scales.

More device models could be implemented to test the performance of the surrogatization pro-
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cess. In particular, the finite volume discretization discussed here can be generalized to a boundary
conforming Delaunay tetrahedralization of a 3D geometry. This generalization would allow simu-
lation of complex 3D devices like FinFETs, nanowire FETs and other emerging transistor structures.
Larger, circuit-level models could also be considered, allowing surrogatization of multiple active
devices at once. A 3D simulation would also allow the simultaneous solution of Maxwell’s equa-
tions for the magnetic and electric fields. This would allow accurate time-dependent simulation
and surrogatization of devices operating at high frequency. Time dependence can be included in
the finite volume discretization using the storage callback to VoronoiFVM.System.

This work relied heavily on Newton’s method as a nonlinear solver for the discretized PDE
systems. While Newton’s method can be quadratically convergent with suitable initial conditions,
it often fails to converge when the initial condition is far from the solution. Specifically, convergence
may fail if the bias step between two points on an I-V curve is too large, or if the desired bias point
is near a turning point. Some TCAD packages use Gummel’s method, an uncoupled nonlinear
solver, to generate a rough solution before applying Newton’s method. Since Gummel’s method is
less sensitive to initial conditions, this scheme can give convergence in situations where Newton’s
method is difficult or impossible to apply. Homotopy embedding could also be implemented to
aid convergence in numerically difficult situations [131].

Additional work is necessary to enable simulation of multivalued I-V curves using arc-length
continuation. The continuation algorithm implemented in Semiconductors.jl performs well for
single-valued I-V curves but fails to converge when a turning point is reached. This may be due to
the scaling of the current and voltage variables or to the nonlinear solver itself. A scaling scheme
similar to that used in Padre TCAD could be implemented, where minimum and maximum values
for the current and voltage are specified for each run, and the bias voltages and terminal currents
are normalized by those minimum and maximum values. An alternative nonlinear solver such
as Gummel’s method could be implemented to provide initial conditions for the damped Newton
solver near turning points. In the unlikely case that the linear solve computing the Newton step is
preventing convergence, a preconditioner method could be implemented to increase the accuracy
of the linear solve.

The differentiable simulator implemented in this work uses Zygote.Buffer to accumulate
gradients during assembly of the discretized PDE system. Performance profiling shows that this
accumulation comprises most of the runtime of the surrogate training process. This performance
could likely be improved using a custom pullback defined by, for example, ChainRulesCore.jl.
Performance could be further improved through parallelization. Currently, the I-V curve tracing
routines and all surrogate optimization loops are executed on a single thread. It may be possible to
accelerate the curve tracing by computing multiple bias points at once, provided a suitable initial
condition can be generated for each concurrent simulation.
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Appendix A

Derivations

A.1 Scharfetter-Gummel midpoint scheme

This appendix contains details regarding the Scharfetter-Gummel midpoint scheme. In this work,
the midpoint scheme refers to the use of the values of n and p at the midpoint of grid segments,
as opposed to the traditional scheme that uses the value of x for which the finite difference
approximations of n′ and p′ hold.

A.1.1 Derivation

Substituting (2.38) and (2.39) into (2.36) gives

n(x) = n[k]

⎛
⎜⎜⎜⎜⎜⎜⎝1 − 1

1 − exp(δr)
−

exp
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δr
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)︂

exp
(︂
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)︂
− exp
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)︂
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− exp

(︂
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x[k+1]−x[k]

)︂
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= n[k]
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x−x[k]
x[k+1]−x[k]

)︂

1 − exp(δr)
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1 − exp
(︂
δr

x−x[k]
x[k+1]−x[k]

)︂

1 − exp(δr)
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⎟⎟⎟⎟⎟⎟⎠ , (A.1)

where δr is given in (2.42). We may now obtain n[k + 1/2] by substituting x = (x[k] + x[k + 1])/2
in (A.1), which gives

n
[︃
k +

1
2

]︃
= n[k]

(︄
1 − 1 − exp(δr/2)

1 − exp(δr)

)︄
+ n[k + 1]

(︄
1 − exp(δr/2)
1 − exp(δr)

)︄

= (1 − σ(δr)) n[k] + σ(δr)n[k + 1], (A.2)

where σ(x) is the sigmoid function

σ(x) =
1 − ex/2

1 − ex =
1

1 + ex/2 . (A.3)

Similar reasoning gives the value of n at the midpoint of x[k − 1] and x[k]:

n
[︃
k − 1

2

]︃
= (1 − σ(δl)) n[k − 1] + σ(δl)n[k], (A.4)
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where δl is given in (2.42). Substituting (A.2) into (2.33),

Jn[k + 1/2]
q

=

µn[k + 1/2]VT

x[k + 1] − x[k]

(︄
((1 − σ(δr))n[k] + σ(δr)n[k + 1])

ψ[k] − ψ[k + 1]
VT

+ n[k + 1] − n[k]
)︄
. (A.5)

Using a similar approach to compute Jn[k − 1/2] from (A.4),

Jn[k − 1/2]
q

=

µn[k − 1/2]VT

x[k] − x[k − 1]

(︄
((1 − σ(δl))n[k − 1] + σ(δl)n[k])

ψ[k − 1] − ψ[k]
VT

+ n[k] − n[k − 1]
)︄
. (A.6)

Substituting (A.5) and (A.6) into (2.32),

J′n[k]
q
=

2
x[k + 1] − x[k − 1]

(c1n[k − 1] + c2n[k] + c3n[k + 1]) , (A.7)

where

c1 =
µn[k − 1/2]VT

x[k] − x[k − 1]
(δl(1 − σ(δl)) + 1) ,

c2 = −µn[k − 1/2]VT

x[k] − x[k − 1]
(δlσ(δl) − 1) − µn[k + 1/2]VT

x[k + 1] − x[k]
(δr(1 − σ(δr)) + 1) ,

c3 = −µn[k + 1/2]VT

x[k + 1] − x[k]
(δrσ(δr) − 1) .

Equation (A.7) can be used to compute the electron current residual Fn[k], and an analogous process
can be used for holes:

Fn[k] = G[k] −U[k] +
2

x[k + 1] − x[k − 1]

(︄

µn[k − 1/2]VT

x[k] − x[k − 1]

(︂
(1 + δl(1 − σ(δl)))n[k − 1] − (1 − δlσ(δl))n[k]

)︂
−

µn[k + 1/2]VT

x[k + 1] − x[k]

(︂
(1 + δr(1 − σ(δr)))n[k] − (1 − δrσ(δr))n[k + 1]

)︂ )︄
= 0, (A.8)

Fp[k] = G[k] −U[k] +
2

x[k + 1] − x[k − 1]

(︄

µp[k − 1/2]VT

x[k] − x[k − 1]

(︂
(1 − δlσ(δl))p[k − 1] − (1 + δl(1 − σ(δl)))p[k]

)︂
−

µp[k + 1/2]VT

x[k + 1] − x[k]

(︂
(1 − δrσ(δr))p[k] − (1 + δr(1 − σ(δr)))p[k + 1]

)︂ )︄
= 0. (A.9)

The Poisson residual in (2.52) can be used along with (A.8) and (A.9) to provide a complete
discretization.
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Figure A.1: Relative error between midpoint scheme and Scharfetter-Gummel discretization in a
1D diode simulation under heavy forward bias (VF = 1.0 V, left) and light forward bias (VF = 0.3 V,
right).

A.1.2 Comparison

The residuals given in (A.8) and (A.9) are similar to those in (2.53) and (2.54). In the traditional
Scharfetter-Gummel discretization, the Bernoulli function B(x) is used to determine the weights of,
say, n[k−1] and n[k] in Fn. In the midpoint scheme, the function 1−xσ(x) is used instead, which has
identical behavior for small x but deviates from the Bernoulli function for large x. Similarly, the
traditional Scharfetter-Gummel discretization uses Q(x) to interpolate between n[k− 1] and n[k] in
the determination of n[k − 1/2], while the midpoint scheme uses σ(x). The behaviors of these four
functions are compared in Figure A.2. The difference between the interpolation functions is

σ(x) −Q(x) =
1

1 + ex/2 −
1
x
+

1
ex − 1

=
1
2

csch
(︃x
2

)︃
− 1

x
.

The difference between the weight functions is

1 − xσ(x) − B(x) = 1 − x
1 + ex/2 −

x
ex − 1

= 1 − x
2

csch
(︃x
2

)︃
.

These differences are shown in Figure A.3.
Since the two weight functions are nearly identical for small x, the impact of the midpoint

scheme on the overall simulation is typically negligible. Figure A.1 shows the relative error
between a simulation conducted using the midpoint scheme and a simulation conducted using
the traditional Scharfetter-Gummel discretization. The simulation was run using the default 1D
diode model, resulting in a grid with 163 nodes. The diode was simulated with a forward bias
of VF = 1.0 V and VF = 0.3 V, corresponding to drift-dominant and diffusion-dominant currents,
respectively. In the drift-dominant scenario, the error in ψ is considerably smaller than the error in
the carrier concentrations and is relatively constant along the device. The error in n and p is larger,
peaking at nearly 1% near the left contact. In the diffusion-dominant scenario, the error in n and
p is large along the device, with the error in the majority carrier concentration reaching nearly 2%
in each doped region.
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Figure A.2: Comparison of interpolation functions Q(x) and σ(x) (left); comparison of weight
functions B(x) and 1 − xσ(x) (right), for x ∈ (−20, 20).
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Figure A.3: Difference between interpolation functions (left) and weight functions (right) in clas-
sical Scharfetter-Gummel discretization versus midpoint scheme discretization.
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A.2 Jacobian of 1D finite difference discretization

In this section, we derive the system Jacobian for the residuals given in (2.52) through (2.54). We
assume that G[k] = 0, that U[k] is only a function of n[k] and p[k], that µn and µp are piecewise
constant and that Dirichlet boundary conditions are enforced without the use of penalty methods.
We further assume that only the Shockley-Read-Hall recombination model is used and that τn
and τp are constant along the device, i.e. U[k] = USRH[k], where USRH is given in (2.15). Nonzero
generation rates and field-dependent mobilities create additional nonzero entries in the Jacobian
and are not considered here.

A.2.1 Derivation

The nonzero derivatives of Fψ[k] are

∂Fψ[k]
∂ψ[k − 1]

=
2ε[k − 1/2]

(x[k + 1] − x[k − 1]) (x[k] − x[k − 1])
,

∂Fψ[k]
∂ψ[k]

= − 2
x[k + 1] − x[k − 1]

(︄
ε[k − 1/2]

x[k] − x[k − 1]
+

ε[k + 1/2]
x[k + 1] − x[k]

)︄
,

∂Fψ[k]
∂ψ[k + 1]

=
2ε[k + 1/2]

(x[k + 1] − x[k − 1]) (x[k + 1] − x[k])
,

∂ fψ[k]
∂n[k]

= −q,

∂ fψ[k]
∂p[k]

= q.

The nonzero derivatives of Fn[k] are

∂Fn[k]
∂ψ[k − 1]

=
2µn[k − 1/2]

(x[k + 1] − x[k − 1]) (x[k] − x[k − 1])

(︂
B′(−δl)n[k − 1] + B′(δl)n[k]

)︂
,

∂Fn[k]
∂ψ[k]

= − 2µn[k − 1/2]
(x[k + 1] − x[k − 1]) (x[k] − x[k − 1])

(︂
B′(−δl)n[k − 1] + B′(δl)n[k]

)︂
−

2µn[k + 1/2]
(x[k + 1] − x[k − 1]) (x[k + 1] − x[k])

(︂
B′(−δr)n[k] + B′(δr)n[k + 1]

)︂
,

∂Fn[k]
∂ψ[k + 1]

=
2µn[k + 1/2]

(x[k + 1] − x[k − 1]) (x[k + 1] − x[k])

(︂
B′(−δr)n[k] + B′(δr)n[k + 1]

)︂
,

∂Fn[k]
∂n[k − 1]

=
2µn[k − 1/2]VTB(−δl)

(x[k + 1] − x[k − 1]) (x[k] − x[k − 1])
,

∂Fn[k]
∂n[k]

= − 2VT

x[k + 1] − x[k − 1]

(︄
µn[k − 1/2]

x[k] − x[k − 1]
B(δl) +

µn[k + 1/2]
x[k + 1] − x[k]

B(−δr)
)︄
− ∂U[k]
∂n[k]

,

∂Fn[k]
∂n[k + 1]

=
2µn[k + 1/2]VTB(δr)

(x[k + 1] − x[k − 1]) (x[k + 1] − x[k])
,

∂Fn[k]
∂p[k]

= −∂U[k]
∂p[k]

.
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The nonzero derivatives of Fp[k] are

∂Fp[k]
∂ψ[k − 1]

= − 2µp[k − 1/2]
(x[k + 1] − x[k − 1]) (x[k] − x[k − 1])

(︂
B′(δl)p[k − 1] + B′(−δl)p[k]

)︂
,

∂Fp[k]
∂ψ[k]

=
2µp[k − 1/2]

(x[k + 1] − x[k − 1]) (x[k] − x[k − 1])

(︂
B′(δl)p[k − 1] + B′(−δl)p[k]

)︂
+

2µp[k + 1/2]
(x[k + 1] − x[k − 1]) (x[k + 1] − x[k])

(︂
B′(δr)p[k] + B′(−δr)p[k + 1]

)︂
,

∂Fp[k]
∂ψ[k + 1]

= − 2µp[k + 1/2]
(x[k + 1] − x[k − 1]) (x[k + 1] − x[k])

(︂
B′(δr)p[k] + B′(−δr)p[k + 1]

)︂
,

∂Fp[k]
∂n[k]

= −∂U[k]
∂n[k]

,

∂Fp[k]
∂p[k − 1]

=
2µp[k − 1/2]VTB(δl)

(x[k + 1] − x[k − 1]) (x[k] − x[k − 1])
,

∂Fp[k]
∂p[k]

= − 2VT

x[k + 1] − x[k − 1]

(︄
µp[k − 1/2]

x[k] − x[k − 1]
B(−δl) +

µp[k + 1/2]
x[k + 1] − x[k]

B(δr)
)︄
− ∂U[k]
∂p[k]

,

∂Fp[k]
∂p[k + 1]

=
2µp[k + 1/2]VTB(−δr)

(x[k + 1] − x[k − 1]) (x[k + 1] − x[k])
.

In the expressions above, the function B′(x) is the derivative of the Bernoulli function,

B′(x) =
ex − 1 − xex

(ex − 1)2 =
1

ex − 1
− xex

(ex − 1)2 . (A.10)

The Taylor expansion of B′(x) at x = 0 can be found by differentiation of (2.50):

B′(x) = −1
2
+

x
6
− x3

180
+

x5

5040
− x7

151 200
+

x9

4 790 016
− · · · .

The derivatives of the recombination function are

∂U[k]
∂n[k]

=

(︁
p[k] + ni

)︁ (︂
niτp + p[k]τn

)︂

(︂
(n[k] + ni) τp +

(︁
p[k] + ni

)︁
τn

)︂2 ,
∂U[k]
∂p[k]

=
(n[k] + ni)

(︂
n[k]τp + niτn

)︂

(︂
(n[k] + ni) τp +

(︁
p[k] + ni

)︁
τn

)︂2 . (A.11)

A.2.2 Sparsity

The system Jacobian is a block diagonal matrix comprised of entries J[k] ∈ R3×9, where

J[k] =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∂Fψ[k]
∂ψ[k−1] 0 0

∂Fψ[k]
∂ψ[k]

∂Fψ[k]
∂n[k]

∂Fψ[k]
∂p[k]

∂Fψ[k]
∂ψ[k+1] 0 0

∂Fn[k]
∂ψ[k−1]

∂Fn[k]
∂n[k−1] 0 ∂Fn[k]

∂ψ[k]
∂Fn[k]
∂n[k]

∂Fn[k]
∂p[k]

∂Fn[k]
∂ψ[k+1]

∂Fn[k]
∂n[k+1] 0

∂Fp[k]
∂ψ[k−1] 0

∂Fp[k]
∂p[k−1]

∂Fp[k]
∂ψ[k]

∂Fp[k]
∂n[k]

∂Fp[k]
∂p[k]

∂Fp[k]
∂ψ[k+1] 0

∂Fp[k]
∂p[k+1]

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

and k ∈ [2,N − 1]. Dirichlet boundary conditions hold when k = 1 or k = N, and

J[1] = J[N] =
[︂
I3 03,6

]︂
.

The overall Jacobian has the form

J = diag
(︂

J[1], J[2], · · · , J[N − 1], J[N]
)︂
,

where each entry is offset from the previous entry by 3 columns.
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A.3 Jacobian of finite volume discretization

In this section, we derive the system Jacobian for the finite volume residual given in (2.62) using the
discretizations given in (2.63) through (2.65). This Jacobian is manually assembled by assemble_
res_jac! in the differentiable simulator.

We assume that G[k] = 0, that U[k] is only a function of n[k] and p[k], that µn and µp are
piecewise constant and that Dirichlet boundary conditions are enforced without the use of penalty
methods. We further assume that only the Shockley-Read-Hall recombination model is used and
that τn and τp are constant along the device, i.e. U[k] = USRH[k], where USRH is given in (2.15).
Nonzero generation rates and field-dependent mobilities create additional nonzero entries in the
Jacobian and are not considered here.

A.3.1 Residuals

The finite volume residuals are

Fψ[k] =
∑︂

l∈N[k]

ε[k, l]
(︄ |∂ωk ∩ ∂ωl|
∥x[l] − x[k]∥

)︄ (︂
ψ[k] − ψ[l]

)︂
+q|ωk|

(︂
n[k] − p[k] − Γ[k]

)︂
,

Fn[k] =
∑︂

l∈N[k]

µn[k, l]VT

(︄ |∂ωk ∩ ∂ωl|
∥x[l] − x[k]∥

)︄ (︄
B
(︄
−ψ[l] − ψ[k]

VT

)︄
n[k] − B

(︄
ψ[l] − ψ[k]

VT

)︄
n[l]

)︄
+

|ωk|
(︂

U[k] − G[k]
)︂
,

Fp[k] =
∑︂

l∈N[k]

µp[k, l]VT

(︄ |∂ωk ∩ ∂ωl|
∥x[l] − x[k]∥

)︄ (︄
B
(︄
ψ[l] − ψ[k]

VT

)︄
p[k] − B

(︄
−ψ[l] − ψ[k]

VT

)︄
p[l]

)︄
+

|ωk|
(︂

U[k] − G[k]
)︂
.

A.3.2 Derivation

The nonzero derivatives of Fψ[k] are

∂Fψ[k]
∂ψ[k]

=
∑︂

l∈N[k]

ε[k, l]
(︄ |∂ωk ∩ ∂ωl|
∥x[l] − x[k]∥

)︄
,

∂Fψ[k]
∂ψ[l]

= −ε[k, l]
(︄ |∂ωk ∩ ∂ωl|
∥x[l] − x[k]∥

)︄
, where l ∈ N[k],

∂Fψ[k]
∂n[k]

= q|ωk|,
∂Fψ[k]
∂p[k]

= −q|ωk|.

The nonzero derivatives of Fn[k] are

∂Fn[k]
∂ψ[k]

=
∑︂

l∈N[k]

µn[k, l]
(︄ |∂ωk ∩ ∂ωl|
∥x[l] − x[k]∥

)︄ (︄
B′

(︄
−ψ[l] − ψ[k]

VT

)︄
n[k] + B′

(︄
ψ[l] − ψ[k]

VT

)︄
n[l]

)︄
,

∂Fn[k]
∂ψ[l]

= −µn[k, l]
(︄ |∂ωk ∩ ∂ωl|
∥x[l] − x[k]∥

)︄ (︄
B′

(︄
−ψ[l] − ψ[k]

VT

)︄
n[k] + B′

(︄
ψ[l] − ψ[k]

VT

)︄
n[l]

)︄
, where l ∈ N[k],
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∂Fn[k]
∂n[k]

=
∑︂

l∈N[k]

µn[k, l]VT

(︄ |∂ωk ∩ ∂ωl|
∥x[l] − x[k]∥

)︄
B
(︄
−ψ[l] − ψ[k]

VT

)︄
+ |ωk|

(︄
∂U[k]
∂n[k]

)︄
,

∂Fn[k]
∂n[l]

= −µn[k, l]VT

(︄ |∂ωk ∩ ∂ωl|
∥x[l] − x[k]∥

)︄
B
(︄
ψ[l] − ψ[k]

VT

)︄
, where l ∈ N[k],

∂Fn[k]
∂p[k]

= |ωk|
(︄
∂U[k]
∂p[k]

)︄
.

The nonzero derivatives of Fp[k] are

∂Fp[k]
∂ψ[k]

= −
∑︂

l∈N[k]

µp[k, l]
(︄ |∂ωk ∩ ∂ωl|
∥x[l] − x[k]∥

)︄ (︄
B′

(︄
ψ[l] − ψ[k]

VT

)︄
p[k] + B′

(︄
−ψ[l] − ψ[k]

VT

)︄
p[l]

)︄
,

∂Fp[k]
∂ψ[l]

= µp[k, l]
(︄ |∂ωk ∩ ∂ωl|
∥x[l] − x[k]∥

)︄ (︄
B′

(︄
ψ[l] − ψ[k]

VT

)︄
p[k] + B′

(︄
−ψ[l] − ψ[k]

VT

)︄
p[l]

)︄
, where l ∈ N[k],

∂Fp[k]
∂n[k]

= |ωk|
(︄
∂U[k]
∂n[k]

)︄
,

∂Fp[k]
∂p[k]

=
∑︂

l∈N[k]

µp[k, l]VT

(︄ |∂ωk ∩ ∂ωl|
∥x[l] − x[k]∥

)︄
B
(︄
ψ[l] − ψ[k]

VT

)︄
+ |ωk|

(︄
∂U[k]
∂p[k]

)︄
,

∂Fp[k]
∂p[l]

= −µp[k, l]VT

(︄ |∂ωk ∩ ∂ωl|
∥x[l] − x[k]∥

)︄
B
(︄
−ψ[l] − ψ[k]

VT

)︄
, where l ∈ N[k].

The derivative of the Bernoulli function, B′(x), is given in (A.10), and the derivatives of the
recombination function are given in (A.11).

The above expressions hold at all nodes in the discretization except the nodes belonging to
boundary regions corresponding to ideal Ohmic contacts. For such boundary nodes, we have

∂Fψ[k]
∂ψ[k]

=
∂Fn[k]
∂n[k]

=
∂Fp[k]
∂p[k]

= 1

assuming Dirichlet boundary conditions are imposed without penalty. All other partial derivatives
in these rows of the Jacobian are 0.
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Appendix B

Additional results

This appendix presents additional experimental results on the characteristics of the device models
implemented in Semiconductors.jl and of their solutions. The results in this appendix are mainly
illustrative and serve to reinforce the key results presented in Chapter 4.

B.1 Diodes

Figure B.1 shows the log-magnitude of Jacobian matrices of the one-dimensional diode generated
by diode1d. The diode used in this figure uses an 11-point discretization grid to allow visualization
of the sparsity pattern of the matrix. The matrices assembled using Dirichlet boundary conditions
with a penalty factor of unity. The sparsity pattern described in Section A.2.2 is clearly visible in
this figure. The resulting Jacobian has size 33 × 33 since each of the 11 nodes is associated with
unknown values of ψ, n and p.

In Figure B.1, the partial derivatives of Fψ are several orders of magnitude smaller than those
of Fn or Fp, in agreement with the results presented in Section A.2.2. The derivatives of Fψ are
proportional to the quantities q and ε0, which both have values on the order of 1 × 10−19 to 1 × 10−18

in the units used in Semiconductors.jl. The residuals of n[k] and p[k] are strongly coupled toψ[k]
when the device is forward biased due to the nonlinear upwinding introduced by the Scharfetter-
Gummel discretization.

Figure B.2 shows the potential, electron density and hole density in the two-dimensional diode
generated by diode2d(2.0,2.0,1.0,0.5,rectgrid=true). This simulation is identical to the one
shown in Figure 4.12, except a rectangular discretization grid is used instead of a triangular grid.
This rectangular grid has 285 nodes and 448 cells (triangles), compared to 459 nodes and 825 cells
in the triangular grid shown in Figure 4.12. This rectangular grid can yield faster simulations
when limited variation along the y axis is expected; in this case, the diode model is nearly 1D, so
the rectangular grid using only 5 nodes in the y direction is sufficient to simulate ψ, n and p in both
dimensions.

B.2 Bipolar transistors

Figure B.3 shows the potential, electron density and hole density in the NPN BJT generated
by npn1(5,1,10,5,3,3,0.2,rectgrid=true). This simulation is identical to the one shown in
Figure 4.17, except a rectangular discretization grid is used instead of a triangular grid. This
rectangular grid has 240 nodes and 390 cells (triangles), compared to 257 nodes and 461 cells in
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Figure B.1: Jacobian matrices of 1D diode generated by diode1d(2.0,2.0,ha=0.04,hb=0.04,
hc=0.04). The resulting model has an 11-point discretization grid with uniform spacing. Bias
conditions are labeled in the plot titles.
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Figure B.2: Potential (top), electron density (middle) and hole density (bottom) in 2D diode
generated by diode2d(2.0,2.0,1.0,0.5,rectgrid=true). Simulation was performed with a
forward bias of 0.6 V.
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the triangular grid shown in Figure 4.17. This grid has limited resolution in the y direction, but
it provides a more regular discretization along the x direction as opposed to the unstructured
triangular discretization. Consequently, local refinement is only possible in the x direction; any
refinement applied in the y direction creates additional cells along the entire device, which is not
generally desirable.

Figure B.4 shows the vector-valued electric field and current density in the NPN BJT generated
by npn1(5,1,10,5,3,3,0.2) with IB = 5 × 10−7 Aµm−1 and VCE = 2 V. Large electric fields
exist near the base-emitter junction and base-collector junction due to their depletion regions. The
current density is roughly constant along the device due to conservation of charge. A small current
is visible pointing inwards from the base contact due to the base current, which is relatively small
compared to the collector current. Slight increases in the magnitude of the current density field
are also visible near the collector and emitter contacts due to current crowding.

B.3 MOSFETs

Figure B.5 shows the vector-valued electric field and current density in the n-channel MOSFET
generated by mos1(0.1,0.05,0.2,0.05,0.002,0.1,0.025) with VDS = 1 V and VGS = −0.5 V.
This figure shows the path of undesirable leakage currents through the substrate when VGS < 0.
In this region, the device is driven into accumulation, a condition in which electrons are strongly
repelled from the bulk-oxide interface. Current can no longer flow through the channel region
in accumulation, and the current must flow through the reverse-biased bulk-drain junction and
into the substrate. This effect is similar to the off-state leakage in a BJT and is often modeled as
a separate parasitic transistor in the substrate. The parasitic substrate BJT can cause latch-up in
CMOS devices, which can be highly disruptive in digital logic circuits [23].
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Figure B.3: Potential (top), electron density (middle) and hole density (bottom) in NPN BJT
generated by npn1(5,1,10,5,3,3,0.2,rectgrid=true). Simulation was performed with IB =
5 × 10−7 Aµm−1 and VCE = 2 V.
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Figure B.4: Electric field (top) and current density (bottom) in NPN BJT generated by npn1(5,
1,10,5,3,3,0.2). Simulation was performed with IB = 5 × 10−7 Aµm−1 and VCE = 2 V. Arrow
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