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ABSTRACT

Absorption of optical light in superconducting electronics is a major limitation on the qual-

ity of circuit architectures that integrate optical components with superconducting components.

Such absorption causes losses in the optics and quasiparticle generation in the superconductor,

decreasing the performance of both [1]. However, integration of optical and superconducting

components will be crucial for the development of electro-optical transducers for quantum net-

working [2], scalable readout of single photon detectors [3], and neuromorphic computing [4].

Ideally, we could fabricate the superconducting electronics in these systems out of a material that

is transparent to the wavelengths used by the optical components.

Few conductive materials are transparent to optical wavelengths though, let alone supercon-

ducting materials. Typical metals have a high carrier concentration and no band gap, resulting

in strong absorption for light below x-ray frequencies [5]. However, certain degenerately doped

semiconductors known as transparent conductive oxides have ultraviolet band gap energies, high

mobilities, and low carrier concentrations, thus allowing for both good conduction and optical

transparency. Under the right conditions, these materials may superconduct as well. One such

material, indium tin oxide (ITO), has been shown to superconduct with a maximum transition

temperature of about 4 K when doped to carrier concentrations of about 1021cm−3
[6]. In par-

ticular, arbitrary samples of ITO can superconduct when su�ciently doped by electrochemical

reduction [7].

In this thesis, we characterize the e�ects of electrochemical reduction on the electronic prop-

erties, structure, and composition of ITO and evaluate its suitability for superconducting elec-

tronics. First, in Chapter 1, we outline the theory of transparent superconductivity and review

existing work on suchmaterials. �en in Chapter 2 we describe the basic theory and design of our

electrochemical cell and discuss the characterization techniques we will use to evaluate our �lms.

In Chapter 3 we present our �ndings on the electronic properties, structure, and composition of

ITO reduced to di�erent total reduction charge densities. In Chapter 4 we quantify the optical

properties of reduced ITO and compare it to niobium, a common material for superconducting

electronics. In Chapter 5 we consider di�erent methods for fabricating electronics on reduced

ITO and evaluate the resulting microwires. Finally, in Chapter 6 we discuss the implications of

our �ndings and future directions for work on transparent superconductors.

�esis Supervisor: Karl K. Berggren

Title: Professor of Electrical Engineering and Computer Science
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1 Introduction

�antum electronics systems increasingly require the placement of superconducting microwave

electronics on-chip with optics. Superconducting nanowire single photon detectors (SNSPDs)

and images (SNSPIs) [3], for instance, may need to absorb optical photons in one part of the

circuit, but still use standard microwave readout electronics for processing the resulting signals.

�antum networks will need to convert between microwave computing qubit states and optical

communication qubit states, likely using electro-optical transducers [8, 9, 2] where superconduct-

ing electrodes couple to optical resonators. Similar transducers may also be needed for circuit

architectures for neuromorphic computing [4].

In these systems, imperfectly con�ned optical �elds can penetrate the superconducting elec-

tronics. Absorption of these �elds in the superconductor induces losses in the optical part of the

circuit and can poison the superconductor itself through quasiparticle generation [1, 10]. Op-

timization of the geometry can mitigate these e�ects but not eliminate them, since the optics

and electronics still must be relatively near each other by design. Ideally, we could create these

optics-adjacent superconducting electronics from a transparent superconducting material to help

avoid absorption.

Although transparent conductors like indium tin oxide are well-studied and used in a variety

of applications from solar cells [11] to touch screen electronics [12], creating and working with

transparent superconductors presents a greater challenge. In fact, transparency and conductivity

in onematerial already appear to present an inherent contradiction. �e spectrum of wavelengths

to which a given material is transparent is primarily set by two processes: absorption of light

by bound electrons, set by the crystal la�ice properties such as band gap, and absorption of

light by free electrons, set by the dielectric constant, the electron e�ective mass, and the carrier

concentration. In general, the more free electrons are present, the narrower the transparency

window becomes. Yet increasing free electrons is also key to improving conductivity.

Still, a number of transition metal oxides strike this balance and achieve both transparency

and conductivity, for instance by combining a low carrier concentration with a high mobility.

Among these materials, only a few have been measured to superconduct, typically under very

speci�c doping conditions, and the processing resulting in superconductivity has been reported

10



to decrease transparency [6, 7]. Even for these known candidate transparent superconductors,

quantitative data on their properties is sparse.

In this thesis, we explore the material properties of candidate transparent superconductors

with a focus on implications for engineering electronics. Although we will discuss several mate-

rials that have shown potential as transparent superconductors, we primarily perform our exper-

iments on indium tin oxide (ITO), which is the most well-studied of these materials both within

the context of superconductivity and across many other �elds. We describe our method for pro-

ducing superconducting ITO, determine the structural and compositional changes our method

causes, quantify key material properties of superconducting ITO, and evaluate the suitability of

our material for transparent electronics applications.

Before we consider ITO speci�cally, though, it will be important to �rst review the general

theory of transparent conductors and establish its overlap with theory of superconducting semi-

conductors. We will then consider previous experiments with superconductivity in transparent

conductors and how they �t into these theories.

1.1 Transparency in Conductors

In order to study and engineer transparent conducting materials, we must understand the re-

lationship between conductivity and transparency so we can navigate the trade-o�s between

them. For this and future discussions, we will de�ne transparency as a low extinction coe�cient

for wavelengths around optical frequencies. In this section, we will show how key electronic

properties, namely free carrier concentration, e�ective mass, and dielectric permi�ivity, deter-

mine a material’s transparency window. Next we will consider several superconducting materials

derived from optically transparent conductors, which still remain more transparent than a typical

metal a�er treatment.

1.1.1 Optical Processes

In general, optical processes in amaterial fall into one of two categories. First, intraband processes

involve electronic conduction by free carriers. �ese will be the dominant processes in highly

conductive materials, like metals or degenerate semiconductors, and they can be understood by
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examining the limiting cases of the Drude model. Intraband processes determine absorption

for low-energy photons. Second, interband processes involve photon absorption that takes an

electron from an occupied state in the valence band to an unoccupied state in the conduction

band. For semiconductors, these processes mostly occur for photons with energies greater than

the band gap, so high-energy transparency simply necessitates a large band gap.

�e band gap is set by la�ice properties and is not easily tunable, but, as we will see shortly,

the intraband behaviors can be changed by carrier doping. �us here we will focus on intraband

optical processes. Following Millie Dresselhaus’s derivation [13], we will begin by constructing

a classical model of conductivity in solids, known as the Drude model. We can start with the

classical equation for velocity of a free carrier:

m
d~v

dt
+
m~v

τ
= e ~E0e

−iωt
(1)

Here,m is the e�ective mass of the electron in the material; τ is the sca�ering time for elec-

trons; and e is the charge of the electron. �e solution to this equation in a sinusoidal �eld yields

the following:

(−imω +
m

τ
)~v0 = e ~E0 (2)

Next we use the de�nition of current density to relate this equation to conductivity:

j = ne~v0 = σ ~E0 (3)

In this equation, we introduce n, the concentration of free carriers (here, electrons) in the

material. With some algebraic manipulation, we �nd equation 4, the which relates conductivity

to frequency and fundamental material parameters:

σ =
ne2τ

m(1− iωτ)
(4)

Additionally, we de�ne the complex permi�ivity of a material, which follows from allowing

an absorptive, imaginary term in the complex wave equation:
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εcomplex = ε+ i
4πσ

ω
= ε1 + iε2 (5)

Here we may also de�ne the complex refractive index, in equation 7, which is another way of

expressing the complex permi�ivity that may be more convenient for some of our later calcula-

tions, particularly for net absorption. �e quantity n is the usual real part of the refractive index,

and k is the extinction coe�cient.

ε1 = n2 − k2
(6)

ε2 = 2nk (7)

By plugging equation 4 into equation 5, we can examine the frequency dependence of the

permi�ivity. �e full equation for complex permi�ivity in these terms is given in equation 8,

where ε∞ is a constant representing the contribution to permi�ivity from processes besides free

carrier intraband absorption.

ε = ε1 + iε2 = ε∞ + i
4π

ω

ne2τ

m(1− iωτ)
(8)

At low frequencies, we take the following approximation:

ε ≈ ε∞ + i
4πne2τ

mω
(9)

Now as ω approaches 0, the imaginary component of the permi�ivity dominates. Key features

of the low-frequency regime that can be derived from these equations are that n ≈ k and that

re�ectivity is nearly unity. Additionally, the real part of the permi�ivity will typically be negative

for a good conductor in this regime.

At high frequencies, the equation for permi�ivity approaches the following:

ε ≈ ε∞ −
4πne2

mω2
(10)

Notably, the intraband term that provides the characteristic behavior of a conductor becomes
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very small at high frequencies. As a result, the e�ects of interband processes will dominate, and

the metal behaves more like a dielectric in this regime.

Clearly, good conductorswill be re�ective rather than transparent in the low frequency regime,

but may be transparent somewhere in its dielectric regime. A crucial question for us, then, is the

determination of where this transition from conductor to dielectric occurs.

1.1.2 Plasma Frequency

�e characteristic frequency at which a material’s behavior changes from metallic to dielectric

is called the plasma frequency. More precisely, since metallic behavior involves a negative per-

mi�ivity and dielectric behavior a positive permi�ivity, the plasma frequency is the frequency at

which the real part of the permi�ivity goes to 0. With some algebraic manipulation of equation

8, we can separate out the real and imaginary parts into equations 11 and 12.

ε1(ω) = ε∞ −
4ne2τ 2

m(1 + ω2τ 2)
(11)

ε2(ω) =
4π

ω

ne2τ 2

m(1 + ω2τ 2
(12)

We can set equation 11 to zero to solve for the screened plasma frequency, ω̂2
p . It is considered

“screened” by the core dielectric constant of the medium which has been set by other processes,

while the “unscreened” plasma frequency sometimes quoted in the literature is computed by

se�ing the core dielectric constant equal to one.

ω̂2
p =

4πne2

mε∞
− 1

τ 2
(13)

�e plasma frequency helps us think about the re�ectivity of a good conductor at di�erent

frequencies. For very low frequencies, a good conductor has metallic behavior, and should be

a nearly perfect re�ector. At frequencies well above the plasma frequency, we expect dielectric

behavior. �ere may be some re�ection, but not much. However, at exactly the plasma frequency,

the real part of the permi�ivity is zero, and there is essentially no re�ection.

�erefore, below a material’s plasma frequency, we expect high re�ectivity and therefore
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also high absorption (since n ≈ k in the low-frequency regime). It is only above the plasma

frequency that low absorption and transparency become possible. Hence the “redder” end of the

transparency window is set by the plasma frequency (the “bluer” end is typically set by interband

processes, particularly the band gap, since at high frequencies the conductor exhibits dielectric

behavior).

Note, in particular, that the plasma frequency increases with free carrier concentration, and

decreases with increased e�ective mass and core dielectric constant. Most conductors have a high

carrier concentration, and low-to-intermediate e�ective mass and dielectric constant, typically

resulting in plasma frequencies in the petahertz range [5]. However, by searching for conductors

with lower carrier concentrations or higher e�ectivemass and dielectric constant, we can perhaps

�nd transparent conductors and even transparent superconductors.

In practice, there are many other processes that will a�ect transparency, particularly in ITO,

including crystallinity [14] and even geometric e�ects like plasmonics [15]. However, under-

standing the bulk plasma frequency provides a simple and helpful tool for comparing potential

transparent conductors and making a priori guesses about which materials might be suitable for

transparent superconductivity.

1.1.3 �antifying Transparency

Although the previous calculations give us some idea of what material parameters could lead

to visible transparency, we will need to actually quantify the transparency of real materials we

develop in order to determine whether they could be useful for the desired applications. For this

we must go beyond the refractive index and derive from them the transmi�ance, re�ectance, and

absorptance of our �lms using the Fresnel equations [16, 13]. We will assume electromagnetic

radiationwithmagnitudeE0i incident on an interface as shown in Figure 1. �e proportionwhich

is re�ected, E0r, to the proportion transmi�ed, E0t, will be dependent on the angle of incidence

θi and on the complex refractive indices of the materials on either side of the interface, n1 − ik1

and n2 − ik2.

Electromagnetic radiation must satisfy equations for continuity and di�erentiability at an

interface. �ese di�er slightly depending on the polarization of the light. First let us consider

light perpendicularly polarized relative to the plane of incidence, also known as s-polarized light,
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Figure 1: In this �gure we see an incident electromagnetic wave with magnitude E0i

incident on an interface at some angle θi. �ere will be some resulting re�ection

with magnitude E0r and some resulting transmission with magnitude E0t, which can

be computed from the Fresnel equations using the complex refractive indices of the

materials on either side of the interface, n1 − ik1 and n2 − ik2.

given in equations 14 and 15.

E0i + E0r = E0t (14)

−B0i cos θi +B0r cos θr = B0t cos θt (15)

We can simplify these equations because we know that θi = θr and that B = (n− ik)/c×E.

We can combine this information into equation 16.

(n1 − ik1)(E0r − E0i) cos θi = (n2 − ik2)(E0r + E0i) cos θt (16)

From here we can de�ne the perpendicular Fresnel re�ection coe�cient, rs.

rs =
E0r

E0i

=
(n1 − ik1) cos θi − (n2 − ik2) cos θt
(n1 − ik1) cos θi + (n2 − ik2) cos θt

(17)

For parallel polarized, or p-polarized, light, the boundary counditions are similar to equations

14 and 15, but the roles of the electric and magnetic �elds are �ipped. As a result, the Fresnel

re�ection coe�cent rp is given as in equation 18.
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rp =
(n1 − ik1) cos θt − (n2 − ik2) cos θi
(n1 − ik1) cos θt + (n2 − ik2) cos θi

(18)

�ese de�nitions will be useful later, but we quickly see that, in general, they are not su�cient

for computing re�ections o� an interface involving a complex refractive index. �e usual Snell’s

law, ñi sin θi = ñt sin θt, yields a complex θt if ñt is complex. Clearly, this is not what we usually

mean by transmission angle. We will need to derive some additional constraints in order to solve

for this angle, following Bousquet’s derivation [17].

Wewill start at the beginning, with the general solution to the electromagnetic wave equation

in equation 19, where αi, βi, and γi describe the relative velocity of light in the material in the

respective layer. In the coordinate system we have de�ned, βi = 0 because it is perfectly parallel

to the interface, while αi = (ni − iki) sin θi/c and γi = (ni − iki) cos θi/c.

~Ei = ~E0i exp[iω(t− (αix+ βiy + γiz)] (19)

�e Snell-Descartes law furthermore ensures that α1 = α2. We rewrite our re�ectances in

terms of these constants below.

rs =
γ2 − γ1

γ2 + γ1

(20)

rp =
εx2γ1 − εx1γ2

εx2γ1 + εx1γ2

(21)

Now for the case of perpendicular polarization, by de�nition only the y component of the

electric �eld and the x component of themagnetic �eld are nonzero. Maxwell’s equations produce

the following relationship between the electric �eld and the displacement �eld:

1

c2

∂2 ~D

∂t2
= ∆ ~E −∇(∇ · ~E) (22)

Because we are solving for electromagnetic waves, we can plug in the sinusoidal forms of
~D

and
~E to obtain additional relationships:
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1

c2

∂2 ~D

∂t2
= −ω2 ~D (23)

∆ ~E = −ω2(α2 + β2 + γ2) ~E (24)

∇ · ~E = −iω(αEx + βEy + γEz) (25)

�en, se�ing the appropriate values to zero and substituting the usual Di = εiEi and the

above equations into equation 22, we can derive a relationship between γ and α.

1

c2
εy = α2 + γ2

(26)

Furthermore, because α1 = α2, we can �nally write γ2 in terms of only optical constants and

the incident angle.

γ2
2 =

εy2

c2
− α2

1 (27)

�e derivation for the parallel component is similar, but the roles of the electric and magnetic

�elds are again �ipped.

γ2
2 =

εx2

c2
− α2

1

εx2

εz2
(28)

If the material is isotropic, this simpli�es to equation 27. Now we have su�cient information

to compute the transmission angle and the Fresnel re�ection coe�cient for incidence on mate-

rials with a complex refractive index, as long as we know the optical constants and the angle of

incidence. �e total re�ection is given by the magnitude squared of the re�ection coe�cient.

Any radiation not re�ected at the interface is transmi�ed into the second material. However,

if the second material is absorptive, then the total transmi�ance is reduced by the amount of light

absorbed. �e total transmi�ance can be computed fairly simply from the extinction coe�cient,

thickness of the material, and angle of transmission. For simplicity we will assume an isotropic

material for this derivation. First we write out the solution to the wave equation for a material

with a complex refractive index and rearrange it.
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~E = ~E0 cosω(t− n− ik
c

~r) (29)

= ~E0 exp

[
−ωk
c
~r

]
cosω(t− n

c
~r) (30)

�en we see that the intensity of the material beyond the interface, I(~r) = |E(~r)|2, can be

expressed as in equation 31, where I0t = I0i(1−R) is the intensity of light that is not re�ected.

I(~r) = I0t exp[−α~r] (31)

In this expression, the extinction coe�cient α is de�ned as α = 2(ωk)/c. �en transmi�ance

may be de�ned simply as the proportion of intensity at a depth t to the initial intensity, where

t = cos θt/d is the total distance the light must travel through the material. For the case of

transmi�ance in a material a�er passing through an interface, we speci�cally want to compare

the intensity of absorbed light to that of the incident light.

T =
I(t)

I0i

=
I0i(1−R) exp[−αt]

I0i

= (1−R) exp[−αy] (32)

Any remainder that is neither re�ected nor absorbed must be transmi�ed. So absorptance of

the �lm can be computed from the re�ectance and the transmi�ance.

A = 1−R− T (33)

We note here that the worst problems of having optics on-chip with superconducting elec-

tronics, that is, quasiparticle formation and reduction of optical quality factor, are most directly

caused by absorption. So to be precise, when we speak of transparent superconductors for engi-

neering applications, we actually would most prioritize a material with the lowest absorptance

rather than the highest transmi�ance, which are o�en but not always synonymous. A �lm with

a very high re�ectance or which is very thin could yield the desired behavior just as well as a

material with a low extinction coe�cient.

However, re�ectance and �lm thickness are not intrinsic properties of a material but depend
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on the surrounding materials and required design thickness, respectively. As a result, �lms with

low extinction coe�cients are the most generally transparent in di�erent situations.

1.2 Superconducting Semiconductors

Since candidate transparent superconductors will likely have low carrier concentrations and an

ultraviolet band gap, they will probably be highly doped semiconductors or other similar materi-

als. Interest in superconducting semiconductors has waxed and waned over the decades[18], and

to our knowledge no unifying general theory exists to describe their behavior. However, existing

research on superconducting semiconductors reveals enough common properties that a discus-

sion can help guide our expectations for what a transparent, superconducting semiconductor

might be like.

First we should note that pure semiconductors cannot typically superconduct, since the semi-

conductor band gap is much larger than the superconducting gap energy for most materials [19],

especially if we are primarily seeking materials with an ultraviolet band gap. However, in de-

generately doped semiconductors, the conduction band remains �lled even as the temperature

approaches 0 K, allowing for the possibility of superconductivity. We can use the Mo� criterion

to approximate necessary doping levels to achieve degeneracy for a given material [20].

Degenerately doped semiconductors di�er signi�cantly from typical metallic superconduc-

tors in two key ways. First, a superconductors like niobium or aluminum typically have carirer

concentrations on the order of 1022cm−3

Still, while a typical metallic superconductor like niobium might have carrier concentrations

on the order of 1022
cm
−3

[21] or higher, degenerately doped superconducting semiconductors

o�en have carrier concentrations in the range of 1018 − 1022
cm
−3

[22] – reaching orders of

magnitude lower, and also far more tunable. At these relatively low carrier concentrations, only a

small part of the conduction band is �lled, and so the band structure itself plays a more signi�cant

role in electron-electron interactions. Standard BCS theory alone may not be su�cient to fully

explain the superconducting properties of semiconductors due to neglect of contributions from

di�erent kinds of phonon interactions.

Superconducting semiconductors usually exhibit dirty type II superconducting behaviorswith

transition temperatures lower than 10 K [22]. Since standard BCS theory does not account for
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band structures, new approaches are required to successfully predict these transition tempera-

tures.

Additionally, the transition temperature of superconducting semiconductors is typically de-

pendent on the carrier concentration. For some semiconductors such as tellurides, the transition

temperature monotonically increases with carrier concentration for the measured ranges. �ese

materials are best understood through a modi�ed version of the Morel-Anderson theory of su-

perconductivity in the very dirty limit [23] combined with McMillan’s framework for strongly-

coupled superconductors [24], as outlined by Hulm et al [25].

�e approximations in this theory work for dirty superconductors where the Fermi energy is

much greater than typical phonon energies, and where static screening of the Coulomb potential

can be assumed for frequencies below the plasma frequency. For semiconductors with these

properties, normal electron-phonon interactions and Coulombic interactions decrease as carrier

concentration increases due to electronic screening, while umklapp electron-phonon interactions

increase with carrier concentration due to enlargement of the Fermi surface. �e net e�ect is a

prediction of the monotonic increase of transition temperature with carrier concentration, in

alignment with experimental data.

For other semiconductors, such as strontium titanate [19], molybdenum sul�de [26, 27], tita-

nium selenide [26], and potassium tantalate [28], the transition temperature has a dome-shaped

dependence on carrier concentration. �is behavior cannot be explained by the Morel-Anderson-

McMillan framework. One alternative model proposed by Cohen focuses on multivalley semi-

conductors [29]. �ese materials can have strong interactions from intervalley phonons, which

involve large momentum transfers and therefore are not screened much, and may also provide a

large number of sca�ering states if there are many valleys. �en the intervalley phonon e�ects

tend to dominate over intravalley phonon interactions.

Calculations using this model to predict the transition temperature of strontium titanate as

a function of carrier concentration exhibit the same dome-shaped dependence as experimental

data [30]. �ey a�ribute this shape to the di�erences between the screening dynamics of inter-

valley interactions versus intravalley interactions. At low carrier concentrations, more carriers

primarily serve to increase the density of states, therefore increasing interaction strength and

transition temperature. However, intervalley interactions are more e�ectively screened at high
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carrier concentrations, thus decreasing interaction strength. Above a certain point, the increased

screening begins to mitigate and eventually reverse the e�ects from increased density of state,

resulting in the dome shape [31]. Similar calculations have been used to explain the dome-shaped

transition temperature dependence in monolayer molybdenum sul�de [27].

Unfortunately, these theories of superconducting semiconductors require extensive knowl-

edge of normal statematerial parameters in order to predict properties like transition temperature

dependence on carrier concentration, and there do not seem to be simple metrics to help guess

a priori, for instance, whether the transition temperature follows a monotonic or dome-shaped

dependence on carrier concentration. Still, by examining these theories, we have developed some

idea of what behaviors we could expect from a superconducting semiconductor like ITO.

1.3 Previous Research on Transparent Superconductors

Previous a�empts have been made to turn known transparent conductors into transparent su-

perconductors, including studies on indium tin oxide, indium oxide, indium zinc oxide, lithium

titanium oxide, and lithium-de�cient lithium niobate. We will consider each of these materials in

turn, and discuss what they may have in common and how they may di�er. We will discuss ITO

�rst and in the most detail, since it has the greatest variety of papers focused on its suitability for

transparent superconductivity or electronics.

1.3.1 As-Grown ITO

Perhaps the �rst report of superconductivity in ITO occurred in samples generated by Ohyama

et al. [32]. �eir samples were reactively magnetron spu�ered from indium-tin alloy of 90 wt

% indium, 10 wt % tin in an oxygen-argon atmosphere onto room temperature glass and post-

annealed for thirty minutes at 400°C [33]. Uniformly distributed grains about 100 nm in diameter

were observed via electron microscope. �ey produced samples at di�erent thicknesses and car-

rier concentrations, though all carrier concentrations were on the order of 1020cm−3
. �ey do

not provide any data or commentary on the transmi�ance of these �lms.

�eir thickest sample, at 2µm, had a large resistivity drop starting just above 2 K, though it

did not reach zero resistance by the lowest measured temperature of 1.5 K. Magnetoresistance
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measurements provide further evidence of superconducting behavior. Comparing the resistance

curve data with theoretical predictions, they estimate the transition temperature of the �lm to be

at about 1.2 K. Although the �lm was quite thick, its behavior was consistent with superconduc-

tivity in a two-dimensional system. In other samples, they discuss competition between weak

electron localization and superconductivity.

Chiu et al. [34] produced single-crystal ITO nanowires by thermal evaporation onto silicon

with a substrate temperature of either 850°C or 900°C, set by distance from the heated source

powders. �e crystals grew along the [100] direction, and chemical composition and diameter

of the resulting wires were found to depend on the substrate temperature. �ey measured the

four-probe resistance of four of these wires down to 1.5 K. Onewire, deposited on a closer, higher-

temperature substrate, exhibited a large resistivity decrease with an onset near 5 K.�is wire had

the largest diameter (220 nm) and lowest room-temperature resitivity (137 µΩcm) of the set of

wires. However, the decrease is quite broad and does not reach zero resistance over the mea-

sured temperature range. �e authors hypothesize that the wire’s potential superconductivity

is hindered by the large number of point defects observed in their material, and propose that

especially high-quality, low-resistivity single-crystalline ITO may be be�er suited for supercon-

ducting applications. �is paper is especially promising, as it shows that ITO can be suitable for

superconducting electronics.

�ese results give a strong indication that ITO can be inherently superconducting in nature,

but suggest that further engineering is required to reliably produce superconducting ITO with

practical electronics applications. On the other hand, these results also show that extremely dif-

ferent form factors of ITO, both spu�ered and single-crystalline, exhibit similar superconducting

behaviors, providing a huge space within which to engineer the properties of ITO.

1.3.2 Oxygen-De�cient Annealed ITO

Mori [6] later produced superconducting ITO �lms via low-temperature annealing a�er �lm

growth. �eir �lms were prepared with electron-beam evaporation from indium oxide and tin

oxide sources onto polyester or glass. �e resulting �lms were 20 nm thick. �en they annealed

these samples in air between 130 - 170°C for 30 - 120 minutes. Only �lms annealed for short times

at intermediate temperatures or long times at low temperatures were found to superconduct. Too
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much or too li�le annealing did not result in superconductivity. Increased annealing time and

temperature both resulted in increased transmi�ance.

�e superconducting �lms were found to be two-dimensional, dirty type-II superconductors

with carrier concentrations on the order of 1021cm−3
. �e less-annealed and most-annealed �lms

had the lowest carrier concentrations. �e transition temperatures follow a dome-shaped depen-

dence on transmi�ance, with a maximum Tc ≈ 4K at 60% transmi�ance for 550 nm. XPS data

implies the presence of oxygen de�ciencies introduced by the annealing process. �erefore, it

seems that the annealing process e�ectively dopes the ITO with oxygen vacancies, increasing

the carrier concentration and enabling superconductivity.

Mori’s method outlines a highly convenient procedure for �ne-tuning the properties of sput-

tered ITO to achieve superconductivity. However, it is not clear whether this procedure can work,

for instance, with ITO that has previously been annealed at a high temperature or deposited on

a high-temperature substrate, so it may only be a viable strategy for labs with complete control

over the ITO growth process.

1.3.3 Electrochemically Reduced ITO

More recently, Aliev et al. [7, 35] found that commercially obtained ITO on glass substrates can

be doped via electrochemical reduction in various solutions of cation salts in water or propylene

carbonate. �ey were able to control the �nal carrier concentrations of their �lms simply by

adjusting the length of the reduction time. As in Mori’s work, the transition temperature had a

dome-shaped dependence on carrier concentration, with a maximum value near 5 K correspond-

ing to a carrier concentration of about 1.05 × 1021cm−3
. According to their simulations, this

carrier concentration also corresponded to a maximum density of states at the Fermi level. �ey

describe their material as a dirty, type-II superconductor in the strong coupling regime, which

alignswell with expectations from superconducting semiconductor theory. Intriguingly, the color

changes and onset of superconductivity can be reversed by simply reversing the current in the

electrochemical cell.

Aliev et al. a�ribute the increase in carrier concentration to intercalation of sodium or other

small cations into the ITO la�ice into oxygen vacancy 16c sites, a hypothesis which is consistent

with comparisons of simulated and experimental XRD data. �ey additionally report observa-
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tion of the paramagnetic Meissner e�ect in superconducting ITO �lms, an unusual a�raction of

magnetic �eld rather than expulsion which might arise due to �ux trapping by inhomogeneities

in superconducting thin �lms [36].

�eir method of generating superconducting ITO thin �lms is promising for its generality,

easy tunability, and accomplishment of the highest reported transition temperature yet. More-

over, although research into electrochemically doped superconducting ITO is new and limited,

use of ITO as an electrochemical cathode has been broadly studied in general.

1.3.4 Indium Oxide

Indium oxide, the parent material for ITO, can itself superconduct without extrinsic dopants as

long as its carrier concentration is high enough. It has proven to be of great interest for the study

of amorphous superconductors and disorder e�ects on superconductivity. Most work on indium

oxide focuses on inducing a superconductor-to-insulator transition in the material [37, 38, 39].

A superconducting transition has been observed in indium oxide wires as well, though the wires

exhibited a broad transition that saturated at a �nite resistance, whichwas a�ributed to excitation

of phase slips [40]. �e saturation value was dependent on the cross-sectional area of the wire.

1.3.5 Indium Zinc Oxide (IZO)

Indium zinc oxide (IZO) is a transparent conducting oxide similar to ITO, but doped with zinc

oxide instead of tin oxide [41]. Much like with ITO, indium zin oxide carrier concentration is

typically in the 1019−1021cm−3
range, and is primarily doped by oxygen vacancies and zinc ions

(Zn
2+
) [41, 42, 43]. Makise et al.[43] spu�ered �lms from indium-oxide-zinc-oxide alloy targets

with di�erent zinc oxide concentrations onto a room temperature substrate and then annealed

the �lms in air at 200 or 300°C for anywhere from 30 minutes to 48 hours. �e resulting �lms

were polycrystalline.

Transition temperatures as high as about 3.5 K were observed, with longer annealing times

corresponding to higher transition temperatures. For the measured �lms, transition tempera-

ture monotonically decreased with carrier concentration, though they remark that they expected

a dome-shaped dependence and they likely did not study �lms with a su�ciently low carrier

concentration to observe the other half of the dome. All in all, this work on IZO has a lot in
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common with Mori’s work on air-annealed ITO, even exhibiting similar transition temperatures

and carrier concentrations. Further comparisons of similar transparent conductive oxides may

be warranted.

1.3.6 Lithium Titanium Oxide (LiTi2O4)

Lithium titanium oxide (LTO or LiTi2O4) is a transparent conductor with a very high carrier

density (on the order of 1022cm−3
) and as such can potentially support a higher transition tem-

perature than ITO [44]. Speci�cally, it is a transparent spinel compound [45]. �e �rst samples

measured to superconduct were not transparent thin �lms but sintered pellets that were report-

edly dark blue in color, with transition temperatures from 7 - 13.7 K, quite high for an oxide.[46]

In a deeper study, Johnston et al.[47] showed that non-stoichiometric samples with titanium de-

�ciencies had lower transition temperatures. �ey also found that, unlike ITO and IZO, LTO

cannot appropriately be described as a doped semiconductor, because lithium does not act as a

donor to the titanium oxide system. More precisely, the onset of metallic behavior in the system

does not come from impurity band conduction. Notably, stoichiometric LTO has a higher transi-

tion temperature than LTO with enhanced lithium quantities[47]. In general, LTO has a number

of properties that make it unusual, and perhaps fundamentally unlike the degenerately-doped

superconducting semiconductors discussed earlier[48].

More recent work on LTO thin �lms by Ohsawa et al.[49] shows that its unusual nature could

make it an especially promising transparent superconductor. Its bandgap of 3.3 eV, while smaller

than that of ITO, is still large enough to permit transparency. Looking back at equation 13, we

see that the plasma frequency may be lowered by either a low carrier concentration, as with ITO,

or by a high e�ective mass or core permi�ivity. LTO has both a high e�ective mass and a high

core permi�ivity, so it can support this high carrier density while keeping the plasma frequency

out of the visible spectrum. However, thin �lms of LTO still have a distinctive blue tinge, as

they do absorb more on the red side of the spectrum than materials like ITO [44]. �eir 120-nm-

thick epitaxially grown samples exhibited a transition temperature of 11.5 K and upwards of 60%

transmi�ance for the visible spectrum, making it comparable in transparency to Mori’s annealed

ITO.
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1.3.7 Lithium-De�cient Lithium Niobate (Li1-xNbO2)

Lithium-de�cient lithium niobium oxides function as p-type doped transparent conductors. �ey

allow about 70% transmi�ance up to at least 1100 nm and exhibit superconductivity below 4.2K.[50]

�e fabrication process requires several steps to ensure only lithium-de�cient phases of the oxide

are present (through a process called “deintercalation”), as the hole-doped oxide exhibits be�er

optical transparency as well as superconductivity. Like LTO, it is typically grown on a spinel

substrate.

�e material also has a very high e�ective carrier mass, which as with LTO keeps the plasma

frequency above the visible range even with carrier concentrations around 1022cm−3
. Interband

optical absorption is also suppressed by isolation of the niobium 4dz2 band. �is material seems

di�cult to fabricate but otherwise has relatively favorable properties.

1.4 Material Properties of ITO

For our studies, we focus on ITO, since it is the most readily available, widely studied, and easily

tunable of the candidate transparent superconductors. Moreover, there are many potential su-

perconducting materials with similar physics as ITO, such as other derivatives of indium oxide

or possibly zinc oxide, so our results with ITO may be useful guides for those as well.

ITO is a fairly complexmaterial whose electrical and optical properties are strongly dependent

on the �lm thickness, preparation technique, and growth conditions.[51] ITO has a cubic bixbyite

crystal structurewith 48 crystallographically equivalent sites for oxygen, leaving 16 vacancies per

unit cell.[7]�is makes for a �exible and sensitive crystalline structure, the composition of which

might be altered post-deposition by factors such as oxygen de�ciency or ion intercalation [52, 7].

However, the initial deposited layers of ITO tend to have heavily disordered microstructures,

resulting in inhomogeneous distribution of free carriers and a strong vertical grading of the �lm

properties [52].

ITO has been deposited on crystalline silicon, polyester, and various glass substrates, and each

substrate can result in slightly di�erent properties, particularly in the superconducting form [6].

ITO can also be epitaxially grown into very thin �lms on y�rium-stabilized zirconium, which

matches the crystal structure [53, 54].
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�is leaves us with a huge parameter space for engineering the material properties of ITO.

Depending on how it is deposited, annealed, or post-treated, we can achieve a wide range of

electrical and optical properties. �e simplest method of tuning carrier concentration, and the

one we will focus on here, is electrochemical reduction.
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2 Methods

In this section we describe the methods used to generate and characterize reduced ITO sam-

ples. �is includes a brief description of di�erent electrochemical techniques that were consid-

ered as well as descriptions of key methods in material analysis: scanning transmission electron

microscopy with energy-dispersive x-ray spectroscopy (STEM-EDS), x-ray photoelectron spec-

troscopy (XPS), and ellipsometry.

2.1 Electrochemical Reduction

Electrochemical reduction is a convenient way to change carrier concentration of a material.

Reduction can be carried out with safe, easy-to-handle materials such as saltwater, and at low

currents and voltages with any su�ciently stable source and measurement set-up. �e exper-

iment can be carried out in almost any lab space. However, care must be taken to ensure the

electrochemical cell is stable and repeatable enough to perform many reproducible experiments.

�e basic idea of electrochemical cells is simple: apply a current between two electrodes sub-

mersed in an ionic solution, thus inducing a current carried by the ions inside the cell. When the

ions reach the surface of the electrodes, reactions can occur. However, the microscopic reality of

an electrochemcial cell is more complicated, and in some ways the dynamics are more analogous

to those of a doped semiconductor junction than to lumped electronics.

We will discuss the most signi�cant aspects of electrochemical cell dynamics and how they

apply to design of our reduction cell.

2.1.1 Naming Conventions in Electrochemistry

Note that in electrochemistry, an “anodic current” consists of positive charges �owing from an

electrode into the solution. �e electrode where this occurs is called the “anode.” Similarly, a

“cathodic current” is negative charges �owing from the electrode into the solution. �us negative

ions are a�racted to the anode, and positive ions to the cathode. �e sign of the cathodic current

is the same as that of electrical current. In an electrolytic cell where we drive the reaction by

applying a current, the anode has a positive potential and the cathode has a negative potential.

In other words, the applied current �ows from the anode to the cathode.
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Instead of referring to the anode and the cathode, wemay also speak in terms of the “working”

and the “counter” electrodes. �e working electrode is where the electrochemical reaction of

interest occurs. �e counter electrode should essentially just pass current with minimal reaction

with the solution.

For ITO reductions, we will apply current from the electrochemically neutral platinum elec-

trode to the ITO electrode. Positively charged sodium ions enter the ITO. �us, the platinum

electrode can be thought of as both the “counter” electrode and the anode, while the ITO is the

“working” electrode and the cathode.

2.1.2 Two Electrode Cell

A two electrode cell [55] is the simplest electrochemical cell design, consisting of a working

electrode and a counter electrode. We control the amount of current passing through the cell,

which, if the reaction is not otherwise limited, controls the di�erence of the electrode potential

from equilibrium and therefore the rate of the reaction. Ideally, both electrodes should have a

large enough surface area to not restrict the rate. A basic schematic is shown in Figure 2.

Figure 2: A diagram showing the basic concept of our electrochemical cell with two

electrodes. Current is driven from the positively charged (anodic) counter electrode

made of platinum to the negatively charged (cathodic) working electrode made of

ITO. As a result, the positively charged ions in the solution are a�racted to the ITO,

while negatively charged ions are a�racted to the platinum.
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Figure 3: A simpli�ed diagram of a double layer. �e double layer forms at the inter-

face between a solid and a solution. One species of ion is preferentially a�racted to

the surface, and the other species is then a�racted to the �rst layer

However, even in the ideal case, this setup is insu�cient to fully determine the potential

di�erence of the electrode from its equilibrium value. Potential does not uniformly drop across

the distance between the working electrode and the counter electrode due to the formation of a

“double layer” at the interface between a solid and a solution. As shown in Figure 3, one species

of ion will be more a�racted to the surface of the electrode, resulting in charge buildup.

In the solution near the surface, ions of opposite charge will be more a�racted to this region,

while ions of the same charge are repulsed. �is results in a second “di�use layer” with a higher

concentration of the opposite charge ions. Overall, the double layer is charge neutral, but inside

it there is a separation of charge into two layers. �ough an imperfect analogy, the double layer

is electrostatically similar in some ways to a depletion region in a semiconductor PN junction. To

further the analogy, the bulk solution can be compared to a quasi-neutral region, where charges

are not separated.

As in semiconductor junctions, the steepest potential drop typically occurs in the double lay-

ers. However, unlike semiconductor junctions, charges in the bulk solution are fairly mobile, so

appreciable current and voltage do drop in the bulk as well. A rough approximation of a potential

diagram for a two-electrode cell is shown in Figure 4.

Some species of ion may adsorb even onto an electrically neutral electrode, but cations like

sodium typically do not. �erefore, the double layer at the ITO electrode will e�ectively be set
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Figure 4: Schematic showing where potential drops in an electrochemical cell. Most

drops in the double layers at each electrode, but there is appreciable potential drop in

the bulk solution as well due to the �nite resistance.

by the charge we apply to it.

�e potential dropped in the double layer is called the “surface overpotential,” and is our most

direct indication the rate of reaction at the electrode. Although it is partially speci�ed by the

applied current and by the current drop between the working and counter electrodes, it cannot

be fully measured or controlled in a two electrode cell.

As we can see from Figure 4, the total potential di�erence between the working electrode and

counter electrode is the sum of the potential drop in each double layer as well as the potential

drop in the bulk due to current times the solution resistance. However, we really want to know

the surface overpotential dropped in just the working electrode double layer. To measure the

surface overpotential, we will need a di�erent cell architecture.

2.1.3 �ree Electrode Cell

�eprimary complicating factors for measuring surface overpotential in the two electrode cell are

the unknown potentials at the surface of the counter electrode and dropped across the electrolyte

solution. If we add a reference electrode through which negligible current passes, we can instead

measure the potential di�erence between it and the working electrode, assuming the reference

electrode is approximately at equilibrium with the solution. Ideally we would make a reference

electrode out of a material that will not interact with our solution, and which is protected from

stray currents. Lacking that, we can instead use another piece of our working electrode mate-
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rial. Since we will not be using the surface overpotential to perform quantitative electrochemical

measurements but rather as an indicator variable, this approximationwill be su�ciently accurate.

Ourmetric for surface overpotential will then be the potential di�erence between the working

electrode ITO and a piece of ITO in equilibrium with the solution. A schematic for such a cell is

shown in Figure 5.

Figure 5: A diagram showing the basic concept of our electrochemical cell with three

electrodes. Current is driven from the positively charged (anodic) counter electrode

made of platinum to the negatively charged (cathodic) working electrode made of

ITO. An additional ITO electrode which is roughly in equilibrium with the solution

is used as a voltage reference. Approximately no current �ows between the reference

and other electrodes.

Current dynamics in the electrochemical cell can also have signi�cant impact on the reduced

material, so we developed an apparatus to hold the three electrodes at consistent distances and

orientations across many reductions. Machining details for this apparatus are given in Appendix

A. �e apparatus, resting on top of the beaker in which the electrochemical reactions occur, is

shown in Figure 6.

33



Figure 6: �e completed electrochemical cell apparatus. �e ITO sample holders to

the le� and right are symmetric, so the reference versus working roles are set by the

electrical wiring. �e platinum counter-electrode rests in the center.

2.1.4 Galvanostatic Reduction Process

Following Aliev et al.[7], we controlled the �ow of electrons with applied current and measured

the resulting induced voltage. In electrochemistry, this is referred to as a galvanostatic method

or controlled-current chronopotentiometry. We brie�y compared this method to a controlled-

voltage method, but found our cell was more di�cult to control in this fashion.

At small applied currents and short amounts of time, the reduced ITO quickly changes color,

enough that the researcher can watch in real time as the submerged �lm transitions from almost

perfectly clear, to translucent reddish brown, to ametallic, almost purple gray-brown shine. �ese

color changes were well-correlated with other electronic behaviors of the �lm and thus extremely

useful as an in situ diagnostic tool. �e �lms appeared nearly fully metallic a�er just �ve minutes

at 300 µA. For a �lm with about half a square centimeter exposed to electrolyte, 120 seconds at

300 µA results in a translucent brown �lmwith li�le metallic character, such as the sample shown

in Figure 7. �is corresponds to a reduction charge density of about 75 mC/cm
2
. Many of our

reductions targeted this intermediate reduction amount, as early signs hinted at and rigorous

experiments later con�rmed it tends to produce the highest transition temperatures.
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Figure 7: A photograph of ITO on glass, the lower half of which was exposed to about

75 mC/cm2
reduction charge density.

2.1.5 Methodology and Instrumentation

All reductions followed the same general process to ensure reproducibility of results. First, sample

pieces are cut into a suitable shape for the electrochemical cell. For ITO on silicon, we diced the

wafers into 2 cm x 1 cm pieces on a diesaw. For ITO on glass slides, we scored the backs of

the slides with a glass cu�er and cleaved them into pieces, aiming for roughly a 2:1 ratio. �e

pieces are then sonicated for �ve minutes in acetone and �ve minutes in IPA. Samples intended

for microelectronics pa�erning may additionally need to be plasma-cleaned to ensure removal

of all organics from the surface; however, work for this thesis involved su�ciently large feature

sizes that we found this step unnecessary. Clean samples are stored in nitrogen until reduction.

For current control, we used a Hewle�-Packard 6177C DC current source. It has an analog

dial, so we added a Keithley 6485 picoammeter in series to measure its output so we could set and

monitor the current with greater precision. �e positive current lead was a�ached to the plat-

inum counter electrode; the negative lead to the ITO working electrode. �e potential di�erence

between the working electrode and the ITO reference electrode was measured with a NIST digital

acquisition device model USB-6215. With the ITO pieces �xed in place in our electrochemical cell,

generally between a quarter to a half of the height of each piece was submerged in electrolyte.
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As a result each piece could undergo two unique reductions, one on each half.

�e length of time of the reduction is de�ned as the time that passes between turning on the

current source and turning it back o�. Especially a�er the current source is �rst turned on, the

electrochemical cell requires a few seconds to stabilize to and maintain a particular current value.

New electrolyte was obtained from a source jug of 1 M saltwater between each reduction to avoid

buildup of side products from the reduction in solution. �e pH of this solution was found to be

slightly acidic, around a pH of 5, but stable.

Once the reduction is complete, samples were immediately rinsed with deionized water and

dried in nitrogen. Sometimes samples were then annealed at 160 °C for one hour, as done by

Aliev et al. [7], but this was not found to much a�ect the resulting �lm. A�er this step, samples

were ready for whatever further analysis or processing might be required.

2.2 Material Characterization

In addition to the electrochemical processing, we also used a number of techniques for char-

acterizing the resulting materials. To perform this characterization, we reduced many di�erent

samples to di�erent reduction charge densities. Any given sample section was always reduced in

one step to a single reduction charge density, because we found it di�cult to get a uniform reduc-

tion upon multiple reductions of a single sample. If the sample was removed from the solution,

saltwater would drip and dry in nonuniform ways, and another full cleaning would have been

required to make the surface uniform again. �erefore, samples with a unique reduction amount

are simply referred to by either their reduction time or their reduction charge density; samples

that share a reduction amount with other samples are additionally speci�ed by le�ers following

the reduction quantity.

�is work was carried out on ITO parent material from several di�erent sources. Most of the

electronic and composition work was done on ITO on glass slides from Sigma Aldrich, which we

will refer to as ”ITO on glass”; most of the optical and structural work was done on ITO spu�ered

onto two silicon wafers by the Bulovic group at MIT, which we will refer to as ”ITO on silicon.”

Some preliminary testing with promising results was also done with ITO epitaxially grown on

y�rium-stabilized zirconium by the Mundy group at Harvard, but we did not examine it in a sys-

tematic way in this work. Note that despite our shorthand, it is not only the substrates that di�er
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but also the deposition process and therefore possibly the carrier concentration, transparency,

crystallinity, sheet resistance, and so on. �erefore our characterizations must all be understood

as changes induced by reduction relative to the particular parent material, not in absolute terms.

�e relevant material properties can be split into three essential categories: electronic prop-

erties, material structure and composition, and optical properties. In the following sections, we

will describe the methods used to explore each of these categories.

2.2.1 Electronic Properties

Perhaps the most fundamental task for developing a material for use in superconducting elec-

tronics is to establish its electronic properties, namely room-temperature resistance and transi-

tion temperature. Room-temperature resistance is related to other key properties, such as carrier

concentration, carriermobility, and, in superconductors, kinetic inductance. Meanwhile, the tran-

sition temperature of the material determines what operating temperatures might be suitable, as

typically superconducting devices work best well below the transition temperature.

Most resistivity measurements were carried out in a four-point probe con�guration, which

eliminates contact resistance and allows us to see truly zero resistance when the �lm is super-

conducting. Room-temperature measurements were performed with a pogo pin 4-point con�gu-

ration and a Keithley source-meter. �e transition temperature was determined by wirebonding

into a 4-point con�guration onto the sample and measuring resistivity as the sample was warmed

or cooled through its superconducting transition. Some measurements were performed in the

ICE-Oxford fridge, which can cool down to 1 K; others were performed in a 300 mK fridge. Most

samples exhibited superconducting transitions above 1 K.

2.2.2 Structure and Composition

To understand reduced ITO, we had to determine the structural changes to the �lms as well as

the doping mechanism. Structural changes were observed with SEM and STEM imaging of both

the �lm surfaces and �lm cross-sections. Compositional changes were determined through a

combination of energy-dispersive x-ray spectroscopy (STEM-EDS) and x-ray photoelectron spec-

troscopy (XPS). We will describe the fundamentals of these techniques here.

Energy-dispersive x-ray spectroscopy (STEM-EDS) is an e�ective tool for simultaneously
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measuring material composition as a function of depth while capturing a corresponding image of

the area [56]. It is also, notably, a non-destructive technique, so further analysis can be performed

on samples used with STEM-EDS, particularly other STEM techniques.

�e STEM electron beam can be used at a high enough energy to eject core-shell electrons as

it is scanned across the sample. Higher-energy outer-shell electrons will drop down to take the

place of the ejected electrons, resulting in X-ray emissions that can be traced back to a speci�c po-

sitions on the �lm. �e energies of the X-ray emissions are measured, and the associated electron

binding energies are computed by subtracting the X-ray emission energy from the electron beam

energy. Di�erent species of atoms are associated with di�erent binding energy spectra. �us the

position-dependent x-ray spectra can be interpreted as position-dependent compositional data.

�emajor limitation of STEM-EDS is that the high-energy electron beam penetrates deep into

a �lm, so for accurate measurements we must prepare a very thin (1̃00 nm thick) lamella from

our sample and a�ach it free-hanging from a mount. �e sample preparation process is therefore

very involved and cannot be performed on a large number of samples. Also, energy resolution

for STEM-EDS is rather poor, it is not a very quantitative measurement, and it is not very suitable

for detecting lightweight elements such as oxygen.

X-ray photoelectron spectroscopy (XPS) [57] operates on a similar principle as EDS, but uses

x-ray photons instead of a high-energy electron beam to eject electrons from the core shells of

atoms. �ese x-ray photons typically only penetrate a few nanometers into any given material,

so XPS is considered a surface analysis technique. Also, XPS can measure energy spectra with

extremely high resolution, and as a result can distinguish not only di�erent atomic species but

even di�erent chemical bonding states of a single atom.

XPS surface analysis can be performed relatively quickly on several samples with minimal

preparation, although obtaining quality, high-resolution spectra can still be time consuming. Ad-

ditionally, a depth-dependent composition pro�le can be obtained by spu�ering the �lm under

analysis with either inert gas ion beams such as argon or cluster ion beams such as buckyballs.

�is technique, called depth pro�ling, is a destructive analysis method, but only consumes a small

area of �lm, so other parts of the sample can be further analyzed.

Making use of both STEM-EDS and XPS will give us a great deal of information about the

composition and chemical bonding states of our �lms and allow us to correlate that compositional
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information with �lm morphology and depth.

2.2.3 Optical Properties

Finally, in order to evaluate reduced ITO as a transparent superconductor, we must be able to

quantify its optical properties. Our primary tool for this will be variable-angle spectral ellip-

sometry (VASE) [58], which leverages the way materials interact with polarized light in order to

simultaneously extract the thickness and optical constants of these materials. Here we will give

a brief derivation of this interaction.

In a variable-angle spectral ellipsometer, light at many di�erent wavelengths at a known

polarization shines onto the sample at a controllable angle θ. Any polarization of light can be

wri�en as a superposition of parallel and perpendicular polarizations, and typical materials will

re�ect parallel polarizations di�erently than perpendicular polarizations. �erefore we de�ne the

Fresnel re�ection coe�cients to help quantify this e�ect in equations 34, where the subscript p

denotes the parallel polarized component and s the perpendicular polarized component. In these

equations, Ere� is the amplitude of the re�ected light and Einc is the amplitude of the incident

light.

rp =
Ere�,p

Einc,p

rs =
Ere�,s

Einc,s

(34)

Now let us generalize to a system with some number of homogeneous, isotropic thin �lms

each with their own refractive indices and thicknesses between the air on top and the substrate

at the bo�om. According to Snell’s law, the Fresnel re�ection coe�cients of the jth layer can be

rewri�en in terms of the incident angle θ and the complex refractive index ñ = n+ k, as shown

in equation 35.

rjp =
ñj cos θj−1 − ñj−1 cos θj
ñj cos θj−1 + ñj−1 cos θj

(35)

From the Fresnel re�ection coe�cients we can de�ne re�ection matrices Ij and the transfer

matrix Lj for the j
th
interface, given in equation 36:
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Ijp =

 1 rjp

rjp 1

 Ijs =

 1 rjs

rjs 1

 Lj =

eiδj 0

0 e−iδj

 (36)

where δj = 2π
λ
ñjdj cos θj is the phase added by traveling through the thickness dj of the layer.

�e total sca�ering matrices of the whole structure are de�ned in equation 37:

Sp =
(
ΠN
j=1IjpLj

)
I(N+1)p Ss =

(
ΠN
j=1IjsLj

)
I(N+1)s (37)

where N is the total number of layers in the structure. �e e�ective re�ection coe�cients

can be expressed in terms of these sca�ering matrices, as in equation 38.

Rp =
S21,p

S11,p

Rs =
S21,s

S11,s

(38)

Crucially, the complex ratio of these re�ection coe�cients can be directly measured, allowing

us to �nally relate the refractive indices and thicknesses of the layers to an observable quantity.

�is ratio is usually reported in terms of real quantities Ψ and ∆, which are related to the re�ec-

tion coe�cients in equation 39.

ρ =
Rp

Rs

= tan Ψei∆ (39)

However, the relationship between Ψ, ∆, the refractive indices, and thicknesses of the layers

is not trivial. �ere may even be multiple solutions for refractive index and thickness combi-

nations that can yield the same Ψ and ∆. We address this problem �rst by collecting a lot of

data, at many di�erent wavelengths and angles, to decrease the number of reasonable solutions.

Secondly, we model the optical constants as physically-justi�ed functions of photon energy with

material-di�erent ��ing parameters, rather than trying to backcompute the optical constants at

each wavelength independently.

�e simplest of these functions are called dispersion laws, and they are suitable for the homo-
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geneous, isotropic thin �lms assumed earlier in our derivation. Issues like surface roughness can

be addressed with more advanced analysis techniques such as the e�ective medium approxima-

tion. By choosing appropriate models for the reduced ITO system, we will be able to accurately

extract its optical constants and thickness from ellipsometric measurements.

To perform the ellipsometric measurements, we used a variable-angle spectral ellipsometer

(VASE) from Semilab, the Semilab SE-2000 spectroscopic ellipsometer. Inclusion of many wave-

lengths and several angles provides more data, allowing for an improved �t. For all samples, we

took measurements at 60°, 65°, and 70° or 65°, 70°, and 75° at over 1000 wavelengths between

240 nm− 1700 nm. Data from all angles and wavelengths for a given sample were �t simultane-

ously.
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3 Structure, Composition, and Electronic Properties of Re-

duced ITO

Simply put, we hope that electrochemical reduction of ITO will increase carrier concentration

of the �lm while preserving the properties that make ITO suitable for electronics, such as high

conductivity and transparency. In order to make high-carrier-concentration, high quality �lms

of reduced ITO, it will be critical to understand the way reduction a�ects the structure and com-

position alongside the electronic properties of ITO �lms. Over the course of our experiments, we

observed surprisingly rich and strange behaviors, with signi�cant implications for the perfor-

mance of reduced ITO electronics and future directions for its research. In the following section,

we will con�rm that our process generates superconducting ITO �lms and discuss the physical

and chemical e�ects of reduction on ITO �lms.

3.1 Electronic Properties of Reduced ITO

Before we can study reduced ITO as a transparent superconductor we must �rst con�rm that it

indeed superconducts. Previous work indicates that ITO can have a transition temperature as

high as 5 K [7], but typically the transition temperature is lower [32, 6, 34]. In addition to con-

�rming superconductivity, we should also con�rm the dome-shaped dependence of transition

temperature on carrier concentration and determine the maximum possible transition tempera-

ture. For our experiments, we will use reduction charge density as a proxy variable for carrier

concentration.

First we explore how the room-temperature sheet resistance changes with reduction time, as

this can help us understand how carrier concentration and mobility might be changing. Also,

room-temperature sheet resistance is an important predictor of superconducting kinetic induc-

tance, a key property for electronic design. We took �ve pieces of ITO on glass and ITO on silicon

and reduced each half for 60 s, 90 s, 120 s, 150 s, or 180 s. Because of the design of the electrochem-

ical cell, the ITO on silicon samples all had about 0.5 cm x 1 cm exposed to reduction current.

However, the ITO on glass samples varied somewhat in shape, so di�erent areas were exposed to

reduction current. �erefore we report our results in terms of reduction charge density for easier
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comparsion.

Notably, we observed di�erent e�ects of reduction on sheet resistance depending on our start-

ing material. For ITO on silicon, sheet resistance universally decreased with reduction, as shown

in Table 1. However, the �nal sheet resistance is basically independent of reduction charge den-

sity or original resistance. For ITO on glass, sheet resistance increased with reduction charge

density, as shown in Table 2. It is unclear why the two types of �lms perform di�erently.

Reduction Charge

Density [mC/cm
2
]

Original Rs[Ω] New Rs[Ω] Percent Change in Rs[Ω]

36 (a) 50 43 -13%

36 (b) 50 44 -12%

54 (a) 58 40 -30%

54 (b) 58 38 -34%

72 (a) 42 38 -8%

72 (b) 42 40 -4%

90 (a) 47 39 -17%

90 (b) 47 46 -1%

108 (a) 46 41 -11%

108 (b) 46 41 -11%

Table 1: Sheet resistances before and a�er reduction for ITO spu�ered onto silicon.

Final resistance is basically independent of reduction charge density.

Reduction Charge

Density [mC/cm
2
]

Original Rs[Ω] New Rs[Ω] Percent Change in Rs[Ω]

16 11 12 9%

19 11 12 9%

30 9 13 48%

41 9 14 54%

54 12 17 38%

55 12 17 40%

63 11 15 41%

80 11 19 77%

91 12 91 317%

130 12 32 162%

Table 2: Sheet resistance before and a�er reduction for ITO on glass from Sigma

Aldrich. Increasing reduction charge density correlates with an increase in sheet re-

sistance.
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�e decreases in resistance seen in ITO on silicon is likely due to the increased carrier concen-

tration. �emobility for the original �lmwas probably not optimized, so any decrease in mobility

from la�ice defects or strain from the doping process are more than made up for by the increase

in carriers. Meanwhile the increase in resistance seen in ITO on glass is actually in line with re-

ports from others who reduced commercially-obtained ITO [7]. Given the very low starting sheet

resistance values of the ITO on glass, it is possible that the ITO on glass deposition process was

optimized to minimize the sheet resistance. �e mobility of the parent �lm was probably very

high, and could be signi�cantly decreased by doping, leading to a net increase in sheet resistance

despite the added carriers. Note that for the most part the �nal sheet resistance for ITO on glass

is still lower than that for ITO on silicon. In any case, the indications of electronic changes are

promising, but for our purposes the most important electronic property is superconductivity. We

measured the transition temperature for a number of samples, both on silicon and on glass.

At �rst, working with the ITO on silicon, we found it di�cult to achieve reproducible tran-

sition temperatures. �is is primarily because reduction charge density, although convenient

and easy to measure, is not a fully explanatory independent variable. During our initial transi-

tion temperature measurements, for instance, we used ITO from a di�erent wafer than for the

resistance measurements cited earlier. �e original sheet resistance of samples from that wafer

varied from 210Ω − 380Ω – very high and also highly variable, compared to the later wafer

with variations from 42Ω − 58Ω. �e two wafers may have had di�erent initial carrier con-

centrations, meaning that the same reduction charge density would lead to di�erent �nal carrier

concentrations.

Additionally, when we were developing the electrochemical apparatus, we noticed that di�er-

ent loads from the readout electronics led to di�erent rates of color change, and likely change in

electronic properties too. When we used a Keithley source-meter for current control and voltage

readout, we saw di�erent results than with an oscilloscope for readout, or than with our �nal

con�guration using a NIST DAQ for readout. Comparing the voltages, these di�erent con�gu-

rations also caused di�erent levels of surface overpotential. So the total reduction power may

have some impact on the actual reduction charge inserted into the �lm as well, or perhaps non-

ideal voltage measurement devices siphon di�erent amounts of leakage current away from the

electrochemical cell.
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However, by se�ling on a speci�c con�guration and using less variable intial ITO, we were

able to solve the reproducibility issues, and reduction charge density again became a simple and

predictive variable. We measured the transition temperatures of several ITO on glass samples,

as well as a control sample that had not been reduced. �e superconducting transitions, shown

in Figure 8, were fairly narrow for such an unusual material, and we were able to reproduce the

dome-shaped dependence of transition temperature on reduction amount. �e highest transition

temperature we achieved was 4.1 K in a �lm reduced to 59 mC/cm2
. Transition temperatures up

to 3.6 K were observed in ITO on silicon, but this was on the high-resistance wafer and before the

electrochemical readout was �nalized, so reduction charge density is not a suitable comparison.

(a) (b)

Figure 8: (Le�) Superconducting transitions for ITO on glass �lms reduced to vary-

ing charge densities and (right) the dependence of transition temperature on total

reduction charge density. �e transition shape is reasonably sharp, and we observe a

dome-shaped dependence of transition temperature on reduction charge density.

In all, the electronic data we collected indicates promise for ITO as a transparent supercon-

ductor. �e transition temperatures achieved are high enough for operation of electronics in

standard cryogenic set-ups and are reproducible once factors like initial carrier concentration are

controlled for.

3.2 Surface Morphology: Nanoparticle Formation

Invariably in our experiments, we found that electrochemical reduction was accompanied by for-

mation of nanoparticles on the surface of the �lm. �ese nanoparticles are generally ellipsoidal,
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seemingly randomly distributed, and sharply localized to regions of the �lm that were directly

exposed to a reducing current. A typical example of a reduced ITO surface is shown in Figure 9.

Figure 9: SEM of nanoparticles on a microwire of reduced ITO on silicon. �e sur-

rounding ITO was masked with S1813 during reduction and not directly exposed

to current; the wire was designed to be 2 microm wide and measures 1.9 microm
wide. �e nanoparticles are generally ellipsoidal, seemingly randomly distributed,

and sharply localized to the exposed parts of the �lm. Reduction was performed with

95 µA of current for 50 s over an exposed area of 6.6×10-2cm
2
, totaling about 72

mC/cm
2
.

�e particles come in roughly two size regimes, having either a diameter of about 100 nm

or greater or a diameter of about 10 nm or less, with few particles of intermediate sizes. Cross-

sectional SEM indicates that these nanoparticles form on top of the original surface of the ITO

as shown in Figure 10, and later we will show this result is corroborated by S/TEM with EDS

and ellipsometric data as well. Also note that the smallest nanoparticles are primarily observed

closest to the original surface of the ITO, while the larger nanoparticles are piled on top of this

new �ne nanoparticle surface and each other.

Several other authors have also observed surface nanostructures a�er reduction of ITO under

a wide range of conditions, including reduction by hydrogen plasma [59] or forming gas [60], and

electrochemical reduction in acetonitrile with sodium iodide [61] or in electrolytes of varying pH
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Figure 10: SEMCross-section of nanoparticles on a thin �lm of reduced ITO on silicon.

Observe the di�erent strata along the cleaved edge: the smooth, light gray layer of the

original ITO �lm transitions into a layer of very small nanoparticles, and the larger

nanoparticles that are so striking from a top-down view rest on top of that layer.

with di�erent salts of potassium [62]. Across these papers, we observe that the exact morphol-

ogy of the nanoparticles is highly dependent on both reduction conditions and the properties of

the underlying ITO. Fan et al. found that nanoparticle growth is slower and more uniform on

polycrystalline ITO compared to amorphous ITO [59]. �ey also proposed an explanation for

the formation dynamics of the nanoparticles. �ey suggest that reduction of the oxide releases

metallic ions from the surface of the �lm, which then nucleate and grow according to a Volmer-

Weber mode of �lm growth, where the metallic ions are more a�racted to themselves than the

surface and therefore form islands instead of a uniform �lm [63].

Similarly, our samples exhibit di�erent nanoparticle morphologies depending on primarily

the initial material properties and total reduction charge. For instance, Figure 11 shows cross-

sectional SEMs of two samples. �e sample on the le�was reduced less, for 150 s to a total of about

90 mC/cm
2
, while the sample on the right was reduced for 180 s to about 108 mC/cm

2
. �e less-

reduced sample exhibits smaller, more uniform nanoparticles. In the more-reduced sample, we

still see a uniform distribution of these smaller nanoparticles, but now with larger nanoparticles

piled on top. Seemingly, the diameter of the largest nanoparticle increaseswith reduction amount,

but smaller nanoparticles are not totally consumed during their formation.
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Figure 11: Cross-sectional SEM of ITO on silicon samples reduced by di�erent

amounts. (Le�) Sample reduced to 90 mC/cm
2
, with small nanoparticles of uniform

size. (Right) Sample reduced to 108 mC/cm
2
, with sparse formation of larger nanopar-

ticles on top of particles similarly sized as the other sample. Brightness/contrast ad-

justed in GIMP so all levels were similar.

We took additional top-down SEMs of samples reduced for 60 s, 120 s, 150 s, and 180 s for

further comparison, corresponding to reduction charge densities of 36 mC/cm2
, 72 mC/cm2

,

90 mC/cm2
, and 108 mC/cm2

. �ese images are shown in Figure 12. �e least-reduced sam-

ple exhibits a markedly di�erent morphology than the others, with only a very sparse layer of

nanoparticles. However, by a reduction charge density of 72 mC/cm2
, the nanoparticle layer has

already become dense and uniform. Despite the striking di�erences between the cross-sections

of the more-reduced �lms, they are nearly indistinguishable from the top-down point of view.

�e layer reduced to 72 mC/cm2
seems to be thinner or sparser, allowing us to see more of

the smaller, lower-level particles in between the upper nanoparticle layer. Otherwise there are

no obvious visual distinctions. �e cross-section is a be�er tool for studying the evolution of

nanoparticle morphology.

We also explored how higher-temperature annealing could a�ect the nanoparticle layer. We

chose 250 °C because it is reasonably well above the melting point of indium and tin and annealed

in air a sample which had been reduced for 120 s for about half an hour. A�erward, transparency

was almost fully restored and, as seen in the SEM in Figure 13, the nanoparticles were still present

but some showed odd ri�s across their surfaces, perhaps indicating combination of nanoparticles

at this temperature. In any case, the restoration of transparency without very signi�cant struc-

tural changes are strongly indicative that the optical properties are more related to compositional
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Figure 12: Top-down SEM of ITO on silicon samples reduced by di�erent amounts.

Le� to right: 60 s, 120 s, 150 s, 180 s. Although a marked di�erence was discernible

in the cross-sectional images for samples at 150 s and 180 s, they look similar from

the top view. However, the sample reduced for 60 s exhibits a much sparser �lm

than more-reduced samples. Brightness/contrast adjusted in GIMP so all levels were

similar.

changes rather than the nanoparticle structure.

�e thickness of the nanoparticle layer is signi�cant compared to the thickness of the original

�lm. In the above SEM images, we consistently observe a uniform coating of nanoparticles about

100 nm in diameter, on top of a �lm that was originally about 130 nm thick. It stands to reason,

then, that the properties of the nanoparticles will contribute signi�cantly to the properties of

reduced ITO �lms, so we must study them carefully.

3.3 Doping Mechanism

Previous sources have proposed sodium intercalation as the primary doping mechanism for ITO

reduced in sodium salts, and supported these claims with XRD [7] and XPS [61] measurements.

However, other authors who observed electrochromism in ITO debated whether ion inter-

calation occurs in ITO at all [64]. Additionally, the changes Aliev eta al. observed in the XRD

pa�erns are similar to those a�ributed to presence of metallic indium elsewhere in the literature
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Figure 13: SEM of nanoparticles on a sample reduced for 120 s and then annealed in

air at 250 °C for 30 minutes. �e cracks through some of the centers may be evidence

of nanoparticle combination.

[62]. A�er all, XRD pa�erns measure structural changes, not compositional ones. �ese pat-

terns are the only direct evidence of sodium ion intercalation in the work of Aliev et al., whose

reduction methods are most similar to ours and whose �lms are con�rmed to superconduct.

�e XPS data from the work of Bouden et al. seems to be a more straightforward indicator

of sodium presence in the �lm, but it is worth noting that they cite reduction charge densities

tens to hundreds of times greater than ours, reporting no results at less than 400 mC/cm
2
, and

considerably larger nanoparticles. It is quite possible that di�erent behaviors arise at these levels

of reduction. Transition temperatures are not reported for their highly reduced �lms, so it is

unknown whether they even superconduct.

Furthermore, the increase in �lm thickness, observed both in our results and by Bouden et

al., has also been reported in �lms reduced in forming gas, which certainly experience oxygen

removal and not ion implantation [65]. �ough models show that ion intercalation can, naturally,

increase the la�ice constant, so too can removal of oxygen. �e presence of excess oxygen nat-

urally found in ITO compensates for repulsion between e�ectively positively charged tin ions;
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a�er its removal, the tin ions push the la�ice apart a li�le more.[66] Interestingly, both ion in-

tercalation and additional oxygen defects are proposed to target 16c la�ice sites. In other words,

oxygen defects could inhibit ion intercalation until a�er the excess oxygen is removed.

On the other hand, Liu et al. propose oxygen vacancies as the primary doping mechanism for

their electrochemically reduced ITO [62]. �is claim is supported by high-resolution XPS peaks

showing shi�s in the ratios of metallic to oxidized indium and tin at di�erent reduction levels.

Additionally, low-oxygen ITO has previously been shown to superconduct [6].

To con�rm whether our reduced ITO �lms have had oxygen removed, we compared results

from STEM-EDS data and XPS surface spectra and depth pro�les for several �lms at di�erent

levels of reduction.

3.3.1 STEM-EDS Data

Let us �rst consider the STEM-EDS data. STEM-EDS was performed on a lamella about 100

nm thick prepared from a sample of ITO on silicon which had been reduced for 120 s. Given the

reduction area, this corresponds to a reduction charge density of about 75 mC/cm2
. Ellipsometric

modeling, which we will discuss in further detail later, indicated a nanoparticle �lm thickness of

about 30 nm. �is sample was con�rmed to superconduct with a transition temperature of about

3.1 K.

As shown in Figure 14, we can directly compare a cross-sectional image created by transmit-

ted electrons sca�ered by the material into the high-angle annular dark �eld (HAADF) with the

depth-dependent intensity of x-ray counts associated with di�erent atomic �ngerprints. �e �lm

is oriented sideways, with the deepest part at the furthest le�. We notice there are four distinct

regions over the depth, from le� to right: the silicon wafer, the primary mass of indium tin oxide,

a muddled nanostructured layer with some clear indium and tin content into which the gold and

platinum cap has permeated, and the gold and platinum cap. �e wafer and the cap are not of

much interest, but we can analyze the two ITO layers in more detail.

First, let us consider the primary ITO layer. Deep within this layer, near the silicon wafer, it

appears quite uniform. Di�erent orientations of stripey interference pa�erns indicate a typical

polycrystalline �lm. However, about halfway to the �lm surface, strange voids begin to appear

at random. Some of these voids are �lled with a �ne texture of nanospheres.
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Figure 14: A thin cross-section of ITO reduced for 120 s to about 75 mC/cm2
imaged

with STEM and EDS. �e top STEM image shows high-angle annular dark �eld elec-

trons (HAADF), so brighter regions indicate more electron interaction: that is, denser

or more metallic regions. Note di�erent densities and orientations of stripes within

the middle ITO section, indicating a polycrystalline �lm. �is region also exhibits

odd nanotextured voids, perhaps where ITO was removed by reduction to reform as

nanoparticles. �e bo�om plot shows EDS intensity counts corresponding to this

area. �e silicon wafer ends sharply about 50 nm into the image, followed by ITO,

the density of which apparently decreases towards its surface. A�er about 150 nm the

gold and platinum cap is mixed with the ITO, perhaps falling between the nanopar-

ticles. 200 nm in the indium and tin fall o� completely; the nanoparticle layer ends.

Sodium signal does not rise about noise levels anywhere in the �lm.
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Beyond these voids, the nice, uniform �lm more or less breaks down entirely. �is layer is

di�cult to interpret as a large amount of gold and platinum have permeated it. Indium, tin, and

oxygen content all decrease. �e oxygen counts roughly track the tin counts, decreasing perhaps

slightly faster, but fall below noise levels midway through this layer. Oxygen is a fairly light

atom, and EDS does not detect it as e�ciently as heavier metals, so we cannot say whether the

drop-o� is from general �lm density decrease or a genuine decrease in oxygen relative to indium

and tin from this data alone.

One of the oddest features of this layer is that a bright dense stripe, presenting as many

counts from gold and platinum as from indium and tin, seems to lie below a less dense layer

with a nanosphere texture similar to that seen in the voids below. In some places, this void even

connects with the lower-layer voids. �e voids in this layer are somewhat uneven in shape, but

they are consistently present across the �lm surface. Notably, the distance from the dense stripe

to the top of the low-density void is about 25 nm, which, given uncertainty about composition on

top of the void, is very close to the 30 nm nanoparticle layer determined by ellipsometry. Probably

this strange layer is a cross-sectional TEM view of the nanoparticles previously observed on the

surface of the �lm with SEM. �e low-density interiors then provide a potential explanation for

how such large nanoparticles can form on top of such a thin �lm.

Also, EDS did not indicate that sodium content of the �lm rose above the general noise level at

any point. For sodium at atomic concentrations of less than a couple percent this is possible, but

we were unable to detect sodium with EELS either. Since STEM-EDS cannot accurately resolve

oxygen content and did not detect any sodium, it cannot resolve the question of doping mecha-

nism on its own. However, the STEM data is su�cient to cast doubt on sodium ion intercalation

as the doping mechanism.

3.3.2 XPS Data

We also performed XPS with depth pro�ling on di�erent samples in order to be�er answer the

question of oxygen vacancy doping. XPS performs be�er with lighter materials like oxygen than

EDS, and moreover has su�cient energy resolution to distinguish between oxidation states of

metals. �is means we can both quantify oxygen percent concentration throughout the depth of

our �lm, and also detect the presence of more metallic states of indium and tin.
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We �rst measured low-resolution broad energy spectra of the surfaces of several samples,

which is a fast, non-destructive measurement. As expected, we generally observed peaks from

indium, tin, and oxygen, as well as a carbon peak due to typical carbon contamination. In Figure

15, we show an example of these spectra for three samples of ITO on glass: one as-received, one

reduced to about 100 mC/cm2
, and one reduced to about 1000 mC/cm2

. Although these three

spectra have a lot in common, close inspection reveals some notable distinctions.

First, the amplitude of the tin doublet peaks appears to be suppressed as reduction increases,

suggesting disproportionately low tin content at the nanoparticle surface. Second, the peak on the

far le� increases in amplitude and changes shape. In the non-reduced ITO,we can simply a�ribute

this peak to contributions from indium Auger processes. However, this Auger peak signi�cantly

overlaps with the location of the sodium 1s peak. �e shape change could be indicative of some

sodium presence, as others have observed [61]. Unfortunately, due to the indium overlap, it is

nearly impossible to quantify.

We also performed two high-resolution depth pro�les focused on just the indium, tin, and

oxygen peaks, plus the carbon peak for reference, for a non-reduced sample and a sample reduced

for 180 s. High-resolution energy spectra were taken in between spu�ering the sample for one

minute with an argon ion beam. �e non-reduced sample was spu�ered for a total of 26 minutes

and the reduced sample for 30 minutes. Alternating Zalar rotation was used to ensure an even

and uniform spu�er. In Figure 16 we can see how the percent composition of the each sample

changed over the depth, for which spu�ering time is a proxy variable.

�e �rst point in each depth pro�le shows lower concentrations of indium and oxygen due to

carbon contamination. A�er just a minute of spu�ering, though, the carbon is essentially gone

and we can see the true composition of the �lm. For the non-reduced sample, the composition

is basically constant throughout the entire depth. In fact, this sample is nearly stoichiometric

indium oxide with a small concentration of tin, as expected.

However, the reduced sample shows a more interesting pro�le. Near the surface, indium

concentration is higher than in the non-reduced sample while tin and oxygen concentrations

are lower. A�er a li�le bit of spu�ering, tin concentration brie�y increases to slightly above

its value for the non-reduced sample, then gradually recovers to the expected concentration.

Meanwhile, oxygen and indium steadily and linearly move back to approximately stoichiometric
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Figure 15: Low-resolution broad energy XPS spectra for three di�erent samples of

ITO on glass: one as-received, one reduced to about 100 mC/cm2
, and one reduced

to about 1000 mC/cm2
. Units are arbitrary, but scaling is the same for all three. All

three spectra are similar, but there is a notable reduction in tin doublet peak intensity

(around 500 eV, highlighted in green) as reduction time increases. Additionally, the

far le� peak (around 1100 eV, highlighted in blue) is a very broad indium Auger peak

which overlaps signi�cantly with the location of the sodium 1s peak. As reduction

increases, the peak shape does change, perhaps indicating an increasing sodium peak.

values, matching the non-reduced �lm a�er about 30 minutes of spu�ering. Clearly, reduction of

ITO does remove oxygen, and it does so from the surface downward.

We can also inspect in more detail the speci�c peak shapes at each point in the depth pro�le

to understand, for instance, whether the indium near the surface is still partially oxidized or if

it may be fully metallic. Figure 17 shows these high-resolution peak shapes for indium, tin, and

oxygen of the reduced ITO sample. Peaks near the top are those measured at the surface of the

�lm; near the bo�om, deep in the bulk.

Notably, peaks associated with all three species broaden near the surface, where oxygen de-

�ciency was observed. �e indium and tin peaks broaden toward lower energy levels, associated

with more metallic chemical states. Tin, in particular, clearly exhibits secondary peaks a couple of

eV below the fully oxidized doublet at 485/496 eV. On the other hand, the oxygen peak broadens

toward higher energy levels, also associated with bonding metals in more metallic states. All of
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(a) (b)

Figure 16: Atomic concentration by percent measured in depth pro�les for a non-

reduced sample (le�) and a sample reduced for 180 s (right). �e �rst point, before

any spu�ering, shows low concentrations due to carbon contamination. �e compo-

sition of the non-reduced sample is nearly constant over the depth, while the reduced

sample shows a steady decrease in oxygen concentration toward the surface.

these features are consistent with surface-level high-resolution XPS observations made by Liu et

al. [62] on ITO electrochemically reduced under various conditions.

An additional observation worth mention is that a�er the depth pro�le was complete, the

reduced �lm which was spu�ered back to near-stoichiometric ITO became almost fully transpar-

ent again, recovered from a ma�e-translucent reddish-brown. We also measured the transition

temperature of both the spu�ered and pristine �lm, and found superconductivity was severely

degraded by spu�ering. �e transition temperature of the spu�ered �lm was lower and the tran-

sition was much broader overall. In other words, mechanical removal of the oxygen-de�cient

layer reversed the color change and degraded superconductivity.

Electrochemical re-oxidation was reported by others [7] and recon�rmed by us to reverse

color change as well. Also, as we saw earlier, annealing in air at su�ciently high temperatures

can reverse the color change. Altogether, this strongly suggests that color change in ITO is mostly

con�ned to the �lm surface and is likely a�ributed to oxygen vacancy defects.
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(a) (b)

(c)

Figure 17: Evolution of peak shapes throughout the depth pro�le on the reduced sam-

ple. Toward the surface, the indium and tin peaks are broadened toward lower ener-

gies, indicating presence of more metallic compounds. However, the shape associated

with more stoichiometric compounds deep in the �lm is still present at the surface

as well, so the �lm is likely not fully metallized. �e oxygen peak correspondingly

broadens toward higher energies near the surface.

3.4 Implications to Film Structure of Reduced ITO

In summary, our structural and electronic analyses show that reduction causes the onset of su-

perconductivity alongside growth of a dense nanoparticle layer on the surface of ITO. �ese

nanoparticles exhibit di�erent size regimes, possibly formed at di�erent times during the re-

duction, and are fairly uniform up until a certain level of reduction charge density is reached.

�en the nanoparticle layer becomes inhomogeneous in depth, almost lumpy in appearance, with
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large nanoparticles randomly interspersed over the �lm surface. STEM imaging hints that these

nanoparticles could be nearly hollow, but further study would be needed to con�rm that.

Compositional analyses do not �nd conclusive evidence of sodium ion intercalation but are

strongly indicative of oxygen vacancy doping. �ere was always some oxygen present in the

depth pro�le, though, so the nanoparticles are likely still ITO rather than an indium-tin alloy.

Additionally, it appears that the oxygen vacancy level is depth-dependent, with most oxygen

removed close to the surface. Superconductivity is also apparently con�ned to the surface layers.

Altogether, these data strongly imply that electrochemical reduction of ITO results in growth

of an oxygen-de�cient layer of ITO nanoparticles, which are less transparent than the parent ma-

terial but also superconducting. Although the measured transition temperatures could be com-

patible with pa�erning of electronics, it is unclear what e�ect the peculiar morphology of the

nanoparticles may have on electronics.
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4 Optical Properties of Reduced ITO

As discussed in the introduction, the best material for transparent superconductor applications

is one which minimizes absorptance. �erefore a key question for the reduced nanoparticle �lm

is whether it still has the characteristic low absorptance of ITO, and in particular whether its ab-

sorptance is lower than that of a highly re�ective, highly absorptive superconductor like niobium.

In order to make this determination, we must measure the optical properties of our reduced ITO

�lm. We can measure the complex refractive index indirectly, though it will be necessary to �rst

decide on an optical model to extract the index.

4.1 Modeling Optical Constants of ITO

According to Jung [52], ITO has a vertically inhomogeneous structure which can be di�cult to

analyze well with a single layer model. Additionally, its optical properties are highly dependent

on factors like carrier concentration and crystallinity that may vary with deposition conditions.

Authors such as Lohner et al.[51] have developed techniques a�empting to account for this struc-

tural grading, but Jung’s simpler three-layer method seems to be the best to date at minimizing

mean squared error (MSE) between the model and the measured values of optical constants.

�e simple Cauchy dispersion equation can be a good way to get a reasonable initial estimate

of the optical properties of an ITO thin �lm, but ultimately the Drude-Lorentz oscillator model

is more precise [51]. Jung uses the Drude-Lorentz oscillator model and treats the �lm as having

three independent uniform layers: a highly disordered bo�om layer about 30 nm thick, an upper

layer comprising most of the remaining thickness, and a thin surface roughness layer at the very

top which is half void and half ITO. Lohner et al. found that including the surface roughness

layer makes the single biggest di�erence in the MSE.

We utilized a simpli�ed and slightly modi�ed version of this model based on a dispersion

law programmed into the Semilab VASE ellipsometer for ITO before reduction. First we tried a

single layer of ITO modeled by a Tauc-Lorentz dispersion law [67], which is commonly used for

amorphous semiconductors, added to a Drude oscillator law [68]. However, we ultimately found

a simple Drude-Lorentz oscillator law with two Lorentz oscillators to provide a be�er �t over a

broader range of wavelengths. Following Jung, we also added a thin surface roughness layer on
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top. We found that addition of an independent bo�om layer was not necessary. We were only

able to �t samples deposited on silicon, as the glass slides were too transparent and re�ective for

e�ective ellipsometry. We used the same ITO on silicon samples whose sheet resistances were

reported on in Chapter 3. �e post-reduction samples used for these measurements are shown in

Figure 18.

Figure 18: Photograph of the ITO on silicon samples used in ellipsometry measure-

ments. From le� to right, we see a non-reduced sample, then samples reduced for 60,

90, 120, 150 and 180 s. �ough the samples have already been subdivided for other

experiments by this photo, the upper and lower samples represent the “a” and “b”

reductions, and they were all originally the same size and shape.

For reduced ITO, based on our �ndings of the structure and composition, we assumed a lower

layer with optical properties unchanged by reduction with some new layer on top to represent

the nanoparticles. We considered di�erent models for the nanoparticle layer. Some authors have

suggested using two Lorentz oscillators to model metallic nanoparticle layers [69, 70]. Addition-

ally, if the nanoparticles really are still ITO, we should still expect them to have a band gap and

other ITO-like optical features, even if they might also now exhibit some plasmonic nanoparticle-

like features [15]. We opted to model these with the non-reduced ITO Drude-Lorentz oscillator

as the starting point, and allow its properties to vary.

�e total stack for reduced ITO consisted of an underlying layer of unchanged ITO, with �xed

optical constants but thickness as a ��ing parameter; and an upper layer of ITO with tunable

thickness and optical constants. Overall, this model has eleven independent parameters. Two of

these parameters are the thickness of the underlying ITO and the thickness of the nanoparticle

layer. Six of the remaining parameters are the location, width, and strength of the two Lorentz

oscillators; two are the location and width of the Drude oscillator; and the last is ε∞, the constant
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contribution to the dielectric constant from higher-frequency processes.

With this model, we achieved R2 > 0.997 for all the samples, although at low reduction

times o�en R2 > 0.999. Higher reduction times were generally harder to �t with any a�empted

models, but likely there comes a point where the nanoparticles are essentially an entirely di�erent

material than ITO. �e parameter values used to �t the layer thicknesses are shown in Table 3,

and the parameter values used to �t the nanoparticle optical constants are shown in Table 4.

Although we should take caution not to read too deeply into these ��ing parameters, some

general trends are quite clear, and strong enough to have emerged even when we explored dif-

ferent optical models.

Sample ID

Bulk

�ickness [nm]

Nanoparticle

�ickness [nm]

Non-reduced 136 - 138 -

60 s (a) 121 48

60 s (b) 120 50

90 s (a) 120 59

90 s (b) 121 69

120 s (a) 112 71

120 s (b) 120 62

150 s (a) 112 73

150 s (b) 119 77

180 s (a) 113 79

180 s (b) 117 91

Table 3: �icknesses resulting from ��ing the Drude-Lorentz model for the reduced

ITO bilayer.

�e clearest trend is the increase in nanoparticle layer thickness as reduction time increased.

Reassuringly, this growing thickness would seem to align with earlier results from cross-sectional

SEM, STEM, and AFM. Indeed, we used our ellipsometric model on an eleventh sample which we

had also performed SEM and AFM measurements on, shown in Figure 19. �e AFM probe saw

a total depth of 77 nm from the top of the nanoparticle layer to the deepest it could reach be-

tween them. Our ellipsometric model predicted the nanoparticle layer was 85 nm thick, relatively

close agreement. �e AFM could plausibly underestimate thickness, if it is unable to detect the

true bo�om of the �lm between the nanoparticles, while the ellipsometric model could plausibly

overestimate thickness, if it is including some of the voids observed with STEM as part of the
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Sample ID E1
0 [eV] f 1 Γ1

[eV] E2
0 [eV] f 2 Γ2

[eV] Ep [eV] EΓ [eV] ε∞

Non-reduced 3.75 0.16 0.62 4.30 0.44 0.24 1.10 0.23 3.50

60 s (a) 3.28 0.14 0.93 4.30 0.35 0.55 0.66 0.44 1.44

60 s (b) 3.24 0.27 1.36 4.22 0.22 0.32 0.84 0.43 1.47

90 s (a) 3.36 0.26 1.22 4.29 0.25 0.54 0.67 0.45 1.42

90 s (b) 3.14 0.30 1.42 4.19 0.18 0.43 0.74 0.44 1.53

120 s (a) 3.45 0.49 1.13 4.31 0.15 0.58 0.60 0.28 1.57

120 s (b) 3.40 0.40 1.34 4.37 0.27 0.67 0.68 0.43 1.40

150 s (a) 3.36 0.47 1.14 4.23 0.17 0.73 0.68 0.32 1.63

150 s (b) 3.21 0.36 1.41 4.25 0.21 0.63 0.70 0.40 1.44

180 s (a) 3.22 0.44 1.19 4.19 0.25 0.93 0.63 0.31 1.58

180 s (b) 2.98 0.42 1.37 4.18 0.30 0.96 0.69 0.36 1.47

Table 4: Optical constants resulting from ��ing the Drude-Lorentz model for the

reduced ITO bilayer.

nanoparticle layer.

Figure 19: SEM (le�) and AFM (right) images of the nanoparticle layer on a sample

reduced for 120 s. �e AFM found the layer to be 77 nm deep, and our ellipsometric

model found it to be 85 nm thick, indicating good agreement between the di�erent

methods.

In fact, in this regime the nanoparticle layer thickness increases roughly linearly with reduc-

tion time. A linear regression of the data is shown in Figure 20. According to this model, the

nanoparticle layer grew at a rate of about 0.28 ± 0.04 nm/s. However, the y-intercept of this

line is 34.7 ± 5.1 nm, strongly implying a di�erent growth regime at earlier reduction times.

Additionally, although the bulk thickness does somewhat decrease as the nanoparticle thickness
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increases, its decrease is insu�cient to fully explain the nanoparticle growth. In fact, a linear

regression barely even seems to be appropriate for describing the data, and the predicted slope of

0.05±0.02 nm/s is entirely too small to indicate direct conversion of the bulk into nanoparticles.

(a) (b)

Figure 20: �e nanoparticle layer thickness (a) increased with reduction time with a

�t line of (0.28±0.04)[nm/s]t+(34.7±5.1)[nm]. Meanwhile the bulk layer thickness

(b) appears to somewhat decrease with reduction time, but the trend is less clear. �e

best �t line is (0.05± 0.02)[nm/s]t+ (123.9± 2.9)[nm].]

Other prominent trends include an increase in the strength and decrease in energy of the

lower-energy Lorentz oscillator around 3 - 3.75 eV; and broadening of the higher-energy Lorentz

oscillator around 4.2 - 4.3 eV. �e Drude plasma frequency and the core permi�ivity appear to

suddenly decrease with any reduction and then remain fairly constant with increased reduction

time. Other trends seem to appear or disappear depending on whether the non-reduced ITO is

included as a ”zero-second reduction” point or not, and are probably unreliable.

�e changes to the lower-energy Lorentz oscillator, in particular, would appear to explain

the observed optical changes to ITO. As it becomes stronger and moves to lower energies, it can

induce more absorption of blue light in the material. With more blue light absorbed, the light

re�ected o� the �lm is redder, as we observed. Another way to think of this absorption is that it

occurs below the band gap energy of ITO, e�ectively shrinking the band gap. �e higher-energy

Lorentz oscillator simply broadens, which could be associated with general increase in electron

interactions with defects introduced by the reduction process.

Meanwhile, it may seem counterintuitive that increasing the carrier concentration by intro-
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ducing oxygen vacancies could decrease the Drude oscillator frequency, since we saw earlier that

typically carrier concentration and plasma frequency are directly proportional, and the Drude

frequency typically corresponds to the plasma frequency in this model. However, when deriving

this relationship we assumed a homogeneous bulk material. �e electronic behaviors of con-

ductive nanostructures are set in part by their bulk material properties, but also in part by their

speci�c geometry. We may not be observing the true plasma frequency but rather the frequency

of the surface plasmon resonance (SPR), which for spherical nanoparticles is related to the plasma

frequency in equation 40, with εm the permi�ivity of the medium in which the nanoparticles are

embedded [15]. Note that in this terminology, the “surface” of the material is anything less than

the metallic skin depth away from the air-metal interface. �e skin depth is inversely propor-

tional to the absoprtion coe�cient, and based on our refractive index calculations for ITO this

will be on the order of a micron for the wavelengths measured by ellipsometry. E�ectively, then,

the entire nanoparticle layer is “surface.” In the equation:

ω2
SPR =

ω2
p

ε∞ + 2εm
, (40)

since the denominator is always greater than one, we can see that this plasmonic resonance ef-

fect will always decrease the energy of the apparent Drude frequency. If we assume the nanopar-

ticles have the same fundamental plasma energy as the underlying ITO – likely an underestimate

– and the predicted high-frequency dielectric constant of about 1.44, embedded in air, this for-

mula suggests a Drude oscillator at around 0.6 eV, consistent with our ellipsometric model. �e

slightly higher oscillator energies observed in the model are likely a result of the increased carrier

concentration and a higher fundamental plasma frequency compared to our estimate.

With some understanding of the underlying physics in the changes to the optical constants

with reduction time, we can look at the refractive index and extinction coe�cient extracted from

this model. Figure 21 shows the computed optical constants for the models outlined above. No-

tably, the real part of the refractive index shi�s down upon reduction, mostly due to the large

decrease in the high-frequency permi�ivity. �e extinction coe�cient generally increases with

reduction, although it depends a li�le on the wavelength range. In blue wavelengths, the growing

Lorentz oscillator leads to a sign�cantly increased extinction coe�cient. However, the plasmonic
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redshi� of the Drude oscillator seems to actually decrease the extinction coe�cient for some red-

der wavelengths.

(a) (b)

Figure 21: Refractive index (a) and extinction coe�cient (b) for ITO reduced for dif-

ferent lengths of time. Reduction generally decreases the real part of the refractive

index of the �lm while increasing the extinction coe�cient.

�e ellipsometric model produces reasonable predictions that agree well with observed be-

haviors such as nanoparticle growth and increased blue-light absorptionwith reduction time. �e

optical constants extracted from this model are likely reliable enough to use in comparisons of

absorption in reduced ITO versus other materials in order to evaluate its usefulness in transparent

superconductor applications.

4.2 Absorption in Reduced ITO

From the refractive index and extinction coe�cient of reduced ITO extracted by ellipsometry,

we can use the Fresnel equations to compute the re�ectance, transmi�ance, and absorptance of

di�erent thicknesses of our �lm and di�erent angles of incidence. We will consider the re�ection

o� the vacuum-to-conductor interface, and then absorption occurring over passage through a

�nite thickness of �lm, but we will ignore secondary re�ections for this analysis. Since we deter-

mined that superconductivity may be con�ned to the nanoparticle thin �lm, we will simplify our

analysis by only considering absorption in this layer. For purposes of comparison, we will also

compute the re�ectance, transmi�ance, and absorptance of niobium, a commonly used material
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in superconducting electronics that has a high refractive index and extinction coe�cient in the

optical regime. �is comparison will help us understand under which conditions ITO can provide

an advantage over standard materials by decreasing absorption and, by extension, quasiparticle

formation and associated deleterious e�ects.

In Figure 22, we show the percentage of light transmi�ed, absorbed, or re�ected from normal

incidence from air onto a 100 nm thick �lm of nanoparticles or non-reduced ITO.We note that the

values for non-reduced ITO, calculated from our refractive index model, agree well with directly

measured values of 100 nm thick spu�ered ITO reported in the literature [71]. We can see that

re�ection is generally low for ITO, but higher for the non-reduced ITO than the nanoparticles.

For bluer wavelengths, the non-reduced ITO is less absorptive than the nanoparticles, while for

redder wavelengths it is more absorptive.

Generally the fundamental optical properties of the �lms reduced by di�erent amounts are

actually rather similar when keeping thickness constant; changes to the refractive index are not

quite su�cient to explain the observed color change. Consider what light causes the color though:

because the �lms are not very re�ective, a lot of the color actually comes from secondary re-

�ections from the interface with silicon. As a result, the primary determinant of color will be

absorption in the �lm. �e longer light travels through the �lm, the more blue light is absorbed.

Consider, in Figure 23, absorption computed with the appropriate nanoparticle layer thicknesses

as well. When we use the actual measured thicknesses in our calculation, we see that absorption

in the samples with lower reduction times is considerably reduced, from about 60% to about 40%

absorption in the Lorentzian peak.

As we have seen, increasing the thickness of the �lm causes more absorption, without chang-

ing the re�ection. However, we have another major variable that a�ects the optical behavior:

angle of incidence. As the angle of incidence becomes more oblique, more light is re�ected,

which decreases the amount of light available to be absorbed. On the other hand, the light trav-

els longer within the �lm, which increases the fraction that is absorbed rather than transmi�ed.

Competition between these e�ects depends on the refractive index.

In Figure 24, we can see that for bluer wavelengths, the more-re�ective, non-reduced ITO

exhibits lower absorption from light incident at a π/3 angle than from normal incidence. On the

other hand, the less-re�ective nanoparticle layers absorb more light, because the re�ections are
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(a) (b)

(c)

Figure 22: �e percentage of light transmi�ed (a), absorbed (b), or re�ected (c) by a

100 nm thick layer of ITO or reduced ITO for the optical constants measured with

ellipsometry, assuming normal incidence

still too low to combat the increased distance traveling through absorptive material.

Now that we have some understanding of the optical properties of ITO and the reduced-ITO

nanoparticles, we can compare these �lms to a material more commonly used in superconducting

electronics, niobium. We compute the absorption of niobium from refractive index values deter-

mined by Leksina et al.[72] and compare it to absorption in ITO nanoparticles reduced for 180 s

under di�erent conditions. In Figure 25, we show absorption in niobium and ITO nanoparticles

at normal or π/3 incidence and for �lms 10, 100, or 1000 nm thick.

Notice that the ITO nanoparticles are almost always less absorptive than the niobium, with

the exception of wavelengths less than 450 nm where the Lorentz oscillator behavior dominates
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Figure 23: Absorption for nanoparticle �lms calculated from the appropriate re-

fractive index model and �lm thickness for di�erent reduction times. Because the

nanoparticle layer is very thin at low reduction times, absorption remains very low.

Figure 24: Absorption for 100 nm thick ITO and nanoparticle �lms assuming a π/3 an-
gle of incidence. Total absorption in the ITO �lm is decreased from normal incidence

due to high re�ections, but total absorption in the nanoparticle �lms is increased.

and adds lots of absorption to the nanoparticles. For thin �lms, the bene�t of ITO is especially

pronounced. An ITO nanoparticle �lm 10 nm thick should barely absorb light above 600 nm, but a

niobium �lm of the same thickness absorbs 40-50% of light at the samewavelengths. However, for

thick �lms, eventually all light that is not re�ected is absorbed. Since niobium is very re�ective,
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(a) 100 nm, normal incidence (b) 100 nm, π/3 incidence

(c) 10 nm, normal incidence (d) 1000 nm, normal incidence

Figure 25: Absorption in niobium or ITO nanoparticles reduced for 180s, for 100 nm

thick �lm and normal incidence (a) or π/3 incidence (b), or normal incidence and 10

nm thick �lm (c) or 1000 nm thick �lm (d). Niobium is only less absorptive than ITO

nanoparticles for short wavelengths or thick �lms. Niobium refractive indices from

Leksina et al.[72]

absorption actually saturates to a lower value than in reduced ITO. For example, for a 1000 nm

thick �lm, niobium is the less absorptive choice.

4.3 Discussion

Our optical model for the nanoparticles implies a number of rich behaviors which we have only

just begun to explore. Compared to the parent material, reduced ITO has a stronger, more red-

shi�ed Lorentzian resonance near the typical band gap energy and a redshi�ed Drude resonance,
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probably due to plasmonic resonance. Although absorption is generally increased in reduced ITO

nanoparticles, particularly in blue wavelengths, it remains less absorptive than niobium under a

variety of conditions, particularly for thin �lms. However, for thicker �lms or more oblique an-

gles of incidence, the relative advantage of reduced ITO is decreased or even reversed by its low

re�ectance.
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5 Device Fabrication and Testing

Ultimately, the utility of reduced ITO as a transparent superconductor is determined not only

by its sheet material properties but also its potential for fabrication of electronics. Particularly

given the unusual nature of the nanoparticle thin �lm structure, it cannot be taken for granted

that reduced ITO is suitable for electronics. Geometric e�ects in inhomogeneous amorphous

materials and especially nanoparticles can have either enhancing[73, 74, 75] or suppressing[37,

76] e�ects on superconductivity. �ough generally narrower geometries and smaller nanowires

increase the transition temperature, there is a possibility that the nanoparticles are only loosely

connected and too thin a wire may not have a continuous superconducting path from one side to

the other.

We a�empted pa�erning of ITO by two di�erent methods, direct pa�erning of the reduction

and ion mill etching. We compared these methods from a practical standpoint based on the

resolution and accuracy of the geometries produced, and then prepared experiments to compare

the electrical quality of nanowires produced by each method.

5.1 Direct Patterning of Reduction

An intriguing option for pa�erning reduced ITO which is not possible for other superconducting

materials is direct pa�erning of the reduction. �is option is appealing in its simplicity. Since

reduction only appears to occur in areas directly exposed to current, it can be blocked on speci�c

regions by a mask of insulating photoresist. �en in principle the pa�erning and development

of the resist is the only extra step; no etching is required, since the non-reduced ITO is not a

superconductor.

5.1.1 Methodology

In order to directly pa�ern the reduction, we spun on a layer of S1813 photoresist and baked

it for 90 s at 100 °C. �is resist was exposed in a Heidelberg µPG 101 at 8 mW with 25% duty

cycle, and developed in CD26 for 60 s. �e resulting sample was reduced in our three-electrode

electrochemical cell, with current and time adjusted to maintain proper reduction charge density

for the smaller exposed area. A�er reduction, the remaining photoresist can be cleaned o� with
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acetone and IPA. Samples were then a�ached with thermal varnish and wirebonded to a PCB for

testing.

5.1.2 Resolution of Directly Patterned Wires

At �rst glance, the process appears to work quite well. Direct pa�erning produces sharply de-

lineated wires with widths within ±0.2 µm of the designed widths, as seen in Figure 26. Some

messy-looking residues o� the sides of the wires are most probably photoresist that was not

su�ciently removed by a simple acetone and IPA rinse prior to annealing; the procedure was

later changed to include a sonication cleaning step before annealing in order to more thoroughly

remove photoresist.

However, while the successful wires appearwell-fabricated, otherwires pa�erned by the same

intercalation failed to connect and were broken o� in the middle. �in wires were more vulner-

able to this failure mode than thick wires. While this could indicate insu�cient development of

the photoresist, it may also point to more fundamental current dynamics at play. For unknown

reasons, none of these �rst wires exhibited any nonlinearity in the current-voltage curve that

would indicate superconductivity.

(a) 2 µm wide wire (b) 5 µm wide wire (c) 10 µm wide wire

Figure 26: SEM images of microwires directly pa�erned from reduction to about 75

mC/cm
2
, all on the same chip. Measured widths are all within ±0.2 µm of design

values. �e residue at the edges is photoresist that was not su�ciently cleaned o�

prior to annealing; later trials involved full sonication prior to any annealing steps.

5.1.3 Wider Wires

We made a second a�empt, this time with much wider wires of 100, 125, 250, 500, 1000, and 2000

µm, also reduced to about 75 mC/cm
2
. We planned to do 4-point transition temperature measure-
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ments on each wire in addition to current-voltage measurements to help debug any issues. We

also evaporated gold-titanium pads on top of the wider wires in order to facilitate wirebonding,

which we found to be di�cult on reduced ITO probably due to its low carrier concentration and

strange morphology. �e method for pa�erning the wires was the same as before, but with a

second pa�erning process for the contact pads. To pa�ern the contact pads, we spun PMGI SF8

at 4500 RPM for 60 s, then baked for 90 s at 180°C. �en we also spun a layer of S1813 at 4500

RPM for 60 s and baked for 90 s at 100°C. We exposed this resist in the Heidelberg at 7 mWwith a

20% duty cycle, and developed in CD26 for 80 s. Finally we evaporated 10 nm of titanium and 50

nm of gold on top. Especially for �lms at low reduction charge densities, we found the metallic

contact pads were quite helpful for wirebonding.

�ese wires were large enough to be clearly visible under an ordinary optical microscope.

Photographs of these devices are shown in Figure 27. As with the previous devices, the overall

shapes of the wires are faithfully transferred by the direct pa�erning of the reduction, but odd

e�ects from current dynamics are once again observed. �e fourwidest wires appear solid, but the

two narrowest wires are only faint outlines, having apparently failed to capture much reduction

current. A close-up of the widest wire shows mostly uniform, expected coloration, but two of the

corners appear not to have been fully reduced.

A closer look at these wires under SEM showed further insights into the e�ects of current

dynamics during direct pa�erning. As seen in Figure 28, the nanoparticles at the interior of the

�lm are smaller than expected for this reduction level, while the nanoparticles at the corner are

larger. Some of these corner nanoparticles even have shapes reminiscent of bursting bubbles. It

appears that some form of current crowding pulls excess current to the edges and particularly

the corners of the directly pa�erned wires, so this technique may not be ideal for long, thin

geometries with sharp corners.

As a side note, these images also provide striking insight into the boundary between the pris-

tine ITO and the reduced ITO. �e ITO that was protected by resist has a typical morphology for

spu�ered polycrystalline ITO, with a surface de�ned by small clusters of even smaller columns.

Near the edge of thewire, the clusters dissolve into amore amorphous sea of very loosely-grouped

columns, with increasingly large gaps in between. �e gaps become larger closer to the wire edge.

Inside the wire, nanoparticles seem to form on top of the remnants of the loose columnar struc-
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(a) (b)

Figure 27: (Le�) Six wires of widths 100, 145, 250, 500, 1000, and 2000 µm that were

simultaneously directly pa�erned, with titanium-gold contact pads for easier wire-

bonding. While the four widest wires appear �ne at this magni�cation, the two nar-

rowest wires are only faint outlines. (Right) A closer look at the widest wire con�rms

its general integrity, although two of its corners appear oddly rounded o�.

ture. It is interesting that, aside from the large current-crowding nanoparticles, the transition

from pristine to reduced ITO is fairly smooth. We have not yet characterized these devices, but

will report electrical data in future work.

5.2 Ion Mill Etching

An alternative to direct pa�erning of the reduction is pa�erning a dry etch of the material. �is

technique is more commonly used to pa�ern electronics, and is less dependent on potentially

complex current dynamics. However, unlike niobium nitride and other common superconduc-

tors, ITO is not very susceptible to reactive ion etching. Our a�empts to remove material with a

CF4 etch resulted in no detectable change to the thickness of the ITO, as measured by ellipsom-

etry. �is result was not too surprising since oxides are typically not very reactive. Instead, we

turned to ion mill etching, which is more e�ective on oxides since it is a mechanical rather than

a chemical dry etch.
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Figure 28: SEM of the corner of a directly pa�erned microwire 100 µm wide reduced

to about 75 mC/cm2
. Note the formation of larger nanoparticles on the edges and

especially the corner, indicating some form of current crowding.

5.2.1 Methodology

We determined the etch rate of ITO and of our resist, S1813, by ellipsometric measurement of

the thickness of ITO samples on silicon with and without S1813 spun on, and before and a�er 10

minutes of ion mill etching. We found that the ITO had an etch rate of about 10 nm/min and the

S1813 about 7 nm/min. Although the resist does not etch much more slowly than ITO, we found

the typical thickness of S1813 with our usual spinning method is over 1000 nm, so it should still

be su�ciently protective.

Although 10 minutes of etching does not completely remove the ITO layer, it goes deep

enough that it should remove all of the nanoparticles and beyond, thus creating a full gap with no

superconducting material. We did not want to etch too much longer, because mechanical heating

from the milling can burn resist and make it nearly impossible to remove.

To prepare the pa�erns for the wires, we �rst electrochemically reduced the �lm to the desired

amount, then used the same process as when preparing direct pa�erning of the reduction. �e

only other di�erence is in the pa�ern itself: where for direct pa�erning of the reduction, we

needed to expose parts of the �lm that we wanted to dope, for ion mill etching we exposed just
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the outline of the wires to be etched away to form a gap.

Once the resist was developed, we ion milled the sample for 10 minutes at a 45° angle. �en

we cleaned o� the remaining resist.

5.2.2 Appearance of Ion Milled Wires

We ionmilled a set of wires tomatch thewider directly-pa�ernedwires, at 100, 125, 250, 500, 1000,

and 200 µm. We found that milling the wires resulted in smooth gaps at very good agreement

with designed values, as seen in Figure 29.

Figure 29: SEM of the end of an ion milled microwire designed for a 20 µm gap and a

100 µm width. �e resulting pa�ern agrees well with the designed values.

�e corners produced by ion milling were somewhat rounded with a radius on the order of

100 nm, as shown in Figure 30. �is is not necessarily a limitation for production of supercon-

ductingmicroelectronics, as sharp corners are typically avoided in real designs, but seemedworth

noting. Also in this �gure we can make out the texture at the bo�om of the milled-out gap. �e

nanoparticles are completely milled away as expected. What remains is a roughened surface of

what should be a non-reduced, non-superconducting thin �lm of ITO.

Altogether, ion milling appears to be a promising technique for pa�erning reduced ITO elec-

tronics, resulting in relatively smooth microwires and a deep gap. �e roughness of the nanopar-
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Figure 30: SEM close-up of a corner of an ion milled microwire. �e corner is some-

what rounded with about a 100 nm radius and the bo�om of the gap is milled well

below the nanoparticles.

ticles themselves remains the most unusual geometry of the system.

We were not able to complete testing of ion milled wires within the necessary time frame, but

results will be included in future work.
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6 Discussion and Conclusion

Finding a transparent superconductor that is suitable for fabricating electronics would be a ma-

jor step toward the integration of superconducting circuits such as quantum computers or su-

perconducting classical readout with optical communication or detector architectures. Although

a number of candidate materials have been previously discovered, their transparency was not

well-quanti�ed and no electronics made from these materials had been studied. In our work we

chose one such material, reduced ITO, and thoroughly characterized its thin �lm properties and

its potential for fabricating nanowires.

Reduced ITO is an unusual superconducting material. By simply driving a reduction cur-

rent through non-superconducting ITO �lms, a semi-transparent superconducting thin �lm of

oxygen-de�cient ITO nanoparticles forms on top. We cannot rule out simultaneous sodium ion

intercalation with our experiments, but we found that oxygen removal is by far the most signi�-

cant compositional e�ect of reduction. XPS cannot adequately resolve sodium from indium, and

STEM-EDS could not detect sodium above noise levels. However, XPS strongly indicated oxy-

gen removal, so a�er long reduction times we should expect the nanoparticles to become pure

indium-tin alloy. At low levels of reduction, the nanoparticles are very small, less than 10 nm

in diameter, pale reddish-brown in color, and dispersed into a sparse �lm. As reduction levels

increase, the nanoparticles become larger, denser, and more metallic in color and re�ection.

�ese oxygen-de�cient nanoparticles have a number of potentially favorable properties. �e

nanoparticles exhibit a tunable, dome-shaped dependence of transition temperature on carrier

concentration with a transition temperature up to 4 K, consistent with other superconducting

semiconductors. When reduced near the maximum transition temperature, the nanoparticles still

have lower absorption than niobium in thin �lm conditions for red-to-near-infrared wavelengths,

and show indications of surface plasmon resonance. �e nanoparticle layer appears to be a fairly

typical doped superconducting semiconductor, but with con�rmed low absorption.

However, the reduced ITO system is also quite complicated. Superconductivity appears con-

�ned to the nanoparticle layer, the exact properties of which can change drastically depending on

the properties of the parent material and on the reduction conditions in ways that are not fully

understood. �e nanoparticles may not be fully electrically connected, especially at low reduction
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levels were they are smaller and sparser. Moreover, analysis of STEM images, combined with the

knowledge that the underlying ITO layer thickness is not greatly diminished by the creation of

nanoparticles, indicates the nanoparticles may be mostly hollow. �e e�ects of these properties

on potential electronics is unknown.

Our work on reduced ITO strongly indicates that superconductivity and low absorption are

not mutually exclusive, and our e�orts to pa�ern electronics from reduced ITO suggest that engi-

neering with transparent superconductors may be feasible. However, reduced ITO nanoparticles

are a challenging platform for electronics due to their rough geometry and their reproducibility

di�culties. Further e�orts to make electronics out of reduced ITO could include a�empting to

sinter the nanoparticles together to smooth them out or controlling the entire process starting

with ITO deposition in order to eliminate unpredictable variables. However, if one had control

over the entire process, it makes more sense to try to deposit the ITO in an oxygen-de�cient

form to begin with, and perhaps eliminate the rough nanoparticle geometry entirely. Nonethe-

less, although reduced ITO is likely unsuitable for typical superconducting electronics, it has a

number of interesting properties that may �nd application elsewhere, as an infrared-plasmonic

superconducting nanoparticle platform.

Moreover, other materials could be studied for their potential as transparent superconductors.

LiTi2O4 is an especially promising candidate since it superconducts in its stoichiometric form:

no post-processing should be necessary, so low surface roughness and reproducibility should be

easier to achieve. �e optical analysis methods we developed will be useful for evaluating and

comparing new transparent superconductor candidates like LiTi2O4, and the ion milling method

for pa�erning ITO electronics should also be suitable for other transparent conductive oxides.

Although reduced ITOmay not be the best platform for transparent superconducting electronics,

we now have a much be�er understanding of its behavior as well as a combination of techniques

that will aid in studies of other materials.
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7 Appendix A: Electrochemical Apparatus

Although the electrochemical cell itself is a key component of reduction experiments, many pa-

pers are sparse on construction details of their apparatus. In informal early experiments we

observed that rate of color change in ITO was a�ected by many variables: orientation of and dis-

tance between electrodes, total electrode area submerged, and even the instrumentation used for

control and readout. To improve reproducibility we devised an apparatus to hold the electrodes

in a consistent placement and orientation over many experiments.

�e apparatus was made with simple machining techniques out of te�on, although any insu-

lating, machinable material should be suitable for similar apparatus. It consisted of three separa-

ble components: two sample holders and one “beaker lid” to rest on the top of the beaker and �x

the sample holders in place.

Each sample holder was shaped from a single cylinder of te�on with four major cuts: one to

size down the sha� that would go below the lid, one to further size down the part of the sha�

that rested within the lid, one to cut out the section for the sample to rest in, and one to be�er

shape this section so that a 2 cm x 1 cm piece of ITO would always be held in the same way. �e

resulting shape is shown in Figure 31. One additional shaping cut allowed the sample holder to

lock in place in a speci�c orientation, guaranteeing the samples would always face each other.

Finally, a through hole down the top allowed the sample holder to be screwed into the lid so it

would not move; a hole down the top and out the front allowed for wiring through the holder;

and a hole in the front of the sample rest allowed for a metallic clip to be screwed in for holding

the sample in place.

Figure 31: Front, side, and top views of the sample holder component. Purple dashed

lines indicate through holes. A metal clip in the front allowed samples to be held

�rmly in place.
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�e lid consisted of a square piece of te�on, large enough to rest on the beaker below. It had

three large holes through it, two symmetrical holes for the sample holders and a smaller hole for

the counter electrode, which was a simple platinum wire with a larger insulating piece on top,

to slip through. Two additional holes allowed for the sample holders to be screwed into place. A

top view of the beaker lid component is shown in Figure 32.

Figure 32

For operation of the electrochemical cell, the two sample holders were inserted through the

lid and wires were routed down the top and out the front to connect to the metal clip. Side views

of the apparatus, fully assembled with and without wiring and samples, are shown in Figure 33.

With this apparatus, we were able to perform many quick, reproducible, and uniform elec-

trochemical reductions of ITO. In some sense this is rather informal electrochemistry, especially

because the reference electrode is not fully isolated from the currents in the working cell. How-

ever, it was su�cient for our purposes.
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Figure 33: Side view of the electrochemical apparatus (not to scale). (Le�) �e assem-

bled apparatus without any of the experimental components. (Right) �e assembled

apparatus with wiring and electrodes in place. Due to the symmetry of the appa-

ratus, the working and reference electrode are interchangeable and determined by

electronic setup.
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