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Abstract: 
Energy storage solutions will be crucial to decarbonizing the power sector by offsetting renewable 
intermittency while providing additional resiliency, flexibility, and value. With the grid 
comprising an array of services that vary in their technical attributes and value propositions, a 
portfolio of storage solutions is needed to support the many functionalities. 

The redox flow battery (RFB) is one electrochemical storage technology that is particularly 
competitive, on a capital cost basis, at longer durations (> 4 hours) due to its unique decoupling of 
energy and power facilitated by an open architecture. This architecture also enables long-term cost 
savings by allowing for targeted component maintenance. RFBs can host a vast range of 
chemistries, whose choice affects the upfront and long-term cost and performance of the system, 
providing a wide design space. Clever chemistry design can enable efficient use of targeted 
maintenance; for example, the state-of-the-art RFB chemistry is the vanadium RFB uses a 
symmetric chemistry that allows for efficient, continuous recovery of crossover losses (often the 
fastest form of capacity decay in RFBs). 

Despite these techno-economic benefits and decades of research, RFBs have seen minimal 
adoption; even within the subset of battery deployment specifically, RFBs are dwarfed by lithium-
ion batteries. Limitations to RFB deployment include: a lack of demand for long duration storage, 
perceived risk of financing such large-scale systems of a relatively nascent technology, and high 
upfront costs. With little time left to develop cost-effective solutions to combat climate change, 
and without the high-value beachhead markets lithium-ion leveraged to drive down costs and risk 
while improving performance, RFBs will benefit from deeper upfront due diligence – via means 
like techno-economic modeling – to inform efficient research and development toward cost-
competitive systems.  

In this thesis, I utilize capital and levelized cost models to explore the design space of RFB 
chemistries. By considering chemistry-specific cost and performance attributes, particularly 
incorporating capacity loss and recovery over time, these models help set techno-economic 
benchmarks for grid viability. Supply chain studies also probe other relevant considerations 
regarding the scalability of these chemistries. Finally, I exemplify how such studies can drive 
research efforts via experimental studies. 
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I. Introduction  
 

High levels of renewable energy penetration in the grid (>60%) are likely to be impractical without 

the development of complementary strategies to combat intermittency and meet demand, such as 

integration of energy storage [1,2]. No single technology can economically perform the vast array 

of grid services that, among other factors, vary in response and discharge timescales as well as 

total capacity requirements, necessitating a diverse portfolio of solutions [3,4]. In particular, one 

of the main characteristics of an energy storage system (and a term that will be used throughout 

this thesis) is the duration – defined as the ratio of the energy capacity over power rating (in units 

of time) – and this metric is used in determining what applications a battery technology is suited 

for. While much attention has been given to lithium(Li)-ion batteries (LIBs) due to their relatively 

advanced development, it may not be a cost-competitive solution for all grid services, particularly 

emerging longer-duration applications, presenting a growing need to advance new electrochemical 

technologies for these purposes.  

Among the various energy storage technologies under development, redox flow batteries (RFBs) 

are an emerging solution for long duration (i.e., > 4 hours), stationary applications as their system 

architecture offers a number of unique advantages [3,5]. The RFB is one type of electrochemical 

storage device, which generally utilize the potential difference between two reduction/oxidation 

(or “redox”) reactions to drive chemical reactions, thus converting electrical energy to and from 

chemical energy. In the RFB architecture in particular, electrolyte (i.e., the charge-storing capacity, 

usually in the liquid phase) is stored in tanks and pumped through the reactor where 

electrochemical reactions occur. This open architecture (i.e., the physical separation of the 

electrolyte and the reactor components) decouples energy and power: one can scale the energy 

capacity (e.g., by increasing the tank size) independently of the power rating (e.g., the reactor size 

can stay fixed), or vice versa, meaning that RFBs can be designed for virtually any duration. This 

process of scaling the electrolyte tanks to meet longer durations, while keeping all else fixed, is 

depicted pictorially in Figure I-1 below. This decoupling is a unique and distinct feature from 

many conventional battery technologies (e.g., LIBs) that facilitates a number of unique economic 

benefits, including the decrease of capital costs on a per unit energy basis at increasing durations 
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[6,7] and long-term cost savings through component-specific maintenance to extend the battery 

lifetime and remediate decay [8]. 

 

Figure I-1 – A representative schematic of capital cost as a function of characteristic discharge 
time (or duration) for RFBs and LIBs. As duration increases, the capital cost of decoupled battery 
architectures (e.g., the RFB) shifts to be dominated less by power costs and more by energy costs 
(per Equation I-1 below). 

 
Capital cost is a very important metric for evaluating the economic feasibility of batteries, the most 

cited being the Department of Energy’s (DOE’s) target for viable grid storage of ≤150 $ kWh-1 

(note: the exact target varies by office within the DOE, and is often even below 100 $ kWh-1) 

[9,10]. This is because the capital cost is the primary barrier to adoption: grid-scale storage systems 

are large capital investments, so high capital costs hinder the ability to finance and install such 

systems. The capital cost (Ccapital) of a battery is generally defined as the sum of the energy costs 

(Cenergy) and the power costs (Cpower), the latter of which is divided by the duration to give 

consistent units of dollars per unit energy: 
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For RFBs, the energy costs consist of the electrolyte (comprised of the active species, solvent, and 

supporting electrolyte) and tank, while the power costs encompass the stack (primarily the reactor, 

the most important components of which are the membrane and electrodes). Other balance-of-
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plant costs (e.g., pumps, grid connections, etc.) and additional costs (e.g., labor, installation, profit 

margins, etc.) may or may not be included in these calculations, depending on the study, but are 

usually represented as power-based costs (i.e., they have units of dollars per kW and thus are also 

divided by the battery duration if summed and included in capital cost calculations). Equation I-1 

implies that energy and power costs can be decoupled, which is how the capital cost is reduced as 

a function of duration. As discussed, this is true for RFBs, which is why RFBs are particularly 

attractive for longer duration applications, but this is not actually the case for many conventional 

technologies: for example, in LIBs the electrode is part of determining both the power output (its 

electrochemical properties determine the rate of the electrochemical reactions) as well as the 

energy capacity (its morphology dictates how many ions can intercalate into it for storage). Thus, 

there is little room to modulate the ratio of the energy or power ratings, as these are based on 

physical materials limitations.  Rather, increasing duration must be achieved by adding entire 

modules (as shown pictorially in Figure I-1), meaning the total capital cost is approximately fixed 

(on a per unit energy basis), even with varying duration.  

While the capital cost savings at longer durations is a key selling point of RFBs over other battery 

technologies, there is still minimal deployment of RFBs on the grid. Despite the large body of 

literature on RFBs (~4,500 publications, with >600 publications per year at the time of writing, 

via scopus.com), RFBs only account for a couple percentage points of the energy storage systems 

that have been contracted, announced, or are under construction globally [11]. The low deployment 

rate is a result of the nascency of the technology, which creates a “chicken and the egg” problem: 

no one wants to finance a seemingly risky project, but we also cannot de-risk a technology without 

financing initial demonstrations. The LIB industry avoided this situation via higher revenue 

beachhead markets: by the time it was ever considered for the grid, Li-ion had already 

demonstrated improved performance (its roundtrip efficiency is now remarkably high, usually ³ 

90%, compared to RFBs which are generally 80% or lower, depending on the chemistry) and lower 

costs from development and deployment in the relatively large industries of electronics and electric 

vehicles. RFBs, on the other hand, are really only attractive for the medium to long duration grid 

applications, for which the demand is still low. Thus, they are struggling to compete on a cost basis 

at such low production volumes. While the focus of this thesis is RFBs, this situation is 

representative of a number of other nascent storage technologies (e.g., metal air batteries). With a 

need to decarbonize the power sector rapidly to meet targets for 2030, 2050, and beyond, and an 
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understanding that many of these nascent technologies will play a vital role in supporting the array 

of grid services that exist and necessitate a portfolio of solutions, this is an important issue to 

address. One crucial avenue needed to solve this problem is to develop new techno-economic 

models and arguments to motivate the development and, especially, deployment of these more 

nascent technologies. For example, as mentioned previously, RFBs offer a lot of long-term 

operational benefits that save costs, and these are not covered in capital cost calculations. 

While the capital cost benefits to RFBs are well-described in the open literature, there are further 

economic benefits in operation due to ease of maintenance of open systems (e.g., “tune-ups”, 

component replacement) that are often not captured in techno-economic discussions. For example, 

crossover – defined as undesirable active species transport through the semi-permeable membrane 

that separates the positive and negative electrolytes in the reactor – is usually the most dominant 

form of capacity fade in RFBs and may halve the accessible capacity within 100-200 cycles [12]. 

While this is relatively fast fade as compared to that typically experienced by LIBs, the open 

architecture of RFBs allows for targeted, cost-efficient maintenance: in an RFB, one can access 

the electrolyte (the component affected by crossover) to repair or replace it directly, without 

altering the still-viable reactor. This is unlike conventional closed systems like LIBs that require 

“augmentation” (i.e., replacement or addition of entire new modules), which wastes undecayed 

reactor components. The costs necessary to maintain performance over time impact the battery’s 

economic viability, but are not captured in the conventional capital cost estimations that are 

commonly used to compare and benchmark different technologies [9]. This is especially true for 

the vanadium RFB (VRFB), which is by far the most researched and deployed RFB chemistry. 

This chemistry is particularly favored for its strong performance and resiliency in dealing with 

electrolyte degradation [13], which is facilitated by its design as a “symmetric” chemistry, where 

all active species are based on a single parent compound [14]. The benefit of this chemical 

configuration is that the inevitable crossover of active species becomes much less detrimental, as 

it will not lead to cross-contamination and these losses can be recovered via “rebalancing”: the 

transfer and recharging of partial or full volumes of electrolyte between the two reservoirs to 

balance the concentrations of active species [14,15]. Rebalancing allows for indefinite crossover 

remediation and, thus, lifetime utilization of the same, original electrolyte (assuming other forms 

electrolyte degradation are managed) [16]. Not many chemistries can be configured in a symmetric 
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configuration, and while a handful of chemistries have been demonstrated symmetrically, 

vanadium remains the most promising and explored of them all. 

The long-term cost benefits just detailed are primary motivators of RFB development, yet they are 

not captured in the vast majority of prior techno-economic modeling literature (which has 

primarily focused on articulating upfront capital costs [17–23]). This motivates the development 

of techno-economic models that consider the variable operating principles of different battery 

formats and chemistries. To this end, the central thread of my thesis is a levelized cost of storage 

(LCOS) model that I developed to model lifetime RFB costs that incorporates capacity fade and 

recovery. A combination of the capital cost and the LCOS allows for a better comparison across 

the range of energy storage technologies with different performance attributes, which can be used 

to assess and develop economically viable RFB systems. In Chapter II of this thesis, the LCOS 

model is described and applied to the VRFB system, where it is used to identify opportunities for 

cost reduction through operating strategies (e.g., rebalancing schedule), performance 

improvements (e.g., reducing fade rates), design decisions (e.g., battery sizing), and investment 

approaches (e.g., electrolyte leasing). 

While the VRFB system benefits from reduced maintenance costs, it suffers from a high upfront 

cost, due, in part, to the price of the active species [24,25]. The magnitude and uncertainty of 

vanadium prices are considered key impediments to broad deployment, which have motivated 

research into alternative chemistries based on lower-cost and widely-available materials [26–28]. 

Thus, recognizing the need for RFBs with low capital costs, I extend the LCOS model to explore 

the methods and associated costs for capacity-loss remediation of low-cost, high-abundance 

chemistries in Chapter III. While in recent years there has been a surge in the published literature 

of such chemistries, there has been little consideration about the practical operation and 

maintenance needs of these systems. As many of these systems utilize asymmetric chemistries 

(unlike the VRFB, meaning active species crossover results in cross-contamination), and some 

even experience other forms of electrolyte degradation (e.g., active species decay), their capacity-

loss remediation is expected to be a more challenging and chemistry-dependent problem. In 

Chapter III I compare these systems to the VRFB system, the incumbent solution (i.e., an RFB 

with higher capital costs and the ability to recover capacity at low costs) to determine the 

conditions under which the reduced upfront cost of less expensive, asymmetric chemistries offsets 
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the more complex and, in some cases, more expensive maintenance required to recover capacity 

losses. 

Another practical techno-economic consideration that has become central to next-generation 

design for other, more developed electrochemical storage technologies (e.g., LIBs) is materials 

availability and supply chains [29]. Understanding how and where critical active species elements 

are mined, manufactured, produced, etc. can provide crucial insights into the scalability of a 

particular chemistry. Such studies are virtually absent from the RFB field, understandably due to 

its nascency. However – just like practical operating considerations such as capacity fade 

remediation – supply chain analyses can act as another crucial consideration in navigating the vast 

design space of chemistries that can be employed in the versatile RFB platform. In this vein, 

Chapter IV is comprised of a study into the vanadium supply chain. Recognizing that we must 

decarbonize the grid to greater extents relatively quickly to limit the effects of climate change and 

that the technology readiness level (TRL) of the VRFB system is the highest of all RFB 

chemistries, I explore the materials availability and supply chain of vanadium to determine the 

causes of its high and volatile price as well as any limits to the magnitude and rate of possible 

VRFB deployment. I focus on the production scale and growth rates needed to deploy various 

amounts of VRFB storage by 2030 and 2050, while also examining opportunities to develop and 

stabilize the supply chain via rapid growth to the magnitude and distribution of vanadium 

production and other economic hedging strategies. 

So far, I have discussed how techno-economic analyses can inform the design of economical RFBs 

from a theoretical, modeling-based perspective. However, another portion of my thesis exemplifies 

how such analyses can be translated into lab-based research as well. One chemistry that showed 

potential for economic broadscale deployment throughout my techno-economic analyses is iron-

chromium (Fe-Cr, see Chapter III) because of its use of low-cost and high-abundance materials. 

Further, the chemistry has already been shown to successfully utilize techniques for cheaply and 

practically remediating crossover losses for the entire operational lifetime. The promise the 

chemistry showed from a modeling standpoint piqued my interest in demonstrating it 

experimentally. One of the lingering issues with this system that I noticed immediately upon trying 

to run it in the lab is its high rate of side reactions (i.e., hydrogen evolution, another form of 

electrolyte degradation) that causes rapid capacity fade. Chapter IV is thus an experimental study 
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seeking to mitigate the rate of this degradation, specifically through use of electrochemical 

purification of the electrolyte to remove common metal impurities that catalyze the side reaction. 

This study brings the Fe-Cr chemistry one step closer to being commercially viable. 

In summary, the goal of my thesis is to help close the gap between the existing, predominantly 

lab-based understanding of RFBs and the understanding needed for successful, long-term, and 

competitive grid-scale implementation of RFBs. Greater demand for grid-scale RFBs is being held 

back by concerns around their high prices and perceived risk. While many researchers working on 

RFBs are exploring exciting new materials, chemistries, architectures, etc., some concerted effort 

to increase the RFB’s TRL, such that it can be reliably deployed, would go a long way to boost its 

appeal to investors. Unlike the more-developed, incumbent lithium-ion technology, the RFB field 

neither has the time – as deadlines to decarbonize the grid to prevent irreversible climate change 

are rapidly approaching – nor the alternative beachhead markets to slowly develop a commercially 

viable RFB solution that can economically compete on the grid. The RFB industry will strongly 

benefit from more upfront due diligence, via methods like techno-economic modeling, to solve 

practical questions and design technically and economically feasible systems. My research has 

developed new techno-economic models that better describe RFB costs, performance, degradation, 

and maintenance, and further used these models to determine paths for new research and 

development that provide the best economic returns and, in turn, drive RFB deployment.  
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II. Assessing the levelized cost of vanadium redox flow batteries 
with capacity fade and rebalancing 

 

1. Introduction 

Undesirable active species transport through the semi-permeable membranes separating the 

positive and negative electrolytes is a common mode of capacity fade in redox flow batteries 

(RFBs). In an ideal membrane, only supporting ions will exchange between the two electrolytes 

to maintain charge neutrality and balance the redox reactions in each electrolyte. Imperfect 

selectivity results in the passage of active species and solvent through the membrane. The 

crossover of active species is driven by a combination of concentration, potential, and pressure 

gradients between the two half-cells, which ultimately results in a concentration imbalance of 

charge storage materials in the negative and positive electrolytes and, consequently, a net decrease 

in the accessible capacity. Crossover can also lead to other chemistry-specific cross-contamination 

issues, such as precipitation, membrane fouling, or component degradation, which limits the 

combinations of half-reactions that can be used in tandem. To mitigate this effect, RFB membranes 

are typically designed with charge- or size-exclusion pores to impart the desired permselectivity 

without sacrificing conductivity. To this end, several groups are investigating new membrane 

materials and cell designs that minimize crossover [30–33], while others are developing models 

that enable a deeper understanding of thermodynamic, kinetic, and transport processes that define 

membrane-electrolyte interactions with RFB systems [34–37]. While significant progress has been 

made, crossover remains a significant issue and requires creative solutions to limit its impact on 

RFB performance, longevity, and, ultimately, commercial viability. 

The vanadium redox flow battery (VRFB) is arguably the most well-studied and widely deployed 

RFB system. At the time of writing, there are approximately 330 MW of VRFBs currently installed 

around the world with many more systems announced or under development, including a 200 

MW/800 MWh plant in Dalian, China [18,38]. This system leverages a single element, vanadium, 

with four stable oxidation states (II, III, IV, and V) accessible within the electrochemical stability 

window of acidic aqueous electrolytes on carbon electrodes. The charging half-cell reactions for 

the VRFB are shown in Equations II-1 and II-2 below (note: reversing their direction gives the 

discharge reaction). 
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            𝑉𝑂2+ + 𝐻E𝑂
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(⎯⎯* 𝑉𝑂E@ + 𝑒− + 2𝐻+	(𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒)                                 (II-2) 

Because all redox species are based on the same parent compound, crossover does not lead to 

permanent capacity fade and can be recovered via electrolyte maintenance. This unique feature 

differentiates VRFBs from other RFBs that rely on asymmetric chemistries as it can significantly 

reduce maintenance costs throughout the operational lifetime. These cost savings can potentially 

negate the relatively high upfront cost of vanadium, as compared to other possible charge-storage 

compounds [39]. 

 

 

Figure II-1 – Schematic representation of the full and partial rebalancing techniques. 

 

The primary method for recovering the lost capacity in VRFBs is termed rebalancing, where the 

negative and positive electrolytes are mixed to equilibrate the concentration of vanadium ions in 

each electrolyte. Rebalancing is generally performed once the accessible capacity drops to a 

predefined level that is determined by application requirements. In general, electrolyte aliquots are 

transferred from the positive half-cell to the negative half-cell, as concentration accumulation 

generally occurs on the positive side of the battery due to the cumulative transport effects of the 

various active species ions and the properties of conventional polymeric membranes [12,40,41]. 

An average 3.5+ oxidation state is expected after rebalancing if charge has been maintained 

amongst the active species; the battery starts with all 3+ on the negative side and all 4+ on the 

positive side prior to any cycling and crossover. This operation can be performed in a full or partial 

manner, as shown in Figure II-1. Full rebalancing consists of mixing, re-separating, and re-

C
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charging the entire volumes of the two tanks [12,42,43], whereas partial rebalancing consists of 

transferring small electrolyte volumes between the positive and negative electrolytes to balance 

vanadium concentrations [44,45]. Full rebalancing requires charging 1.5 moles of electrons per 

mole of vanadium for the entire tank volume, while partial rebalancing only requires recharging 

the ions from the partial volume mixing. In addition, partial rebalancing prevents exhausting the 

full state-of-charge (SOC) window within the electrolyte, avoiding the kinetically slow 

V(III)/V(IV) redox couple to a great degree [46]. Accordingly, partial rebalancing is a more 

energy-efficient and time-effective method [8] and, in all subsequent analyses, we only consider 

this method of rebalancing. However, from a practical perspective, it should be noted that 

determination of the true SOC of the two electrolytes and thus accurate prediction of the volume 

required to obtain the desired SOC after re-mixing is challenging without direct analytical 

measurements [47]. Also, although less widely reported, other capacity recovery techniques 

reported in the literature include continuous rebalancing, sometimes referred to as hydraulic 

shunting or overflow [48–51], and hydraulic pressure rebalancing [44,52]. 

Rebalancing recovers losses from crossover, but should the average oxidation state drift from 3.5+, 

rebalancing will not restore the full capacity. Side reactions in the VRFB, primarily hydrogen 

evolution on the negative electrode, will cause the oxidation state of the rebalanced electrolyte to 

deviate from this expected average value and thus requires additional maintenance. Here, we 

distinguish between these two fade mechanisms by considering capacity fade due to vanadium 

crossover to be a “reversible” decay that can be recovered by electrolyte rebalancing and by 

considering oxidation state drift an “irreversible” decay, as it requires external intervention (the 

addition of new materials) to recover performance. These mechanisms are expanded upon in the 

Methods section (infra vide). 

Despite the aforementioned advantages of rebalancing, most prior techno-economic modeling 

literature has focused on articulating upfront capital costs of VRFBs [17–23]. Capital cost is an 

important metric as it is both tangible and determines the loans that must be taken and thus the 

payback risk of the likely sizable investment. Indeed, several offices in the US Department of 

Energy use capital cost targets of 100-150 $/kWh as benchmarks for viable energy storage systems 

and assume constant performance over the project lifetime [9,10]. However, practical 

embodiments experience decay during operation and the exclusion of these recurring costs in 
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engineering economic assessments results in a failure to capture the value of VRFB recoverability 

and resilience. For example, lithium (Li)-ion batteries, arguably the leading electrochemical 

technology for grid energy storage, irreversibly degrade during operation and may require periodic 

augmentation, or the purchase and installation of new batteries to replace lost capacity [53]. In 

contrast, VRFBs can be rebalanced to restore lost capacity without additional capital expenditure. 

Thus, while VRFBs have significantly higher capacity fade rates than state-of-the art Li-ion 

batteries, the resilience of the VRFB electrolyte may lead to cost savings over the project lifetime. 

This motivates an expansion of techno-economic analyses, beyond capital cost estimations, to 

quantify the savings associated with regular electrolyte rebalancing and maintenance. To this end, 

we develop a levelized cost of storage (LCOS) model that incorporates capacity fade and recovery 

in a VRFB. By considering both the operating costs and the fluctuating capacity over time, the 

LCOS is a more appropriate method for estimating the cost of operating VRFBs over the long-

term. A combination of the capital cost and the LCOS allows for a better comparison across the 

range of energy storage technologies with different performance attributes. 

In this work, we describe a modeling framework to incorporate and systematically evaluate the 

impact of electrolyte rebalancing on the LCOS of a VRFB. We perform sensitivity analyses on 

key technical and economic parameters to determine which research and development efforts may 

have the greatest impact on LCOS. We also assess the impact of practical operational decisions 

such as rebalancing schedules and capacity sizing to meet a nominal rating. Finally, we explore 

the role that vanadium electrolyte leasing may have on reducing VRFB costs. 

 

2. Methods 

2.1 Model of levelized cost of storage 

The levelized cost of storage is the ratio of the discounted costs to the discounted energy stored 

over a project lifetime, which is a useful metric for comparing different energy storage systems. 

The standard method for calculating the LCOS ($ kWh-1) is shown by Equation II-3: 

                            (II-3) 
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The cost variables with their respective definitions are shown in Table II-1, while the descriptions 

and baseline values for any parameters used are provided in Table II-2. LCOS models can use a 

variety of terms based on the system of interest and the desired complexity [54–58]. The base 

model is inspired by prior LCOS models published by Lazard in their annual levelized cost of 

storage studies, which serve as both a point of reference and comparison for this analysis [55,59]. 

Accordingly, the model includes necessary terms for upfront capital cost (It), charging cost (or cost 

of electricity, Ct), operating and maintenance cost (OMt), and energy stored (Et). We also elect to 

include loan (Lt) and tax (Tt) terms on the capital investments and to exclude a capital recovery 

factor, though this factor is sometimes included in other models [57]. Costs are either tracked 

yearly, where t ∈ {ℤ+ ∪ [1,n]} and n is the number of years of battery operation, or daily where t 

∈ {ℤ+ ∪ [1,k]} and k=365n is the number of days of operation. As the capacity is tracked daily, 

any function of capacity must also depreciate on a daily schedule. Once tabulated across time, the 

costs are discounted with a periodic rate, r, which, again, is either yearly or daily, depending on 

the cost period.  
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Table II-1 – Descriptions/equations of the terms in Equation II-3. See Table II-2 for parameter 
names and values. bs is the battery size (kWh), though note that this terms cancels out in Equation 
II-3 and thus LCOS is independent of bs in this model. 

Symbol Name Details Equation 

It 
Investment 

expenditures 

Capital costs, 
only applicable at 

year 0 

8𝐶cap	($	𝑘𝑊ℎAF)	 ∙bG	(𝑘𝑊ℎ), t = 0
$0, t > 0

  

 

Lt 
Loan 

payments 

Annual loan 
payment due to 

the fraction (fd) of 
the capital cost 

that was financed 
by debt 

A𝐶cap	($	𝑘𝑊ℎAF)	∙	bG	(𝑘𝑊ℎ)	∙	𝑓H	∙	
(1 + 𝑑-): − 1
𝑑-∙(1 + 𝑑-):

, t > 0

$0, t=	0
 

OMt 

Operating 
and 

Maintenance 
costs 

Costs to have 
service provider 

center the 
average oxidation 
state via addition 

of reductants 

⎩
⎪
⎨

⎪
⎧

b!	(𝑘𝑊ℎ)	∙	 ,𝑂	 .
$

𝑘𝑊ℎ − 𝑣𝑖𝑠𝑖𝑡
5 +	

𝑛"# 	8
𝑚𝑜𝑙	𝑜𝑥.
𝑘𝑊ℎ > 	∙	𝑀𝑊"# 8

𝑔
𝑚𝑜𝑙	𝑜𝑥.> 	∙	𝐶"# B

$
𝑔C

𝑤"#
E , 𝑐𝑎𝑝$%# ≤ 𝑐𝑎𝑝&'$		

$0, 𝑐𝑎𝑝$%# > 𝑐𝑎𝑝&'$

 

𝑤ℎ𝑒𝑟𝑒	𝑛"# 	B
𝑚𝑜𝑙	𝑜𝑥.
𝑘𝑊ℎ

C 	= B𝑈	(𝑉)	∙	F	 B
𝐶

𝑚𝑜𝑙	𝑒(C ∙	
1	𝑚𝑜𝑙	𝑒(

1	𝑚𝑜𝑙	𝑉 C
()

	∙	
1	𝑚𝑜𝑙	𝑜𝑥.
1	𝑚𝑜𝑙	𝑉 	∙	

3,600,000	𝑊𝑠
𝑘𝑊ℎ

 

Et 
Energy 
stored 

Varies with 
dynamic accessed 

capacity 

8
	𝑏G	(𝑘𝑊ℎ)	∙	cycles	per	day	∙	𝑓!"#, 𝑡 > 0	
0	(kWh),	t	=	0  

 

Ct 
Charging 

costs 

Costs to charge 
battery 

considering state 
of charge and 

inflation rate (ri) 

𝐸%	(𝑘𝑊ℎ)	∙	CF		∙	𝑝+	X$	𝑘𝑊ℎAFY	∙	(1 + 𝑟$)7AE	∙	(2-𝜀I) 

Tt Taxes Paid on It 𝐼%	(𝑘𝑊ℎ)	∙T	 
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Table II-2 – Symbols, names, descriptions, values, and sources for model parameters. Values with 
asterisks (*) are baselines for each variable but are subsequently varied in sensitivity analyses. 
Note: the SI mentioned refers to that of the published version of this chapter [60]. 

Symbol Name Description Value and Source 

O Operational cost rate Labor cost to service system (via additives) 10 $ kWh-1 per visit                     [6] 

ry / rd Discount rate - • 0.12 (annually)                     [59] 
• (1.12)1/365-1 (daily)   

dr Debt interest rate Interest rate on loan payments 8%                                                [59] 

fd Debt finance ratio Fraction of capital costs financed by debt 20%                                              [59] 

εE	
Roundtrip system 

cycle energy 
efficiency 

Net energy efficiency of the entire system 85%                                              [61] 

CF Charging factor 

Scaling factor of the charge cost, 
representing the # of electrons that must be 
transferred per vanadium ion to fully charge 

the battery 

• 1 under normal circumstances 
• Between 1 and 1.5 during partial 

rebalancing (see SI – S2) 

pe Electricity price -- 10.98 ¢ kWh-1                              [62] 

ri 
Electricity inflation 

rate Projected inflation on market rate • 0.01 (yearly)                         [63] 
• (1.01)1/365-1 (daily)   

T Combined tax rate Combined USA federal and state tax rate on 
investment expenditures 39%                                              [59] 

n Operational period Years of simulated operation or lifetime 20 years                                        [59] 

Rfade Fade rate Linear overall capacity fade rate * 0.44% capacity fade per cycle  [44] 

rED Electrolyte decay rate 

Linear capacity fade rate that is due to drift 
in average electrolyte oxidation state and is 
not recovered upon electrolyte rebalancing 

(a fraction of Rfade) 

* 0.055% (see SI – S3) 

U Open circuit voltage -- 1.4 V                                            [61] 

F Faraday’s constant -- 96,485.33 C per mol e- 

MWox Molecular weight of 
oxalic acid -- 90.03 g mol-1 

wox Oxalic acid purity By weight 0.996                                            [64] 

Cox Cost of oxalic acid -- 1.10 $ kg-1                                    [65] 
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2.2 Model of dynamic capacity fade and rebalance 

Whereas prior models assumed fixed performance over time, here, we include a dynamic physical 

model of the battery to track the capacity and energy stored (Et) over time, which allows for the 

incorporation of capacity fade and recovery via rebalancing. We assume linear capacity fade over 

extended cycling, as this behavior has been implied in prior work [24,33], and validate this 

assumption with a survey of the recent peer-reviewed literature as shown in Figure II-2 

[12,25,31,32,44,48,52,66,67]. It is important to note the limited amount of long-term VRFB 

cycling data in the open literature as compared to shorter-term cell tests (i.e., cyclic 

voltammograms, IV polarizations, etc.), likely because cycling analyses are both more time-

consuming and experimentally challenging. While the data in Figure II-2 was not collected under 

identical conditions (see Table S1 in the Supporting Information, SI, of the published version of 

this chapter for full operating conditions of each data set [60]), all were based on cycling of a single 

redox flow cell in an academic laboratory. Almost all sources used comparable Nafion membranes 

and heat-treated carbon electrodes; had similar electrolyte compositions of 1-2 M V in 2-5 M 

H2SO4 and volumes of 50-80 mL per reservoir; and were cycled at current densities between 50-

80 mA/cm2. The active areas ranged from 5 to 103 cm2, though the volumetric flow rates generally 

correlated to the active area. There are many other potentially-relevant conditions that are not 

reported but could significantly impact performance including cell temperature, use of humidified 

nitrogen purging, reservoir seal, and cell compression. Finally, we note that the use of a plot 

digitizer adds a small source of error to the values extrapolated from the data (≤0.5% per data 

point) [68]. 

As illustrated in Figure II-2, significant variations among the capacity fade rates can be seen in the 

data. The outlier [52] was the only data set that used a porous Daramic separator rather than an 

ion-selective Nafion membrane. Additionally, this data set had the longest theoretical duration of 

8.6 h, while the duration of most other data sets was less than 2 h. These two observations explain 

the notably higher fade rate. We assume the apparent performance increase at the beginning of life 

for some data sets is due to cell conditioning or imbalanced electrolytes. We include two additional 

data points obtained from a recent review on VRFB component degradation by Yuan et al. 

[8,69,70], which cites two experimental values for the rate of capacity decay as 1.3% and 0.067% 

per cycle (not shown in Figure II-2 because cycling data was not provided). If considered along 
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with the data plotted in Figure II-2, these final fade rates effectively represent lower and upper 

bounds. The average of the 11 fade rates – 0.442% capacity loss per cycle – was used as a baseline, 

though we perform sensitivity analyses to probe a range of possible fade rates. 

Note that here we assume single cell data is representative of stack performance, though the time 

scales of operation are different and stacks experience other losses such as those due to shunt 

currents. Single-cell cycling data is limited, but stack-level cycling data is even more scarce. As 

we assume capacity fade rates and all other performance metrics are independent of battery size 

(bs) or duration, these variables do not affect the LCOS in the current model. Rather, the fade rates 

are on a per cycle basis and do not take into account varying durations that would have a marked 

effect on fade rate since crossover under galvanostatic conditions is largely time-dependent rather 

than cycle-dependent. Additionally, the data shown in Figure II-2 is from cells cycled repetitively 

between upper and lower voltage limits at a constant current. This may not be realistic for or 

representative of practical applications, which are anticipated to operate under variable and 

potentially intermittent power loads, and, consequently, may result in different fade rates. 

Incorporation of operationally-dependent fade rates are beyond the scope of this initial study but 

will be contemplated in the future work. 

 
Figure II-2 – Literature review of capacity fade as a function of cycle number, adapted from: 
[12,25,31,32,44,48,52,66,67]. Dots represent the data and dashed lines represent the linear fit for 
each set. Note: the y-intercept of each fit was fixed at 100%. 
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The sources of capacity fade in VRFBs can be broadly divided into reversible decay due to 

vanadium crossover that is assumed to be fully recoverable via electrolyte rebalancing, and 

irreversible materials decay that requires component replacement for performance recovery. 

Regarding the latter, we assume the tanks, pipes, and pump linings are composed of plastic 

[20,22,71], and the performance decay of wetted reactor components including electrodes and 

membranes is minor in a well-engineered system as these processes have been reported slow under 

typical operating conditions [6,19]. This is further supported by the reported lifetimes of 

commercial VRFB systems, 25,000 cycles or 20 years with stable energy efficiency [72–74]. We 

acknowledge the potential of other failure modes, such as capacity loss due to leaks and system 

degradation due to control strategy faults, but elect to ignore these effects as we were unable to 

find reports in the peer-reviewed literature that articulate the likelihood of such failures or the 

magnitude of their effects. Inclusion of such considerations would simply have a scalar effect on 

the overall fade rate or maintenance costs, which could be easily modified by the user, though we 

do provide a sensitivity analysis on fade rate to address part of this consideration (Figure II-5). 

This leaves electrolyte decay resulting from species precipitation due to heat or air exposure and/or 

side reactions that shift the average valence away from 3.5+. We assume precipitated active species 

can be recovered via simple maintenance operations such as reversing the cell polarity or partial 

mixing of the reservoirs to electrochemically dissolve V(V) solids [8]. Thus, in this model we only 

consider the shift in average oxidation state over time that is caused by coulombic inefficiencies 

(i.e., side reactions) and accounts for ca. 12.5% of the overall fade (see section S3 of the SI of the 

published version of this chapter for further details [60]). Specifically, we consider the parasitic 

hydrogen evolution reaction that occurs at the negative half-cell during charging in place of the 

desired reduction of V(III) to V(II), which is often cited as the most common and prominent cause 

of VRFB electrolyte decay [8,45,75]. Hydrogen evolution leaves an imbalance at the end of 

charging as there is all V(V) in the positive electrolyte but some amount of V(III) remaining in the 

negative electrolyte, and this results in a capacity loss that cannot be recovered via rebalancing. 

There are methods for reversing this imbalance, such as the addition of chemical reducing agents 

that will reduce V(V) to V(IV) and thus balance the positive electrolyte based on the composition 

of the negative electrolyte [76]. A common reductant is oxalic acid (C2H2O4), which reduces V(V) 

via the reaction shown in Equation II-4. Note, we assume the electrolyte dilution from the 
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formation of water has a negligible effect on the capacity. Here, we referred to such electrolyte 

maintenance as battery servicing. 

𝑉𝑂E@ + 𝐶E𝐻E𝑂J → 𝑉𝑂E@ + 2𝐶𝑂E + 𝐻E𝑂                                                                   (II-4) 

Thus, we have an overall linear fade rate (Rfade, in units of % capacity loss per cycle), which 

encompasses fade from electrolyte decay (rED, also in units of % capacity loss per cycle) and fade 

from crossover (Rfade-rED), both of which are also assumed linear. The product of fcap, the fraction 

of original capacity accessed at any given time, and bs, the nominal battery size, determines the 

capacity accessed in a given cycle. The fraction of original capacity accessed is a function of Rfade, 

as calculated in Equation II-5: 

                                                 (II-5) 

where 𝑛!/!K  is the number of cycles passed since the last rebalancing event (i.e., t = R), and capmax 

is the maximum accessible capacity. The capmax decreases as the average oxidation state drifts 

with each cycle as a function of rED. The capmax can be defined by Equation II-6: 

                                                                                                                   (II-6) 

where 𝑛!/!L  is the number of cycles passed since the last servicing event (at which point capmax = 

100%, by definition). These cycle counters are defined in Equation set II-7: 

                               (II-7) 

The following assumptions have been used within the modeling framework: 

1. At the beginning of the battery life, the capacity is 100%. For simplicity, the nominal capacity 

is defined as the product of the power rating and duration of the battery. In actuality, the 

accessible capacity of a battery is dependent on many factors including current density [77], 

the depth of discharge [78], and average oxidation state [79], so impacts of this assumption 

should be explored in future work. 

2. Capacity fades linearly at a specified rate (Rfade) according to Equation II-5. It is assumed that 

the battery undergoes one charge/discharge cycle per day during the expected lifetime. 

3. Rebalancing occurs when the capacity fades to a predefined lower limit (caplim). The charging 

cost is scaled by the number of electrons required per vanadium ion to charge the battery to a 

R
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2+ and 5+ state on the negative and positive sides, respectively, as a result of rebalancing. This 

charging factor will be between 1-1.5 for partial rebalancing and 1.5 for full rebalancing. A 

description of how the charging factor is determined based on the capacity fade can be found 

in section S2 of the SI . 

4. As a result of rebalancing, capacity is recovered to the new capmax, which is equal to the 

maximum achievable capacity at the last rebalancing event less the fade from side reactions 

that have shifted the average oxidation state since (according to Equation II-6). 

5. This process repeats until the capmax itself decreases to the caplim. At this point, servicing 

occurs where a technician doses an amount of oxalic acid sufficient to return the average 

valence to 3.5+. The total cost of servicing is based on the labor cost (cost per nameplate kWh 

per visit) and the cost of the oxalic acid. Capacity is then assumed to return to 100% of the 

original capacity. 

6. These steps repeat throughout the specified operational period. 

This iterative process is illustrated in Figure II-3, which shows an annotated example simulation 

of the battery capacity as a function of time. We note that the physical separation of power and 

energy components in the RFB system and the use of vanadium redox chemistry enables open-

ended operation provided suitable control strategies and periodic maintenance schedules are 

employed. As such, we do not include end-of-life valuation or recycling of the various components 

(particularly the electrolyte), though future work should more carefully consider these 

assumptions. 

 

Figure II-3 – Example of the simulated VRFB capacity retention as a function of time annotated 
with the respective model steps (for illustrative purposes). 

Time
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The discrete nature of the model presents some limitations for data analysis purposes. Particularly, 

under certain conditions, the model can produce seemingly discontinuous curves, because it is 

discrete on the scale of days, which can result in a mismatching of the fade experienced in a day 

versus where the capacity limit lies. For example, if fade rates differ by a small amount (say, 0.01% 

per day), they may result in the same number of rebalancing and servicing events and thus 

ultimately the same LCOS. However, eventually, that small increase in fade rate will lead to the 

addition of a rebalancing and/or servicing event, which will change the LCOS. Thus, curves can 

appear piecewise or even oscillate if the variable at hand changes the capacity and the costs 

simultaneously (i.e., the sizing discussion in section 3.2). Because of this, polynomial fits are used 

in place of the raw output for some of the subsequent plots to more cleanly present trends (which 

are not altered by this representation). 

 

2.3 Model validation 

To validate our model outputs, we compare our base case to other LCOS models of VRFBs in the 

open literature. Lazard’s annual levelized cost of storage analysis is a useful source for costs of 

various energy storage systems, and, in 2018, reported levelized VRFB costs in the range of 293-

467 $ MWh-1 (for mid-scale systems ~10 MWh) [55]. Running the partial rebalancing model with 

a capital cost of 410 $ kWh-1 (the mean value given by Lazard for VRFBs of this size) and all other 

baseline values, the LCOS for the baseline VRFB system determined by this model is 420 $ MWh-

1. Using the lowest capital cost considered in this work (300 $ kWh-1) gives a LCOS of 350 $ 

MWh-1. Both values are within Lazard’s range of VRFB LCOS values. Other studies that calculate 

the LCOS of VRFBs and other RFBs report a wide range of values, though many of the more 

relevant scenarios, with respect to discount rate, size, etc., fall between 200 and 600 $ MWh-1 

[6,56,80]. 

 

3. Results and discussion 

Leveraging this LCOS model, we begin our study with a sensitivity analyses of input technical 

and economic parameters and then explore practical operating and design considerations such as 

rebalancing frequency and battery oversizing. In these analyses we examine the LCOS tradeoffs 
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between increases in upfront costs for flexibility in lifetime operating costs. Recognizing the 

separate financial considerations related to capital cost that are not captured in LCOS calculations, 

we conclude with an examination of the emerging vanadium leasing market, which aims to reduce 

the upfront cost burden. Unless otherwise noted, all analyses use the baseline values from Table 

II-2. 

 

3.1 Sensitivity analyses on fade rates and lower capacity limit to optimize rebalancing 

frequency 

The sensitivity of the model predictions to capital cost, overall fade rate, electrolyte decay rate, 

and lower capacity limit are of relevance, as these parameters contribute substantially to the LCOS 

and, in some cases, reported values can vary substantially across the literature (e.g., fade rates 

shown in Figure II-2) or are not publicly available (e.g., electrolyte decay rates). We first perform 

a sensitivity analysis on the effect of lower capacity limit (caplim) on LCOS. Unlike capital cost or 

fade rate, this is an operational, and thus optimizable, parameter that does not require technology 

or market development. Indeed, the lower capacity limit can be changed at any time and thus can 

be dynamically optimized to achieve the best LCOS possible. Figure II-4 shows, in general, how 

the choice of caplim impacts LCOS: setting the limit too high leads to a steep increase in LCOS as 

the costs of frequent rebalancing and servicing grow, but, conversely, setting the limit too low also 

causes an increase in LCOS as the battery is often storing much less energy. 

We select three capital cost (Ccap) values, 300, 400, and 500 $ kWh-1, which fall within present or 

near future cost projections per multiple sources, to assess model sensitivity [18–

20,23,55,61,73,81]. Figure II-4 shows there is an optimal caplim value, around 83% for the baseline 

case, and this optimal point is independent of Ccap. Increasing Ccap linearly increases LCOS as it 

represents a one-time, upfront cost, while we observe a nonlinear dependence of LCOS on caplim. 

The stronger dependence of LCOS on the caplim than on the Ccap is apparent from the convergence 

of the three Ccap curves at high caplim values. 
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Figure II-4 – Levelized cost as a function of lower capacity limit (caplim) for three capital costs. 
For plotting purposes, the upper limit of x-axis set to 99.5%, as the LCOS value goes to infinity as 
caplim approaches 100%. 

 

Next, we perform sensitivity analyses of the two fade rates, the overall fade (Rfade) and electrolyte 

decay rate (rED), on LCOS at the three different Ccap values. Since caplim is an adjustable set point, 

at each fade rate we optimize the caplim to give the minimum LCOS, which is then plotted in Figure 

II-5 for Rfade (Figure II-5a) and rED (Figure II-5b). In each case we hold the non-varied fade rate at 

its baseline value (0.442 and 0.055 % capacity loss per cycle for the overall and electrolyte decay 

rates, respectively). Note that in the case of Rfade, while improvements may be expected (i.e., 

decreased Rfade values) in the near future through advances in membrane and cell design, we are 

also interested in the impact of increased Rfade values that could occur if less expensive or less 

resistive membranes are necessary to enable Ccap reductions that promote market penetration. Such 

reductions in membrane price and resistivity would likely occur from a loss of selectivity and 

reduction of membrane thickness, respectively, both of which would increase crossover rates. 

It is perhaps intuitive that lower fade rates would correspond with lower LCOS values, as less 

rebalancing or servicing events are required. In addition, we expect systems with lower fade rates 

to have higher optimal caplim values, as the balance of the two trends can result in no change in the 

number of rebalancing and servicing events (i.e., approximately the same maintenance costs), with 

the added benefit of higher energy stored and thus lower LCOS. Put differently, the optimal caplim 

decreases with increasing fade rates as it becomes more favorable to allow the energy stored to 
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decrease in return for less frequent rebalancing or servicing. We see this is the case for Figure II-

5b: as the electrolyte decay rate increases, the optimal LCOS increases and the optimal lower 

capacity limit decreases. Interestingly, we see almost no change in the optimal LCOS as the overall 

fade rate increases (with the electrolyte decay rate held constant). This observation is a result of 

the near negligible cost of rebalancing as compared to the cost of servicing. Increasing the overall 

fade rate while holding the electrolyte decay rate constant is effectively increasing the crossover 

rate, which results in more rebalancing events. This appears to have no effect on LCOS, indicating 

the cost of rebalancing is minor, at least in the context of this model. This coarse finding suggests 

that improvements in membrane selectivity may not lead to long-term performance and cost 

benefits (though it impacts upfront costs, as explained earlier). While more detailed treatments of 

membrane performance within the environment of an operating cell as well as the effects of 

application-specific cycling need to be contemplated, this initial analysis suggests that reducing 

membrane cost rather than improving selectivity will have a greater effect on VRFB LCOS. 
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Figure II-5 – Sensitivity analysis of overall fade rate while holding electrolyte decay rate constant 
at its baseline value (0.055% capacity loss/cycle) (a) and sensitivity analysis of electrolyte decay 
rate (or electrolyte decay fraction, as a fraction of the overall fade rate) while holding overall fade 
rate constant at its baseline value (0.442% capacity loss/cycle) (b) on the optimal LCOS for three 
Ccap values (varying colors). The solid lines give the LCOS (left axis) and the dashed lines give 
the optimal lower rebalancing limit that gives rise to each LCOS point (right axis). 
 

In these analyses the battery capacity is fading and thus the capacity available each day is changing. 

While a lower caplim may lead to a better LCOS in some cases, such operation may not always be 

feasible for commercial applications as there may not be enough capacity to meet a particular 

demand. This necessitates consideration of battery sizing, which will be discussed in the 

subsequent section. 
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3.2 Sizing based on fade rate and nominal capacity ratings to ensure demand load is always 

met 

In some cases, such as when the electrolyte decay rate is very low, the optimal lower capacity limit 

is high (ca. 95%). From a practical standpoint, this is convenient for the VRFB vendor: if the 

optimal operating protocol allows capacity to stay within 95% of its original rating, then the seller 

can guarantee the battery capacity will always be within 5% of the original, nameplate rating. 

However, under many feasible scenarios, the optimal lower capacity limit is much lower. As 

battery suppliers must guarantee a certain minimum capacity rating to a buyer [82], it is 

informative to consider the common practice of system oversizing: while the battery may be 

nominally rated for 10 MWh – the capacity the user will expect – it can, in theory, provide more 

energy at the beginning of life. Note that this is in addition to the oversizing needed to compensate 

for the depth of discharge limits for a given battery. While this oversizing leads to a higher Ccap, it 

also enables less frequent rebalancing and servicing as capacity can decrease for a longer period 

of time, thus allowing for optimal caplim values lower than 95% based on the actual capacity while 

still providing at least 95% of the nominal capacity rating. Here we consider the impact of this 

tradeoff on LCOS. 

To model capacity oversizing, we stipulate that accessible capacity must always be within 95% of 

the nominal capacity and then define an oversizing factor, OF: 

                                                                                                    (8) 

The OF enables exploration of alternative caplim values, as it scales the system capacity such that 

the new caplim provides the same energy as the original value of 95% for the non-oversized system, 

which is needed to meet user requirements. For example, should an end-user desire a 10 MWh 

battery, and always needs to store at least 9.5 MWh: they have the option to either purchase a 10 

MWh battery and set the caplim to 95%, or alternatively to purchase a 12 MWh battery with a lower 

caplim of 79% (95%/79% = 1.2). In this way, the energy stored and used will always be 9.5-10 

MWh, but a larger range of lower caplim values can be accessed at the expense of higher upfront 

costs for the additional electrolyte (a tradeoff that can potentially reduce the LCOS). Unlike prior 

analyses in section 3.1, here the energy stored on any day will not vary unless the actual capacity 

lim
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retention of the battery drops below the nominal rating, and even then, it can only drop by an 

additional 5% of that rating until rebalancing must occur. 

Figure II-6a shows the LCOS as a function of lower capacity limit at three different electrolyte 

cost fractions. A base case Ccap of 400 $ kWh-1 was selected, and this is divided into the electrolyte 

cost fraction and the power cost fraction. The fraction which is due to electrolyte costs (either 15, 

30, or 45% of 400 $ kWh-1) is then scaled by the OF. The dashed horizontal line shows the LCOS 

for the base case where a 95% caplim is used (and thus there is no oversizing). Figure II-6b shows 

the corresponding OF at each lower caplim value, as well as the resulting Ccap due to scaling from 

the OF in each electrolyte cost fraction case. We see the LCOS curves for the oversized cases in 

Figure II-6a resemble those shown in Figure II-4. This is reasonable, as the same variable (caplim) 

is changing on the x-axis, with the only difference being an addition to the Ccap that increases as 

the OF increases. As we begin to oversize and allow for more fade, we see a decrease in the 

resulting LCOS, but the returns of the greater capacity range are diminished by the escalating cost 

of oversizing and the LCOS eventually increases above the baseline case at very low caplim values 

(< 50%). Thus, an optimum for oversizing exists where LCOS is minimized. For the three 

electrolyte cost fractions considered, this optimum ranges from 70-80%, corresponding to 

moderate oversizing between 18-34%, though less aggressive oversizing still leads to LCOS 

savings. As the electrolyte cost fraction increases, the LCOS increases because more capital 

expenditure must be scaled by the OF. 
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Figure II-6 – (a) LCOS (solid line) for an oversized system as a function of the lower capacity 
limit (caplim) for a system with a baseline capital cost (Ccap) of 400 $ kWh-1 at three different 
electrolyte cost fractions (colors). The dashed line represents the base case with no oversizing. (b) 
The Ccap as a function of lower caplim (solid line, left y-axis) and the oversizing factor (OF) 
corresponding to each lower caplim (dashed line, right y-axis). 

 

A key observation from Figure II-6 is that increases in Ccap can provide savings over the project 

lifetime if they correspond to sufficient improvements in operational performance. However, 

though these sizing considerations are necessary for any battery supplier to consider and 

potentially incorporate in their system engineering, it must be recognized that oversizing increases 

upfront cost, which may serve as a barrier to purchase for potential customers. To this end, 

vanadium leasing is a potential approach to reducing upfront costs, as will be discussed in the 

following section [83,84]. 
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3.3 Exploring the market of vanadium electrolyte leasing 

A common critique of the VRFB is the relatively high and volatile price of vanadium [24,25]. For 

example, in 2018, the price of vanadium pentoxide (V2O5), one of the most common vanadium 

electrolyte precursors, fluctuated greatly and nearly quadrupled before decreasing in early 2019 

[39]. At this juncture, supply volatility and high prices can be attributed to the relatively small size 

of the vanadium market, rather than scarcity or geological constraints [84]. Vanadium use is 

primarily limited to a single market, the production of steel, which accounts for about 90% of 

demand [85], and only China, Russia, and, most recently, South Africa are major exporters [84]. 

In 2018, in addition to the growth of the VRFB market, demand for vanadium rose after the 

creation of new Chinese rebar standards for steel that mandated an increase in the vanadium 

content [86]. Simultaneously, supply dropped as various vendors halted or fully shut down 

production due to ongoing environmental inspections and project closures [86]. 

Vanadium leasing, whereby a third-party company leases the vanadium, usually in the form of 

VRFB electrolyte, to a battery vendor or end-user is a proposed solution beginning to gain market 

traction. While payment schemes for electrolyte leasing have yet to be fully articulated, at least in 

the open literature, in general, it appears to comprise of a marked reduction in upfront capital cost 

(ca. 30% [83]) coupled with the introduction of an annual leasing fee [83,84]. This option is 

attractive as it lowers upfront investment, however, its impact on LCOS is unclear. Thus, we model 

a vanadium leasing scenario to determine whether it can reduce LCOS. Unfortunately, 

implementing a sophisticated leasing scheme into the model is not straightforward due to the lack 

of information regarding how these leases are contracted. Thus, for our analyses, we define a 

simple leasing scheme in which the cost of the electrolyte is removed from the Ccap and a yearly 

leasing fee is imposed. To the best of our knowledge, the only reference in the published literature 

regarding the magnitude of leasing fees is recent work by Skyllas-Kazacos, which defined the 

annual fee as the “fraction of electrolyte cost per annum” and used a baseline fraction of 0.1 [38]. 

As the appropriate magnitude of the annual leasing fee remains unclear, we solve for the maximum 

annual leasing fee that makes the leasing scheme competitive with the non-leasing scheme, which 

can serve as an upper bound for what is profitable to the lessee. This upper bound can be 

determined by first calculating the non-leasing LCOS with the original model at varying electrolyte 

costs (optimizing for lowest LCOS over all lower caplim values) and then, subsequently, 
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determining the yearly leasing fee that produces an LCOS under leasing equal to that without 

leasing. This essentially estimates the break-even cost of the leasing scheme, and can be 

determined analytically without calculating any LCOS values. We also calculate the internal rate 

of return (IRR) for the lessor under each scenario, assuming that the lessor provides an initial 

investment equal to the cost of electrolyte and receives the same, fixed annual fee every year 

throughout the 20-year operational life. Details of these calculations are provided in section S5 of 

the SI of the published version of this chapter [60]. 

For leasing to be an attractive option as compared to upfront purchase, vanadium prices must be 

sufficiently high and/or annual fees must be suitably low. At the time of writing, the price of 

vanadium pentoxide is ca. 16 $ kg-1 [39], which corresponds to 29 $ kg-1 of vanadium. Note that, 

in practice, electrochemical-grade vanadyl sulfate is used, but the costs associated with materials 

upgrading and refinement have not been articulated in the literature [6,19,21]. While, from a 

materials perspective, the costs to transform a vanadium precursor to vanadyl sulfate are expected 

to be low, especially at scale [87], the cost of electrolyte purification is unknown and will likely 

depend on the impurity profile of the precursor sources. Because of this uncertainty and the 

ongoing debate surrounding future vanadium pentoxide prices [85,88], we elect to vary the 

vanadium price both above and below the baseline of 29 $ kg-1. To translate the price of vanadium 

into the cost of electrolyte, we employ a bottom-up capital cost model previously developed by 

Darling et al. [61], using the baseline values from that publication and a 1.2 OF to mimic a 

commercial scenario (see section S4 of the SI of the published version of this chapter [60]). The 

final variable that can affect the feasibility and profitability of the leasing scheme is the annual 

discount rate on the lessee (defined earlier for all LCOS calculations as ry), which is varied in 

addition to vanadium price. 

The results of the leasing analysis are shown in Figure II-7.  The left plot (Figure II-7a) represents 

the lessee: the maximum annual fees that they could pay to break-even on their initial upfront 

savings through leasing is shown by the solid lines as a function of the vanadium price. The colors 

of each line represent different discount rates for the lessee, except for the pink lines which 

represent the scenario where the annual fee is 10% of the electrolyte cost (the Skyllas-Kazacos 

case). As the price of vanadium and thus the upfront saving from leasing increase, the maximum 

competitive leasing fee must also increase, which is to say leasing becomes competitive for larger 

annual fees. For a specified discount rate, any annual fee below the corresponding solid line 
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represents a scenario where the LCOS for the lessee is reduced via the leasing scheme. We note 

that the pink line is below all the other curves, implying that it corresponds to a lessee discount 

rate even lower than 4% and that, if this assumption is plausible, leasing would likely be a 

beneficial practice for lessees. This analysis implies that the leasing scheme not only lowers 

upfront cost, but, provided the fee is low enough, it can benefit battery operators by reducing the 

overall LCOS. It should be noted, however, that a representation of the annual fee as dynamic over 

time may be more realistic and would reduce the benefits to the lessee, however such an advanced 

treatment is beyond the scope of this initial work. Some considerations a lessor would likely take 

into account to develop a dynamic annual fee include inflation, predictions of future vanadium 

supply and demand, and the potential rise of alternative RFB chemistries that may reduce the value 

of the vanadium electrolyte. The dashed lines in this plot represent the IRR for the lessor under 

each scheme. The IRR does not vary with vanadium price in this analysis as is explained in section 

S5 of the SI of the published version of this chapter [60]. We can see the range of IRRs is ca. 8-

20%. At this point in time, it is difficult to speculate what magnitude of rate of return would be 

acceptable to a lessor, as these values are not widely available and vary across industries. However, 

metals leasing is an existing industry, with developed markets for leasing platinum, palladium, 

silver, and gold. At least initially, we expect that vanadium leasing rates would be similar to those 

for platinum, palladium, or silver, as these metals are leased for industrial use and have a higher 

risk associated with the loan than gold, which is usually leased for investment purposes and thus 

is not actually used in any physical manner [89]. 

Figure II-7b presents similar information to Figure II-7a, leveraging the same equations and 

variables, but this time from the perspective of the lessor. As a lessor, one may have a target IRR 

and this plot can be used to determine the annual fee that should be charged to match that IRR at 

a specific vanadium price. The minimum annual fees needed to meet each IRR are plotted in solid 

lines (left y-axis), while the various line colors corresponding to different vanadium prices. As 

expected, the fees that must be charged increase with increasing IRR and vanadium price. The 

dashed lines show the corresponding discount rate to the lessee under each scenario. Note that the 

discount rate is the same for all vanadium prices and only varies with IRR.  This observation is 

similar to that observed in Figure II-7a and is described in the SI (section S5) of the published 

version of this chapter [60]. In summary, while this analysis represents a preliminary interpretation 

of electrolyte leasing, it indicates that such a scheme may hold promise. However, further work is 
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needed to refine the economic details surrounding leasing agreements before the value proposition 

of this approach can be unambiguously determined. 

 

 

Figure II-7 – a) Maximum annual leasing fee (left y-axis, solid lines) to allow a competitive 
leasing scheme for the lessee, as a function of vanadium price (x-axis) at various discount rates to 
the lessee (red, blue, green, and purple), and the lessor’s internal rate of return to the lessor under 
each case (right y-axis, dashed lines). The pink lines represent the case where the leasing fee is 
10% of the electrolyte cost. b) Minimum annual leasing fee to be charged by the lessor (left y-axis, 
solid lines) as a function of the lessor’s desired internal rate of return (x-axis) at various market 
prices of vanadium (red, blue, green, and purple), and the discount to the lessee in each case (right 
y-axis, dashed lines). 

 

4. Conclusions 

A defining feature of VRFBs is the ability to recover capacity via periodic rebalancing of the 

external electrolytes and injection of chemical reductants. However, the added value of this 

resilience has not yet been well-articulated in techno-economic models of VRFBs. Accordingly, 

we have developed a simple model to calculate the VRFB LCOS by introducing a physical model 
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that captures capacity fade and rebalancing over the operating lifetime. The framework offers a 

systematic means of assessing battery operation with rebalancing and servicing providing new 

insights to cost reduction strategies. Leveraging this model, we are able to draw several important 

conclusions. The main theme of our findings is that there is often a tradeoff between changes in 

capital cost and changes in lifetime performance or operating costs as they affect the LCOS. In 

some cases, increases in upfront capital cost can minimize repeating, long-term operational costs 

and overall lower the LCOS, such as the use of oversizing to help meet nominal capacity 

requirements rather than overly frequent rebalancing. In other cases, such increases in upfront cost 

that reduce operating costs did not result in overall LCOS savings, such as the purchasing of more 

expensive and selective membranes to reduce crossover, a result of the relatively low price of 

rebalancing. Alternatively, leasing schemes that decrease the upfront capital cost in exchange for 

yearly operating fees did indeed show potential of lowering the LCOS for battery owners. These 

findings highlight the need to consider metrics beyond capital cost when determining viable energy 

storage solutions, and for RFBs in particular. 

While this study reveals several important gaps in VRFB research and development, at least in the 

published literature, it remains a fairly simple treatment of VRFB operation. To this end, future 

work should endeavor to refine aspects of this modeling framework to either further solidify 

conclusions described in the paragraph above or to enable assessment of other relevant technical 

and economic factors. With respect to the former, developing a more complete description of 

different fade mechanisms and their respective rates in VRFB systems as a function of electrolyte 

composition and cell operating conditions is of particular importance [8,90–93], especially in 

combination with application-informed duty cycles.  Such information would enable a more 

refined understanding of the fade rate variability and rebalancing schedules for different use-cases. 

With respect to the latter, this framework can easily be extended to asymmetric chemistries which 

may be cheaper than vanadium but whose operation is complicated by less-recoverable crossover. 

Such analyses can provide further insight into membrane requirements for asymmetric chemistries 

and/or suitable in-situ or ex-situ techniques for separation and decontamination of electrolytes. 

This is the focus of the subsequent chapter. 
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III. Assessing capacity loss remediation methods for asymmetric 
redox flow battery chemistries using levelized cost of storage 

 

1. Introduction 

As discussed previously, the unique architecture of RFBs enables excellent resiliency for 

maintaining their energy capacities.  However, crossover losses (i.e., the transport of active species 

through the semi-permeable membranes separating the positive and negative electrodes, which are 

designed to allow for transport of supporting ions to maintain charge balance [94]) is crucial to 

minimize. If these membranes are not perfectly selective for the desired charge-carrier species, 

then RFBs experience capacity reductions via undesired permeation of active species, often 

referred to as crossover [95]. While crossover is not the sole cause of capacity decline within RFBs, 

it is often the largest contributor and may halve the accessible capacity within 100-200 cycles [12]. 

One strategy for mitigating the effects of crossover is the use of a “symmetric” redox chemistry, 

where all active species are based on a single parent compound [14]. In this case, crossover does 

not lead to cross-contamination and associated capacity losses are recoverable via periodic 

electrolyte rebalancing: the transfer and mixing of partial or full volumes of electrolyte between 

the two reservoirs to balance the concentrations of active species. Rebalancing is a powerful 

capacity-remediation tool, as it allows the electrolyte to be used indefinitely, assuming other non-

crossover capacity losses can be managed and/or remediated as well, which significantly reduces 

maintenance costs [16]. A number of symmetric chemistries have been contemplated for RFBs 

leveraging inorganic [75], organic [96–99], and organometallic [100–102] active species, but 

vanadium remains the canonical example. 

Vanadium RFBs (VRFBs) are the most researched and commercialized RFB technology, primarily 

because vanadium has four stable and soluble oxidation states accessible within the 

electrochemical stability window of aqueous acidic electrolytes on carbon electrodes. This, in turn, 

allows for a symmetric chemistry (V2+/V3+ in the negative half-cell and V4+/V5+ in the positive 

half-cell) and continual recovery of crossover capacity losses via rebalancing. While the VRFB 

system benefits from reduced maintenance costs, it suffers from a high upfront cost, due, in part, 

to the price of the active species [24,25]. Vanadium prices have been relatively volatile since the 

1980’s, and especially so in the last four years with a late 2018 peak of over ten-fold the price at 
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the start of 2016 [39]. The volatility has been attributed to: 1) the limited geographic locations of 

vanadium mines that leave the few countries that contain them (mainly China, Russia, and South 

Africa) with a strong control over the global vanadium supply [103], 2) new steel rebar standards 

that require increased vanadium content (already, 90% of current vanadium demand is steel [85]), 

and 3) decreases in supply due to mine closures [86] (discussed in more detail in Chapter IV). 

The magnitude and uncertainty of vanadium prices is considered a key impediment to broad 

deployment, which has motivated research into alternative chemistries based on lower-cost and 

widely-available materials [26–28]. 

In recent years, the literature has seen a surge of new, potentially-inexpensive, and usually 

asymmetric RFB chemistries, necessitating consideration of how one might execute asymmetric 

electrolyte maintenance. Since asymmetric chemistries utilize different active species in the 

positive and negative half-cells, active species crossover results in cross-contamination. With these 

chemistries, capacity-loss remediation is expected to be a more challenging and chemistry-

dependent problem whose technical and economic consequences remain largely unarticulated in 

the open literature. A recent perspective by Perry et al. describes potential approaches for 

mitigating and remediating capacity losses due to crossover [16]. The options for crossover 

remediation  depend on the fate of the active species upon entering the opposing half-cell; 

crossover can either be “destructive,” where the active species are unstable in the chemical and 

electrochemical environment of the opposing half-cell and thus results in non-recoverable losses, 

or “non-destructive,” where the active species remain intact in the opposing half-cell [16]. 

Destructive crossover remediation requires actives species replacement, but the authors note that 

there are no known RFB chemistries that experience destructive crossover in the published 

literature and thus do not explore this technique. What is more common, however, is time-

dependent (i.e., not crossover-dependent) active species decay in either half-cell, which would also 

necessitate active-species replacement [27]. In this work we divide the asymmetric chemistries 

and their remediation methods not by the stability of the active species upon crossover, but rather 

by the general stability or lifetime of the active species in their intended chemical and 

electrochemical environment, of which we note two classes: infinite and finite lifetime. 

Finite-lifetime species experience decay and thus may require periodic replenishment or 

replacement. These species are generally organic compounds, which, despite uncertainty in their 

long-term stability, are attractive for RFBs as they are expected to be low-cost [104] and their 
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properties can be tuned through molecular functionalization; for example, increasing molecular 

size lowers crossover rates due to increased steric hindrance [105]. While organics are currently 

the most common finite-lifetime species used as active species in RFBs, the concept of finite-

lifetime species is general and includes coordination complexes, inorganic compounds, and any 

other species that requires replacement during a project lifetime due to irreversible decomposition 

under normal operating conditions. Recent studies have shown that molecular decay rates of 

organics in RFB electrolytes are time-dependent and a function of the chemical, thermal, and 

electrochemical environment [106]. In particular, decay is generally accelerated when the 

molecule is in the “energized” state (for RFBs, this is the oxidized and reduced states for the 

positive and negative electrolytes, respectively) [24,27]. There is ongoing research into organic 

active species with longer lifetimes and techniques to optimize operating conditions to mitigate 

decay [107–109]. However, to the best of our knowledge, methodologies for removing and 

replacing decayed active species have not yet been systematically explored, likely due to the 

nascence of this particular class of chemistries. Note that the addition of active species without 

concomitant removal of the decay products is likely to be unsustainable in most cases, as it will 

lead to increases in solute concentration or total volume. Though largely chemistry-specific, 

removal would require targeted separation processes, which are likely to be complex, energy-

intensive, and costly for concentrated multicomponent solutions, unless active species are 

intentionally designed to be easily separable from their decay products (e.g., if decay products are 

gases or easily precipitable). Recovered decomposition products could potentially be regenerated 

or repurposed, either for fresh electrolyte or as feedstock for other chemical processes, though the 

technical and economic feasibility of such strategies will again depend on the underlying 

chemistry. These complications should be factored into techno-economic assessments; although 

inexpensive active species may reduce upfront capital costs, operating and maintenance costs may 

ultimately challenge the viability of such systems [106]. 

Infinite-lifetime species experience minimal degradation and primarily lose capacity via crossover, 

which allows for a range of capacity recovery strategies [16]. In general, these redox couples 

consist of inorganic materials that are ideally low-cost, abundant, and soluble in aqueous 

electrolytes, often in the form of redox-active salts with the cation (e.g., Fe, Cr, Zn) [110,111], 

anion (e.g., Br, I, FeCN) [112,113], or in some cases both [114], storing charge. The stability of 

these species usually translates to a non-destructive crossover scenario, meaning they are stable in 
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the chemical and electrochemical environment of both their original half-cell as well as the 

opposing half-cell. Thus, these chemistries can often be employed with the spectator strategy, 

where the electrolytes are mixed (i.e., contain both active species) to make the chemistry pseudo-

symmetric and enable electrolyte rebalancing [16]. However, the spectator strategy decreases 

energy density and increases electrolyte cost by reducing the active species solubility and adding 

inactive chemicals, respectively, but if employed by suitable chemistries for stationary 

applications, these drawbacks may not be critical. An alternative approach to preventing capacity 

fade due to crossover is the use of a perfectly-selective membrane, such as a non-porous single-

ion conductor (e.g., a ceramic). This strategy has received limited attention in the RFB field as 

experimental campaigns have been hampered by the cost, robustness, and increased resistance of 

available ceramics, as compared to polymeric membranes, all of which are anticipated to limit cell 

performance and system cost [115–119]. Note that both the spectator and perfect separation 

strategies are also viable approaches for finite-lifetime chemistries as well, but do not address 

active species degradation (unless the degradation primarily results from crossover), which limits 

their value to these systems. 

Here, we use a simple levelized cost of storage (LCOS) model to evaluate the techno-economic 

benefits and limitations of low-cost, asymmetric chemistries with active species of finite and 

infinite lifetimes. Previously, we developed an LCOS model for VRFBs to assess the value of 

capacity recovery, and used the framework to explore practical operating considerations, such as 

sizing, rebalancing schedule, and electrolyte leasing [60]. While LCOS analyses consider the 

lifetime costs of the system for the optimal long-term solution, short-term metrics like the capital 

cost are also important in evaluating considerations around project investment and financing. 

Indeed, capital cost targets are a key metric cited when contemplating the economic viability of 

different energy storage solutions [9,10]. Recognizing the need for RFBs with low capital costs, 

we extend our LCOS model to explore the methods and associated costs for capacity-loss 

remediation for asymmetric chemistries using active species of finite and infinite lifetimes. For the 

former, we explore the logistics and costs of the active-species replacement process. For the latter, 

we explore the spectator strategy, using iron-chromium as a case study, as well as the use of zero-

crossover membranes as capacity remediation and elimination techniques, respectively. These 

systems are compared to the VRFB system, the incumbent solution (i.e., an RFB with higher 

capital costs and the ability to recover capacity at low costs) to determine the conditions under 
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which the reduced upfront cost of less expensive, asymmetric chemistries offsets the more 

complex and, in some cases, more expensive maintenance required to recover capacity losses. 

 

 

2. Methods 

The methodology for this work is informed by the economic and physical models developed in 

Rodby et al. to assess the LCOS of VRFBs [60], with key modifications to the operating and 

maintenance costs based on the chemistries considered. As such, repetitive details are omitted from 

the main text but can be found in the Supporting Information (SI) of the published version of this 

chapter [120]. In brief, we employ the following equation for LCOS ($ MWh-1), defined generally 

as the ratio of the discounted costs to the discounted energy stored over a project lifetime: 

LCOS = *+,-./0123	,/5	.6	-.,1,	.728	9+621+52
*+,-./0123	,/5	.6	2028:;	,1.823	.728	9+621+52
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where It ($) is the investment expenditures, Lt ($) and Tt ($) are the loans and the taxes on those 

expenditures, respectively, OMt ($) is the operating and maintenance costs, Ct ($) is the charging 

costs, and Et (MWh) is the energy stored. These terms are tracked and summed across time (t), 

which, depending on the term, is either on a yearly (t ∈ {ℤ+ ∪ [1,n]}) or daily (t ∈ {ℤ+ ∪ [1,k]}) 

basis, where n and k = 365n are the number of years and days of battery operation, respectively. 

The summed costs are discounted with a periodic rate, r, which is also applied yearly (ry) or daily 

(rd), depending on the cost period. Capacity loss is encompassed in the dynamic Et term, while the 

costs to remediate capacity loss are captured in the OMt and Ct terms. The full set of equations 

used to calculate the terms in Equation III-1, as well as the inputs used for various parameters, are 

provided in Section S1 of the SI of the published version of this chapter [120]. This approach for 

modeling LCOS has been used before to assess energy-storage technologies, and we draw input 

values from those published reports [54,55]. 

The dynamic capacity model, which incorporates fade and recovery, is similar to that used in our 

earlier work [60], although here it is presented in a more generalized fashion that we subsequently 

adapt for each chemistry. We assume linear overall capacity fade, which is the sum of a constant 

rate of crossover losses (rCO, in units of % capacity loss per cycle), which can be remediated by 
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rebalancing, and a constant rate of electrolyte decay losses (rED, also in units of % capacity loss 

per cycle), which must be remediated using alternate servicing methods. We encompass all non-

crossover losses in the electrolyte decay rate, which refers to side reactions and/or active species 

decay (the latter only applying to finite-lifetime chemistries). We elect to ignore any non-

electrolyte losses, such as membrane fouling or electrode decay, because these components 

generally degrade on timescales longer than those anticipated for electrolyte crossover and decay 

(i.e., require replacement every five to ten years [6,19]) and their degradation is assumed to be 

independent of the symmetry or lifetime of the chemistry, the focus of this work. The capacity 

accessed in a given cycle is equal to the product of the nominal battery size and fcap, the fraction 

of original capacity accessible at that time. This fraction changes as the battery experiences 

electrolyte decay/crossover and subsequent remediation: 

𝑓B6M = 100%− b𝑟NO ∗ 𝑛BPBQ (𝑡)d − [𝑟0R ∗ 𝑛BPBS (𝑡)]                                              (III-2) 

where 𝑛!/!K  and 𝑛!/!L  are the number of cycles passed since the last rebalancing event (i.e., t = R) 

and the number of cycles passed since the last servicing event (i.e., t = S), respectively. These 

counters increase each cycle and reset once rebalancing or servicing occurs and capacity is 

regained. These terms are further defined in Equation III-3. We note that servicing also resets the 

rebalancing counter, as we assume servicing achieves total capacity recovery. 

                           (III-3) 

To determine when to service or rebalance the system, we define a lower capacity limit (caplim); 

once the accessible capacity declines to the caplim, capacity remediation is performed. In the case 

of symmetric and pseudo-symmetric chemistries, rebalancing will occur, which regains the 

capacity lost to crossover but not that lost to electrolyte decay. This process repeats until the total 

accessible capacity upon rebalancing has decayed to the caplim (i.e., 𝑐𝑎𝑝&$T ≤ 100%− 𝑟IU ∗

𝑛!/!L (𝑡)), at which point electrolyte servicing is performed. Where rebalancing is not feasible (i.e., 

asymmetric chemistries), rebalancing is not employed and instead a servicing event occurs each 

time the accessible capacity decays to the caplim. This iterative capacity fade and recovery process 

is illustrated in Figure III-1, which exemplifies a simulation of the capacities of a generic 

symmetric and asymmetric RFB as a function of time. The nominal capacity rating is maintained 
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via a combination of the choice of caplim and oversizing of the capacity. Under a given scenario, 

the tradeoff between the increase in upfront cost to oversizing (i.e., higher oversizing factor, OF) 

and the ability to remediate capacity losses less frequently (i.e., lower caplim) is optimized to find 

the combination of caplim and OF that minimizes the LCOS. The optimal caplim/OF balance 

changes as the conditions or chemistries vary; Figure III-1 exemplifies how symmetric chemistries 

would likely have higher optimal caplim values, as compared to asymmetric systems, because their 

ability to regain capacity loss with low-cost maintenance makes more frequent remediation 

preferable (i.e., results in a lower LCOS) to more significant capacity oversizing. 

The costs of performing electrolyte maintenance are chemistry-specific and can be generally 

summarized as: (1) the cost of electricity to perform rebalancing to account for the energetic losses 

of crossover and self-discharge, which is only applicable to symmetric and pseudo-symmetric 

chemistries, and (2) the cost to perform servicing, which requires “oxidative maintenance” (e.g., 

reductant chemicals, for VRFB, or a rebalancing cell, for iron-chromium) for infinite-lifetime 

asymmetric chemistries or “decay maintenance” (i.e., separation and replacement or recovery of 

the decayed species, or total electrolyte replacement) for finite-lifetime asymmetric chemistries. 

The specific methods for modeling these costs are explained in greater qualitative detail in the 

Results & Discussion and in greater quantitative detail in Section S1 of the SI of the published 

version of this chapter [120]. Input values for relevant parameters that are used for the various 

chemistries contemplated here are summarized in Table III-1. 

 

 

Figure III-1 – Example of the simulated capacity retention for generic symmetric (left, blue; 
e.g., VRFB) and asymmetric (right, red) RFB chemistries (for illustrative purposes).  
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Table III-1 – Symbols, names, assumptions, values, and sources for the chemistry-specific model 
parameters. Values with asterisks (*) are baseline values but are subsequently varied in sensitivity 
analyses. For the “generic infinite-lifetime chemistry and/or Fe-Cr” column, the values given for 
each parameter apply to both cases except for the asterisked variables, of which the baseline values 
correspond to the Fe-Cr case but are varied for the generic case (see Figure III-3). Note: the SI 
mentioned refers to that of the published version of this chapter [120]. 

Symbol Name Assumptions Values and Sources 

   VRFB Generic infinite-
lifetime chemistry 

and/or Fe-Cr 

Generic 
finite-lifetime 

chemistry 

O 
Operational 
servicing fee 

Electrolyte service 
fee (labor, transport, 
and other bulk costs; 
excludes electrolyte 

costs) 

0 $ kWh-1 per visit 
(see Section 3.1)  

N.A. 
(see SI Section 

S1.2) 

4-20 $ kWh-1 per 
visit 

(see Section 3.1) 

εE	

Roundtrip 
system cycle 

energy 
efficiency 

 
Product of voltaic, 

coulombic, and 
system efficiencies 

75% [61] 75% [61] 75% [61] 

rCO 
Crossover 
fade rate 

 
Contribution of fade 

recovered with 
rebalancing 

0.387% capacity 
loss per cycle [60] 

 
0.3% capacity loss per 

cycle [25]  

0% capacity loss 
per cycle 

(see Section 3.1) 

rED 
Electrolyte 
decay rate 

 
Contribution of fade 
requiring servicing to 

remediate 
 

0.055% capacity 
loss per cycle [60] 

 
0% capacity loss per 
cycle (see SI Section 

S1.2) 

 
* 0.1% capacity 
loss per cycle 

(see Section 3.1) 

U Open circuit 
voltage 

At 50% SOC and 
relevant operating 

conditions 
1.4 V [61] * 0.98 V [121] 1.5 V [61] 

MWactive 

Equivalent 
weight of 

active species 

 
- 51 g mol-1 

(vanadium) 

 
* 52 g mol-1 
(chromium) 

 
150 g mol-1 [61] 

concactive 
Concentration 

of active 
species 

 
Concentration near 

general aqueous 
solubility limit of 1.5 
M, 1 M for spectator 

strategy cases 

 
 

1.5 M 

 
 

1 M [122] 

 
 

1.5 M 

cactive Cost of active 
material 

 
- 

30.14 $ kg-1 V 
[39] (see SI 

Section S2.3) 

* 2.29 $ kg-1 Cr 
[123,124] 

* 3.50 $ kg-1 
[61,104,125] 

Celectrolyte 
Total cost of 
electrolyte 

Cost per energy 
throughput, before 

oversizing (OF = 1). 
See SI Section S2.2 

 
122 $ kWh-1 

 
* 23 $ kWh-1 

 
* 50 $ kWh-1 

ca 
Areal cost of 

reactor 

Estimated from 
existing RFB techno-
economic analyses, 
see SI Section S2.2  

450 $ m-2, 
158 $ kW-1 
[19,61,126] 

450 $ m-2, 
323 $ kW-1 
[19,61,126] 

* 450 $ m-2 ,  
138 $ kW-1 

[19,61,126] 
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3. Results and discussion 

We apply our LCOS model to the two asymmetric chemistry classes – those with active species 

of either finite or infinite lifetimes – and compare these results to a VRFB baseline to evaluate 

their ability to compete with the state-of-the-art. Regarding finite-lifetime chemistries, we model 

different options for active-species replacement and explore the feasibility of each, while also 

estimating the sensitivity of LCOS to electrolyte decay rate, electrolyte cost, and reactor cost for 

each remediation scheme. For infinite-lifetime chemistries, we consider two methods for 

addressing crossover losses: 1) remediation of crossover by applying the spectator strategy to make 

the chemistry pseudo-symmetric and allow for rebalancing, or 2) elimination of crossover 

altogether via use of a perfectly selective separator. In examining the spectator strategy, we focus 

on the ability of a chemistry to competitively employ this scheme through calculation of the 

electrolyte cost, and use iron-chromium as a case study. In examining the perfectly selective 

separator case, we determine the bounds of separator cost, cell potential, and cell resistance needed 

to approach viability. 

 

3.1    Remediating capacity loss for asymmetric chemistries with active species of finite lifetime: 

active-species replacement 

RFB chemistries with finite lifetimes inevitably require periodic active-species replacement. To 

our knowledge, the logistics of such processes have yet to be considered in the published literature 

but likely possess technical and economic challenges specific to the underlying chemistry. In these 

finite-lifetime systems, capacity fade is due to a combination of crossover and active species decay, 

although, for most embodiments to date, active species decay rates are generally one or more 

orders of magnitude greater than the rates of loss due to crossover [27]. We propose two potential 

options for capacity remediation for such systems, each employed periodically: (1) separation and 

removal of the “contaminants” (i.e., species that have decayed or crossed over), followed by either 

(1a) replacement with fresh active species or (1b) recovery and reuse of the active species from 

these contaminants (which may require methods to reverse decay), or (2) total replacement of the 

electrolytes. Targeted removal of contaminants eliminates the waste of replacing non-decayed 

electrolyte and may even allow for reuse of the recovered species, but the selectivity, energy 
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requirements, and cost of chemistry-specific separation processes are unknown and may be 

prohibitive. Conversely, one could eliminate the need for any separation processes, at least on-site, 

by replacing the entire electrolyte upon reaching a capacity loss threshold (i.e., caplim), but this 

requires the exchange of large volumes and potentially sacrifices a significant quantity of valuable 

material. For the first option, we model only the separate/recover/reuse scenario (1b), as the 

separate/replace scheme (1a) lies between the lower bound of full reuse and the upper bound of 

total electrolyte replacement options in terms of resources required. Again, we note that simple 

addition of more active species or electrolyte without concomitant removal of contaminants or 

contaminated electrolyte is likely to be an unsustainable solution in most cases, as it will lead to 

increases in solute concentration or total volume, respectively. 

These two remediation schemes are modeled differently, though both are fairly simple to represent. 

Total electrolyte replacement cost is intuitively modeled as the product of the electrolyte cost 

(Celectrolyte, $ kWh-1) and the nominal capacity rating of the battery, plus an operational servicing 

fee. In this case, the fee should cover the labor to execute the replacement, the cost to transport 

electrolyte to and from the battery site, and perhaps the post-processing or disposal of the spent 

electrolyte. We estimate the costs for the labor and transport are ~4 $ kWh-1, so we use this as a 

lower bound for the servicing fees used with the finite-lifetime cases (see SI Section S1.3 for 

details). Conversely, the separate/recover/reuse scenario is difficult to rigorously model, as there 

is chemistry-specificity regarding the exact methods and, by extension, associated costs needed to 

separate out decayed and crossed-over contaminants, reverse any decay, and finally reintroduce 

these species to their original half-cell. Accordingly, we elect to encompass all of these material 

and energy costs, in addition to the cost of the labor required to execute these actions, in the bulk 

operational servicing fee term. By varying the magnitude of the service fee (here, we show results 

using 4 and 20 $ kWh-1), it is possible to estimate what additional servicing costs are allowable if 

the RFB chemistry is to be cost-competitive with the VRFB, on a LCOS basis. To further facilitate 

the modeling of these chemistries, we set the rCO (the capacity fade rate that is recoverable upon 

rebalancing) to 0% per cycle, encompassing all fade in the rED term, as all fade experienced in 

these asymmetric chemistries must be recovered via servicing (i.e., rebalancing to remediate 

crossover losses is not an option). Thus, crossover is treated as a mode of electrolyte decay, 

because it requires the same general remediation mechanisms as active species decay (i.e., options 

1 and 2, explained above). We note that crossover complicates the chemistry-specific separations 
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needed by adding more species to separate on top of those that have decayed, particularly because 

the fate of crossed-over species (i.e., whether they stay intact or decay to any number of products) 

could be uncertain or variable [127]. Finally, as discussed in the Introduction, we assume these 

finite-lifetime species are organic compounds, with an average equivalent weight of 150 grams 

per mole, in aqueous electrolytes (we also assume that, in the case of two electron transfer, both 

transfer events occur at the same electrode potential) [61]. Quantitative representations of the 

chemistry-specific servicing costs (which includes both the servicing fee as well as other chemical 

costs, which are treated separately) can be found in Section S1.2 of the SI. 

In addition to the operational service fee, the achievable lower bounds of electrolyte decay rate 

and electrolyte cost for finite-lifetime chemistries remain open questions and are the focus of active 

fundamental and applied research. To date, at-scale demonstrations of finite-lifetime chemistries 

in RFBs have been limited to a few start-up companies [128–132], and details on their specific 

redox chemistries, system configurations, performance abilities, and operational and maintenance 

approaches are not reported. Consequently, we perform sensitivity analyses on electrolyte cost and 

decay rate, along with reactor cost, to determine cost and performance targets. Figure III-2 below 

shows the LCOS sensitivity as a function of these three variables for the two remediation schemes 

(separate/recover/reuse in green and total electrolyte replacement in red) for an asymmetric, finite-

lifetime chemistry. Values for VRFBs are provided for comparison (plotted in blue), which are 

treated as constant base cases because they have a relatively developed market and established 

body of research such that there is greater certainty around the present techno-economic parameter 

values. The VRFB case assumes a service fee of 0 $ kWh-1, as it must only encompass the labor 

of adding the chemical reductant, which was determined to be negligible (see SI Section S1.3), 

while two higher service fees (4 and 20 $ kWh-1) are used for the asymmetric cases. These different 

operational service fees are represented by varying line styles. There are two immediate insights 

gained from Figure III-2: (1) LCOS is highly sensitive to electrolyte decay rate and electrolyte 

cost, and (2) the separate/recover/reuse scheme appears more likely to be competitive with VRFBs 

than the total replacement scheme. Indeed, at a service fee of 4 $ kWh-1, total electrolyte 

replacement requires very low decay rates (≤0.02 % capacity loss per day at the baseline electrolyte 

cost of ~50 $ kWh-1) and/or electrolyte costs (≤13 $ kWh-1 at the baseline decay rate of 0.1 % 

capacity loss per day), or some optimal combination between these baselines and targets for both 

parameters, to achieve a lower LCOS than a VRFB. Whereas, even with a higher service fee of 20 



 

 
52 

$ kWh-1, the separate/recover/reuse scheme enables more lenient targets for the decay rate (≤0.06 

% capacity loss per day at the baseline electrolyte cost of ~50 $ kWh-1) and the electrolyte cost 

(≤30 $ kWh-1 at the baseline decay rate of 0.1 % capacity loss per day). However, these cost and 

performance targets are highly dependent on the service fee, particularly for the 

separate/recover/reuse scheme. 

To contextualize these electrolyte cost targets, we can look to the limited techno-economic studies 

on aqueous organic electrolytes (note: all studies assume an average cell voltage of 1.5 V). Darling 

et al. estimated the electrolyte cost for an aqueous organic RFB to be ~235 $ kWh-1 in 2014, and 

between 45 and 90 $ kWh-1 in the “future” [61]. The 2018 work by Dieterich et al. modeled the 

production cost of AQDS (~157 grams per mole electron, assuming a two-electron transfer), a 

well-known finite-lifetime active species for RFBs that is relatively easy and low-cost to 

manufacture [24,133], and estimated the total electrolyte cost for an AQDS chemistry (assuming 

the cost of the negative and positive electrolytes are approximately equal) to be 50 and 65 $ kWh-

1 at production scales ~100 and ~200 MWh of flow battery capacity deployed per year, respectively 

[104]. Based on their estimates of materials costs alone, it is difficult to envision reducing 

electrolyte costs below 30 $ kWh-1 while utilizing existing production methods (regardless of 

production scale). Furthermore, a recent study by Gregory et al. estimates that reducing the 

electrolyte price of an aqueous RFB system using AQDS on the negative side or a ferrocyanide-

based positive electrolyte to our baseline electrolyte cost of 25 $ kWh-1 per side (i.e., 50 $ kWh-1 

overall) would require a production scale equivalent to producing 10 GWh of flow batteries per 

year [125]. Currently, there  only ~100 MWh of RFBs deployed globally, with another ~1 GWh 

contracted, announced, or under construction [11]. These studies clearly demonstrate that low-cost 

(i.e., ≤50 $ kWh-1) electrolytes for finite-lifetime chemistries will require one or more of the 

following factors: the use of previously unstudied active molecules, development of new 

production pathways for existing active molecules (e.g., AQDS), internal production of the active 

molecules by the RFB company (to minimize markups by suppliers), and/or drastic increases to 

production scale (either by growth of the RFB market utilizing these chemistries and/or other 

markets for these active species).  Therefore, the more promising pathways to viable asymmetric 

chemistries with finite lifetimes are those that can enable low service fees or low decay rates. 

With respect to electrolyte decay rates, those reported in the literature range five orders of 

magnitude (from as low as order 0.001 to as high as order 10, in units of % capacity loss per day), 
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which challenges a feasibility judgement on the decay-rate baseline of 0.1 % capacity loss per day 

[27,108,109]. This variability can be attributed to differences in the choices of active species, 

experimental apparatus, testing protocols, and other experimental conditions. Further, the 

protocols and the conditions used to measure these decay rates may be less aggressive than those 

of a deployed system, potentially making these conservative estimates. That said, several 

publications have reported active-species stability in the desired range of ≤0.1 % capacity loss per 

day [27,108,109,134,135], including many quinone-derivatives. In working to reduce these key 

variables, note that electrolyte price and decay rate may not be independent, as functionalization 

of organic molecules often improves stability [27,136] and, likely, simultaneously complicates the 

manufacturing process and thus adds to the chemical cost. Relative to those two variables, reactor 

cost has a lesser effect on LCOS, though it is important to consider as organic molecules are 

generally larger than their aqueous supporting salts, providing the opportunity to leverage size-

exclusion membranes as opposed to more expensive ion-exchange membranes [105]. There is also 

the potential to employ lower-cost membranes ill-suited for VRFBs, either via the use of 

electrolytes with milder pH [108,134] or a less oxidizing active species [8]. 

Based on our evaluations of the feasibility of achieving the relevant targets for electrolyte cost and 

decay rate, the separate/recover/reuse remediation process appears capable of making asymmetric 

chemistries of finite lifetimes competitive with VRFBs if the service fees to employ it can be kept 

sufficiently low. The 20 $ kWh-1 service fee already sets seemingly difficult targets; for example, 

an electrolyte cost of 30 $ kWh-1 seems infeasible with our current solutions, even assuming the 

possibility of vast scale-up, as previously discussed. From these observations, we propose that the 

costs to separate/recover/reuse should be limited to ≤10 $ kWh-1 to allow for viability at the 

expected lower limits for electrolyte cost and decay rate. At this juncture, it is difficult to assess 

the feasibility of this target, due to the absence of discussion or study of these methods in the open 

literature. A notable exception is the work of Goulet et al., which explored decay reversibility for 

an aqueous chemistry with a finite-lifetime species on the negative side (i.e., a quinone derivative) 

[107]. The authors were able to reverse 70% of the decay, which had already been mitigated to 

0.14 % per day by limiting the state of charge, via aeration of the electrolyte. They estimated that 

the modifications to RFB operation needed to facilitate this capacity loss reduction/remediation 

would add ~20 $ kWh-1 to the capital cost, which corresponds to an annual operating and 

maintenance cost of just over 2 $ kWh-1 per year if calculated assuming a 20 year lifetime and 8% 
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discount rate [137]; while this is within our desired range, the remaining 30% of the decayed 

species that cannot be rejuvenated via aeration alone would eventually require separations. 

Three complicating features of this system to consider regarding separations are (1) the high 

overall electrolyte concentrations, (2) the need to keep the main stream of electrolyte (i.e., what 

remains after separating out the decayed species) almost entirely uncontaminated from the 

separations process and the further desire to recover the decayed species intact as well for reuse in 

the system, and (3) the likely similar characteristics of the decayed species being targeted for 

separations and the active species that must remain in the electrolyte. Methods for separating 

organics via exploitation of differences in the physical, chemical, and/or electrochemical 

properties exist and can even separate similar compounds (e.g., isomers) [138,139]. It seems 

reasonable to assume that expertise in separating decay product lies within the process industry 

given the requirements to create products of sufficient purity. Consequently, chemical 

manufacturers may be uniquely positioned to design new redox active compounds with decay 

reversal or recovery as a key design parameter, or else offer technical solutions for separation of 

pristine species from decay products either on-site or at a centralized facility. Next, we consider 

remediation techniques for infinite-lifetime species. We note that while separations processes 

could be used for crossover remediation in these cases as well – and there are, in fact, relatively 

developed and low-cost methods for separating mono- and multi-valent ions from multi-

component mixtures (e.g., wastewater treatment) [140] – the other techniques available for these 

chemistries, discussed below, are anticipated to be economically preferable to total electrolyte 

replacement or complicated separations. 
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Figure III-2 – LCOS as a function of electrolyte decay rate (a, top), electrolyte cost (b, middle), 
and reactor cost (c, bottom) for a generic, asymmetric chemistry employing the 
separation/recovery/reuse remediation method (green lines) or total electrolyte replacement 
remediation method (red lines). These are compared against baselines for a VRFB (blue lines), 
which do not change with the x-axis variables. The vertical lines represent the baseline value of 
each x-axis variable for the asymmetric case (grey) and the vanadium case (blue) (note that 
vanadium does not decay and its electrolyte cost, ~122 $ kWh-1, exceeds the x-axis scale in 2b, 
thus the vanadium x-axis baseline is only visible in 2c). The line styles correspond to varying 
operational service fees.  
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3.2    Remediating capacity loss for asymmetric chemistries with active species of infinite lifetime: 

the spectator strategy 

Crossover – driven by electroosmotic drag and gradients of concentration, potential, and/or 

pressure across the half-cells – is a primary cause of capacity loss for asymmetric RFB chemistries 

with active species of infinite lifetimes. However, the stability of these active species in their home 

and opposing cell environments enables use of the spectator strategy, where both active species 

are dissolved in each half-cell electrolyte. A mixed electrolyte is typically prepared with equal 

concentrations of active species in their discharged forms and used in both reservoirs. During 

operation, the active species for the positive half-cell reaction serves as the charge storage species 

on the positive side of the cell and as a spectator on the negative side of the cell. The opposite is 

true for the active species for the negative half-cell reaction. This transforms asymmetric 

chemistries into pseudo-symmetric chemistries and allows for utilization of the same VRFB 

rebalancing methods [12,42–45,60] to remediate losses due to crossover. Further, crossover is 

actually mitigated by the spectator methodology itself [16,25], as diffusive fluxes between the two 

electrolytes that drive crossover are also significantly decreased with this strategy [127]. 

As mentioned before, implementation of this strategy requires that both active species are 

chemically and electrochemically stable in the opposing half-cell, but there are also important 

techno-economic considerations. The spectator strategy typically decreases energy density and 

increases electrolyte cost, limiting the chemistries to which this approach can be applied cost-

effectively. The addition of the spectator species lowers the solubility of the active species [16], 

limiting the energy density, as well as doubles the active material required for the same energy 

output, increasing electrolyte costs. Lower energy densities are arguably less concerning for 

stationary energy storage applications where the size and mass constraints for the battery are more 

lenient as compared to mobile ones, but the increased electrolyte cost could be prohibitive for grid 

applications where lower cost solutions (e.g., fossil fuels or cheaper battery 

chemistries/technologies) are readily available. At the very least, the savings from employing a 

low-cost asymmetric material set may be lost if the spectator strategy increases the energy costs to 

the point they exceed that of the incumbent VRFB chemistry. Thus, we can calculate the total 

electrolyte cost for a spectator chemistry as a function of three key variables – active species costs, 

active species equivalent weight, and cell potential – to estimate the available design space for 
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these chemistries to be competitive the VRFB (Figure III-3). Other variables that affect electrolyte 

cost – such as accessible depth of discharge, cost of solvent, solubility, etc. – are generally more 

consistent across aqueous chemistries, as compared to these three highly chemistry-dependent 

variables [61]. We vary equivalent weight and cell potential within the bounds typically seen in 

RFB chemistries (50-150 grams per mole and 1.0-1.6 V, respectively [61]), and use a range of 

active species costs that would generally classify low-cost, high-abundance materials (≤20 $ kg-

1). Across the range of values studied, the combination of the active species equivalent weight and 

chemical cost significantly impacts the final electrolyte cost and thus the economic viability, 

whereas cell potential has a less pronounced effect, particularly with increasing active species 

equivalent weight (though we note that cell potential also impacts the power costs, which is not 

accounted for in this simple electrolyte-cost comparison). We see the majority of the design space 

for these spectator strategy chemistries is competitive with the VRFB, and this space seems 

reasonable: many new chemistries being studied use abundant active materials, such as iron, zinc, 

sulfur, etc., all of which have been cited in RFB literature to cost ≤10 $ kg-1 and have equivalent 

weights and cell voltages in the middle of these ranges [61,124]. However, using this strategy with 

larger active species (~150 grams per mole), such as organics or ligand-modified transition metals, 

requires very low costs to be competitive with VRFB (≤5 $ kg-1). Several RFB chemistries leverage 

the spectator strategy [141,142], with perhaps the most notable being iron-chromium (Fe-Cr). 
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Figure III-3 – Electrolyte cost (y-axis) as a function of active species cost (x-axis), active species 
equivalent weight (line colors), and cell potential (line styles) for chemistries utilizing the spectator 
strategy. For context, the baseline electrolyte cost of the VRFB (122 $ kWh-1, assuming an 
equivalent weight of 51 grams per mole, active species cost of ~ 30 $ kg-1, and potential of 1.4 V) 
is plotted as a blue solid line. 
 

The pseudo-symmetric Fe-Cr RFB offers several benefits as compared to the VRFB. Use of the 

spectator method for the Fe-Cr chemistry has been shown to significantly reduce net crossover 

rates [143], which is important as iron and chromium ions are ~20× more permeable than vanadium 

ions in Nafion membranes [144]. The chemistry uses charge-storage species of high crustal 

abundance, as iron is the most abundant element in the Earth (by mass) and there is nearly 1000× 

more chromium resources than vanadium [103]. These active materials are also low-cost: from 

late 2019 through early 2020, the price of ferrochromium was ~2 $ kg-1 of chromium content [123]. 

Further, ferrochromium contains forms of both active species, which can facilitate cost savings by 

minimizing waste and reducing the processing steps needed to generate to electrochemical grade 

electrolyte if employed in an Fe-Cr system utilizing spectator strategy [143]. However, the open 

circuit voltage of Fe-Cr is ~0.98 V at typical operating temperatures (i.e., ~65 °C) [143] and the 

active species solubility in the spectator configuration are ~1 M [25,121], limiting energy and 

power densities. Assuming a four-hour duration, we estimate the capital cost of the Fe-Cr RFB to 

be lower than that of the VRFB, at ~211 and ~268 $ kWh-1 (including optimal oversizing to 

minimize LCOS, as explained previously), respectively, where the electrolyte costs of the Fe-Cr 

are about a fifth of the VRFB electrolyte costs (~23 and ~122 $ kWh-1, respectively, not including 

oversizing) and the reactor costs of the Fe-Cr are about double that of the VRFB (~323 and ~158 
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$ kW-1, respectively). These numbers align with other techno-economic assessments of these 

systems [6,25]. Despite also facing capacity loss due to hydrogen evolution at a rate ~20× that 

seen in VRFBs (~1 % vs 0.055 % of capacity loss to hydrogen evolution per cycle) [19,25,145], 

the Fe-Cr system also shows improvement over VRFBs in terms of LCOS. We estimate the LCOS 

of Fe-Cr to be ~260 $ MWh-1, a moderate reduction from the LCOS of the VRFB (~290 $ MWh-

1). Even artificially increasing the hydrogen evolution-induced capacity fade rate in the Fe-Cr 

system to as much as 10% capacity loss per cycle does not raise the LCOS of the Fe-Cr system 

above 270 $ MWh-1. Modeling details used to derive these numbers can be found throughout the 

SI. The techno-economic promise for Fe-Cr is evident, however, the capital cost of the system still 

exceeds the Department of Energy target of ≤150 $ kWh-1 for viable grid storage [9,10]. 

Reductions in the power costs (i.e., beyond the chemistry choices probed in this work, perhaps by 

increasing the duration or using lower-cost reactor materials) are likely needed. There is, however, 

the potential for further cost reductions for the Fe-Cr system with any significant improvements to 

performance. Most of the Fe-Cr research was executed in the 1970’s and 1980’s when NASA first 

introduced this chemistry as the first true RFB while exploring energy storage solutions for deep-

space missions [146]. Research into the Fe-Cr system has been limited relative to that for VRFBs, 

and it is likely that many of the significant improvements to the VRFB system seen over the past 

5-10 years can be applied to the Fe-Cr system to increase performance and reduce costs. Some of 

this has already been demonstrated; for example, recent studies have shown the benefits of 

advanced cell engineering and optimized electrolyte composition for the Fe-Cr system [110,122]. 

 

3.3 Eliminating crossover with ceramic membranes  

Membranes with perfect selectivity for the desired charge-carrier species, such as non-porous, 

single ion-conducting (SIC) materials, could eliminate crossover losses experienced by stable RFB 

chemistries, obviating the need for symmetric and pseudo-symmetric electrolytes. Research into 

SIC membranes, mainly ceramics and ceramic-polymer composites, for RFBs has been limited, 

with most studies employing them for energy dense semi-solid/hybrid redox chemistries or 

systems utilizing two electrolytes of different pH [115–119,147]. More extensive exploration has 

likely been hampered by the absence of broadly-available commercial materials, the lack of cross-

disciplinary expertise between the fields, and the experimental challenges of integrating a ceramic 
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into a contemporary flow-cell architecture. There is an inherent tradeoff between improving (i.e., 

increasing) selectivity and worsening (i.e., increasing) resistivity, and thus high selectivity 

typically results in large ohmic resistance; for example, Allcorn et al. measured a resistance of ~90 

Ω-cm2 for their 1.1 mm thick ceramic membrane (using a symmetric ferro-/ferri-cyanide 

chemistry) [115]. The total area-specific resistance (ASR) of a state-of-the-art RFB cell is mostly 

ohmic resistances, plus some minor contributions from kinetic and transport losses. Therefore, 

these large resistances not only represent significant performance losses, but they also have major 

economic consequences since they substantially impact power density, efficiency, and ultimately 

the cost of the reactor (the power delivered per unit area of reactor is inversely proportional to 

ASR [61]). The price of these membranes is also uncertain; although there is a sizable body of 

literature on ceramic membranes for water-treatment applications, a subset of which focus on the 

development of low-cost options ranging from as low as 25 $ m-2 to 500 $ m-2 [148–152]. At 

present, it is not clear how relevant these estimates are to the material sets conducive to use in 

RFBs, as application-specific design criteria vary (e.g., flexibility, conductivity, chemical 

compatibility, etc.). 

While the lower bounds of the cost and ASR for SIC membranes have yet to be determined, one 

may use techno-economic analyses to estimate what values these parameters would need to be in 

order to present a competitive solution for RFBs. We estimate the LCOS as a function of ASR 

(Figure III-4), which, as mentioned previously, linearly scales the reactor cost. We use the inputs 

for the infinite-lifetime species in Table III-1, as SIC membranes are most effective for chemistries 

which experience losses that are dominated by crossover, and accordingly assume zero capacity 

fade (i.e., negligible capacity loss from non-crossover sources). We then vary the SIC membrane 

price between 100 and 300 $/m2, which is within the range seen in water treatment literature and 

comparable to the present-day cost of Nafion [6,17]. We also vary two critical chemistry-

dependent parameters: active species cost (Figure III-4a) and cell potential (Figure III-4b). We 

find that LCOS is not particularly sensitive to active species cost and is more sensitive to 

membrane price, which makes sense as the reactor cost dominates the capital cost at high ASRs 

such that changes to electrolyte cost have a relatively small impact on both the capital cost and the 

LCOS. This is also why we find a strong LCOS sensitivity to cell potential (U), which scales both 

reactor costs (∝	U-2) and energy costs (∝	U-1). Thus, higher cell potentials can, at least partially, 

offset elevated cell ASRs. Reducing the measured ASR to ~15 Ω-cm2 in RFB cells employing SIC 
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membranes, a 6x reduction from published reports [115], may be technically achievable, but a 

viable implementation also requires a moderate cost for the SIC membrane (i.e., ~100 $ m-2) and 

a high voltage redox chemistry (i.e., ≥3 V). Such requirements likely necessitate the use of non-

aqueous electrolytes, a subfield of RFB research that has not yet broadly demonstrated such 

technical capabilities [153] but is still nascent and expected to grow. Furthermore, such high ASRs 

create physical complications: a cell with an ASR of 15 Ω-cm2 would require 30× the area of a 

conventional cell configuration with a polymeric membrane like Nafion (~0.5 Ω-cm2, for aqueous 

systems) for a given power output and chemistry, which is a substantial increase to the reactor 

footprint that must be considered. This may be less of an issue for long-duration applications, as 

the energy-capacity components increasingly dominate the system configuration. While the design 

space presented here suggests what a successful SIC membrane might look like, further studies of 

SIC membranes for RFBs, with particular focus on understanding tradeoffs between resistance, 

cost, and mechanical stability, are needed to more completely assess the viability of this approach. 

 

 

Figure III-4 – LCOS as a function of the cell ASR, with membrane price (line colors), and active 
species cost (a, left) or potential (b, right) (line styles) as variable parameters. The left plot assumes 
a cell potential of 1.5 V, and the right plot assumes an active species cost of 5 $ kg-1. The baseline 
LCOS of vanadium (assuming a potential of 1.4 V, ASR of 0.5 ohm-cm2, active species cost of 
~30 $ kg-1, and membrane cost of 300 $ m-2) is plotted in blue. 
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4. Conclusions 

The desire for and research of potentially-inexpensive RFB chemistries has been growing in 

response to financial concerns around the cost of vanadium active species in the most mature RFB 

chemistry, the VRFB. However, these options present more challenges to consider beyond the 

alteration in cost of the electrolyte or even the kinetic, thermodynamic, and mass transport 

challenges of these new chemistries. As many of these new chemistries are asymmetric, the 

methods and associated costs of asymmetric capacity-loss remediation must be explored to 

determine if the complications that arise from cross-contamination outweigh the reduced capital 

cost relative to the more easily remediable VRFB. Accordingly, we have adapted our LCOS model, 

used in previous work for VRFBs, to evaluate two classes of asymmetric chemistries: those using 

active species of finite and infinite lifetimes. Finite-lifetime chemistries, often employing organic 

active species, primarily suffer capacity losses from active species decay, necessitating their 

periodic replacement. This can be achieved by performing total electrolyte replacement, or by 

selectively separating out and replacing or reusing the decayed species. We found that the 

separations route is substantially more economically effective, but only if such processes can be 

executed with low enough costs, and the LCOS of these systems is highly sensitive to the 

electrolyte cost and decay rate. We estimate that the cost to separate/recover/reuse should be 

limited to ≤10 $ kWh-1, and future work should explore electrolyte separation and recovery 

methods to better assess the feasibility of this target. This analysis has revealed an opportunity for 

chemical-manufacturing companies who may be uniquely positioned to design organic redox 

active species with decay remediation in mind as a key design criterion. Infinite-lifetime species 

primarily suffer capacity losses from crossover, which can be remediated by making the chemistry 

pseudo-symmetric via the spectator strategy or avoided altogether with the use of perfectly 

selective separators. The spectator strategy, which employs mixed electrolytes, is only effective if 

the species are stable in their opposing half-cell’s environments and if the resulting decrease in 

energy density and the increase in required active material do not increase the electrolyte cost 

above that of other potential symmetric chemistries like the VRFB; this requires active species 

with relatively low active species costs and/or equivalent weights (≤15 $ kg-1 for active species 

~50 grams per mole, or ≤5 $ kg-1 for active species ~150 grams per mole). We found that the Fe-

Cr system, which has not been as widely studied or improved upon as compared to VRFBs, is a 

promising candidate chemistry for effective use of the spectator strategy to reduce the capital cost 
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and the LCOS, as compared to the VRFB system. However, this case study highlights that, in order 

to reduce capital costs below 150 $ kWh-1, reductions in power costs (i.e., beyond choice of 

chemistry) are likely needed. Perfectly selective separators, likely ceramic-based materials, 

eliminate crossover at the expense of high cell resistances and power costs. The reduction in cell 

resistance needed to make this solution competitive seems feasible if the separator can be produced 

at sufficiently low costs and employed with high potential chemistries, as cell potential counters 

the effect of resistance on power costs and also reduces energy costs. This approach appears to be 

most suitable for non-aqueous electrolytes, where cell potentials ≥3V are viable, though such high-

voltage demonstrations have yet to be widely demonstrated in this still-emerging field [153]. 

Looking forward, this LCOS model can be used as a framework to determine cost and performance 

targets for evaluating the techno-economic promise of new RFB chemistries and their potential 

capacity-loss remediation strategies. Future work should focus on expanding our treatment of 

capacity fade to encompass its dynamic nature, both in its mechanisms and rates, as a function of 

cell operating conditions (e.g., the application-informed duty cycle or temperature), cell 

components (e.g., choice of membrane or flow field), and electrolyte composition (e.g., choice of 

active or supporting species). This can be done by building on existing crossover and decay models 

to incorporate more fade mechanisms and power-dependence, and subsequently determining the 

inputs to these models for various chemistries. This will allow for a more accurate understanding 

of chemistry-dependent crossover, as well as evaluation of the efficacy of crossover remediation 

approaches (e.g., rebalancing or the spectator strategy). 

Further, while this work demonstrated the competitiveness of the VRFB from an LCOS 

perspective, necessitating stringent targets (e.g., use of sufficiently low-cost active materials) for 

viable alternative chemistries, there are other potential limitations to scaling VRFB deployment 

that have not been explored here. In particular, there are crucial questions regarding the supply 

chain of vanadium that must be answered, such as: How does the supply chain facilitate (or, 

possibly, necessitate) such prohibitively high costs of vanadium? How rapidly can it scale to meet 

deployment targets? The answers to such questions may limit the scalability of the VRFB and thus 

further support the case for higher abundance chemistries. This topic is the focus of the subsequent 

chapter.  
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IV. Materials availability and supply chain considerations for 
vanadium in grid-scale redox flow batteries 

 

1. Introduction 

Throughout this thesis, I have discussed how the vanadium redox flow battery (VRFB, whose 

chemistry is represented in Equations II-1 and II-2 in Chapter II) is the state-of-the-art redox flow 

battery (RFB) chemistry due to its high technology-readiness level and low operational costs 

facilitated by a symmetric chemical configuration. I have also discussed how its deployment has 

been minimal (even within the sub-category of electrochemical storage, RFBs are dwarfed by 

lithium-ion batteries, or LIBs [11]), in part due to the high upfront cost of the system. In particular, 

the cost of vanadium itself is a big contributor to the overall cost; the current market price of 

vanadium translates to a total VRFB electrolyte cost of ca. 125 $/kWh [39,60], which is close to 

the price of some entire, state-of-the-art LIB packs (whose continual cost declines are primarily 

being driven by electric vehicle demand) [154]. In addition to the magnitude of the vanadium price, 

its volatility is cause for further concern. While historically the market price of vanadium, shown 

in Figure IV-1 as vanadium pentoxide (V2O5, a common vanadium product sold on the global 

market [39]), has demonstrated notable volatility, the last five years have been particularly instable 

with a 10× difference between the minimum and maximum [39]. While the current VRFB 

electrolyte price of ca. 125 $/kWh is challenging for competitive grid storage, it also represents a 

relatively low point for the last five years and may spike even higher in the future. Such uncertainty 

can make investments in VRFBs less attractive. However, while new chemistries are being 

proposed that utilize lower-cost and higher-abundance materials, many of these efforts are at 

earlier stages of technology readiness, as compared to the VRFB, and while the issues they face 

may be known, solutions have yet to be fully developed which prevents near-term deployment (as 

discussed in Chapter III). For example, recent studies show the costs to manufacture 

electrochemical-grade, organic or organometallic active species can be substantial [125] and have 

more complex decomposition processes that are difficult to remediate [27,120]. Other research 

into chemistries that utilize stable, inorganic materials reveals chemistry-related issues such as 

competing parasitic reactions and, in the case of hybrid systems with deposition/dissolution 
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reactions, difficulties preventing dendrite formation without severely limiting operating current 

densities [155,156]. 

 

 

Figure IV-1 – Vanadium pentoxide (left y-axis) and corresponding VRFB electrolyte (right y-
axis) prices in Europe from 1980 through 2021. Prices for ferrovanadium during this period 
follow nearly identical trends [34]. 

 
With growing demand for stationary energy storage, VRFBs may play an important role in near-

term decarbonization efforts, making it important to consider the factors that impact their 

scalability. Currently, the price of vanadium (both in magnitude and stability) presents significant 

concerns regarding the deployment potential of VRFBs. To this end, we explore the materials 

availability and supply chain to understand the causes of the high and volatile vanadium price. 

Supply chain studies have provided useful, research-driving insights for related technologies such 

as LIBs (e.g., concerns with the cobalt supply chain [41] have motivated research into alternative 

chemistries that minimize or avoid its use [42]). Such analyses have been lacking in the RFB field; 

while some recent studies have started to illuminate the vanadium supply chain, these have 

generally focused on the environmental, health, and safety considerations of vanadium production 

and VRFB operation [43–48]. Here, we focus on the production scale and growth rates needed to 

deploy sizable amounts of VRFB storage and examine opportunities to more rapidly expand and 

stabilize the vanadium supply chain via the development of various supply streams and 
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employment of economic hedging strategies. We believe these analyses can inform and drive the 

broader-scale deployment of RFBs. 

 

2. Current landscape of the global vanadium supply chain 

A first step in exploring the availability and supply chain of vanadium is to review data from the 

United States Geological Survey (USGS) on the global production and resources levels for 

vanadium and other elements utilized in various battery technologies (Figure IV-2) [49,50]. Here, 

“global resources” are defined as the amount of a geologic commodity that exists in both 

discovered and undiscovered deposits (i.e., a “best guess”), though this value is generally an 

underestimation and often grows with demand and interest in a particular material (as 

demonstrated by the notable relationship between resources and production quantities across the 

minerals shown in Figure IV-2). Vanadium is considered relatively abundant and has multiple 

orders of magnitude greater global resources as compared to scarce materials such as platinum 

group metals (PGMs, common catalysts in clean energy conversion and storage technologies). The 

world production and resources of vanadium are similar to those for critical LIB materials (i.e., 

lithium, cobalt, and, to a lesser extent, nickel), though these elements are one or more orders of 

magnitude less abundant than elements like sulfur, iron, zinc, copper, and manganese, which are 

the focus of many next-generation battery chemistries [40,51,52]. 
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Figure IV-2 – 2020 global annual production (y-axis) versus global resources (x-axis) of 
vanadium, elements widely used in current Li-ion battery technologies, and minerals common to 
emerging energy storage technologies (in units of metric tons) [164,165]. The color of each 
element’s market corresponds to the production concentration (i.e., the percent of production 
coming from the top-producing country), as measured by the color bar. REE and PGM refers to 
rare earth elements and platinum group metals, respectively. Note: the global “reserves” (fraction 
of total resources that are currently economically recoverable) is used as the x-axis input for REEs, 
as total resources were not reported. 

 

While vanadium resources may not be scarce, their abundance is confounded by highly 

concentrated production that can cause market instability and insecurity that translates into high 

and volatile prices. The percent of total production coming from the top-producing country is 

represented by the marker color of each element in Figure IV-2. Vanadium production is one of 

the most highly concentrated, with 62% of production originating from one country (exceeded 

only by cobalt at 68%), as compared to the most abundant and produced minerals like sulfur, for 

example, for which the leading country is only responsible for 22% of global production. 
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Vanadium production is concentrated in China (62%), Russia (21%), South Africa (10%), and 

Brazil (7%), where the parenthetical percentages represent each country’s proportion of global 

vanadium production [53]. With so few countries dictating the supply, the global vanadium market 

can experience strong price volatility in response to local changes (see Figure IV-1) [47], and this 

uncertainty in future prices can make it difficult for these large-scale and capital-intensive VRFB 

systems to attract investment. Further, the geographic concentration would require most countries 

to outsource their vanadium, so that sizable VRFB deployments would increase dependence on 

global supply chains. For this reason, vanadium was declared one of 35 “critical minerals” – 

minerals that are deemed vital to the Nation's security and economic prosperity but are primarily 

imported to the US – by the US Department of the Interior in 2018 [54]. 

Beyond the geographic concentration, looking within those few countries that produce vanadium, 

there is even more severe concentration of supply as the majority of production arises from only a 

few facilities. Before exploring supply sources, an understanding of the current approaches to 

vanadium beneficiation is necessary. In general, vanadium must be extracted from vanadium-

bearing compounds, of which there are two categories. The first is mined shale- and sandstone- 

hosted deposits, from which vanadium is currently recovered most often as vanadium 

titanomagnetite (VTM). The other category is vanadium-bearing waste products of carboniferous 

materials (e.g., coal, crude oil, oil shale, and tar sands), typically residues from burning and 

refining oil herein referred to as “secondary sources” [48,49]. The vanadium content of these 

materials can vary widely: generally, minerals from the earth contain £ 5 wt% V2O5, while slags 

and other waste streams are often more concentrated. Because of the low grade of vanadium found 

in minerals, mining of vanadium is often performed indirectly as a compliment to other materials 

(e.g., iron for steel). Thus, there are three pathways for vanadium production (Figure IV-3): 1) co-

/by-product production in steel mills (75% of global production), 2) mines dedicated primarily to 

vanadium production (10% of global production), and 3) secondary sources (15% of global 

production) [45]. All three methods utilize some subset of a common repertoire of extraction and 

refinement techniques. In general, roasting (oxidation at high temperatures) is followed by 

leaching, where the vanadium is dissolved into an acidic or basic aqueous phase. The vanadium is 

then concentrated and recovered via solvent extraction or ion-exchange processes, after which it 

is precipitated as ammonium metavanadate (AMV, NH4VO3) or ammonium polyvanadate (APV, 

[NH4]2V6O16). From there, the APV or AMV precipitate is de-ammoniated and fused to produce 
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vanadium oxides (typically V2O3 or V2O5) or ferrovanadium (via various thermal processes that 

ultimately react the vanadium oxide products with some Fe-containing material, usually in the 

presence of lime), which are then sold to vanadium consumers [55]. For this work, we report 

vanadium content in terms of V2O5, as this is a common vanadium product sold on the global 

market and is typically used for such metrics, though trends and insights regarding the vanadium 

market broadly apply to all of these vanadium products [34]. A comprehensive review of vanadium 

production methods is beyond the scope of this work, but can be found in the open literature [48]. 

 

 

Figure IV-3 – Schematic of the three main production routes for vanadium pentoxide (V2O5). 

 

Primary production (i.e., mining ores for the primary purpose of extracting, refining, and selling 

its vanadium content) has the smallest market share (ca. 10%) because the low grades or 

concentrations of vanadium in mined precursors make vanadium recovery uneconomical in most 

cases [46]. Currently, primary mined vanadium mainly comes from Brazil, with the majority of 

operations run by Largo Incorporated, and South Africa, with the majority of operations run by 

Bushveld Minerals and Glencore [56,57]. Secondary sources account for a similarly small portion 
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(ca. 15%) of vanadium supply, broadly consisting of vanadium-rich slags and fly ash from burning 

petroleum products – a process which is often executed at power stations or at petrochemical 

factories – mainly heavy, “sour” crude oils found in the Caribbean (e.g., Venezuela and Mexico), 

Canada, as well as parts of the Middle East (e.g., Kuwait and Jordan) [45,58,59]. Co-/by-product 

production, defined as the extraction of a mineral in the process of mining and producing another 

mineral, represents the vast majority of the vanadium market (ca. 75%). The distinction between 

co- and by- products lies in the value of the secondary material: co-products carry similar value to 

the primary material(s) they are produced with, while by-products generate less revenue than the 

primary material(s) [60]. In the case of vanadium, it is produced as a result of iron extraction for 

steel-making: iron is extracted from magnetite ores for further use in steel, though those ores may 

also contain vanadium that can be recovered. The crux of this process is oxidation, primarily to 

remove the carbon from the ores. However, the execution of this oxidation is crucial to facilitating 

or prohibiting economic vanadium recovery: the mills that produce the ~75% of global vanadium 

supply utilize a “duplex process,” where an additional oxidation step is imposed first to selectively 

oxidize vanadium, enriching it into the slag phase as oxides where is it more easily recovered [48]. 

This process is a sensible and profitable choice for ore precursors with notable vanadium content, 

as it allows for economic recovery of the vanadium. Other facilities utilize a single-step method 

that is currently prohibitive for viable vanadium recovery as it adds calcium (to suppress the slag’s 

ability to solidify upon encountering the relatively cooler oxygen [61]), which creates vanadium-

calcium bronze complexes that are difficult to break apart [62,63]. Indeed, conversations with 

industry experts revealed that slags containing vanadium-calcium compounds are sitting idly at 

steel-making factories because the vanadium cannot be economically extracted.  

Supply chain complications arise when the majority of a material’s production is as a co-/by-

product [41]. In this case, the vanadium production scale depends primarily on the production scale 

of other resources or products (i.e., iron or steel, respectively). In other words, the price or demand 

for a co-/by-product does not strongly affect its supply (at least in the short term). Vanadium is 

even more complicated than the average co-/by-product material due to the entanglement between 

its supply (which, as discussed, is mainly as a secondary product from steel-making) and its 

demand, as currently ~90% of vanadium production goes to steel manufacturing (i.e., alloying to 

bolster the strength of steel) [64]. Further inspection of the vanadium co-/by-product supply 

distribution reveals more causes for concern: while co-/by-product production represents the 
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majority (75%) of the global vanadium supply, conversations with industry experts revealed that 

this stream is concentrated around ~10 steel mills, primarily in China and Russia. Such severe 

concentration reflects extreme precarity in the supply chain and can intensify volatility in supply 

and price. For example, the price spike that began in 2016 (Figure IV-1) was partially a result of 

the bankruptcy-induced closure of Highveld Steel & Vanadium in South Africa in 2015 [65], 

previously the world’s largest producer of vanadium slag from steel production [66], which caused 

an ~11% decrease in global vanadium production [67]. This decrease in supply was compounded 

by other mine closures in China due to increased enforcement of environmental regulations 

[67,68]. Supply has remained depressed for years [67] and has only begun to rebound as of 2019 

[49], likely due to increasing primary production in Brazil led by Largo Incorporated. 

Simultaneous to these supply constrictions were increases to demand in late 2018 due to revised 

Chinese “rebar” standards (regarding steel strength) that promote greater use of vanadium in high-

strength steel alloys [67,69]. The combination of circumstances ultimately led to the price spike in 

the final months of 2018, which peaked at 10× the price relative to early 2016 [34] (Figure IV-1). 

 

 

3. Quantitative analysis of vanadium supply chain scale-up needed for VRFB 

deployment targets 

The expansion of VRFB production and deployment depends on the ability to increase the 

production scale of vanadium. To illustrate the required expansion of vanadium production 

required by a targeted level of deployment we assume, following Kavlak et al. [70], that the 

production of vanadium increases at a uniform compound annual growth rate (CAGR) year over 

year.  In terms of the CAGR, the production in year n, pn, is related to the present-day global 

production, p0 by, 

𝑝: = 𝑝V	(1 + 𝐶𝐴𝐺𝑅):                                                  (IV-3) 

where p0 = 8.6 × 107 kg(V) per annum (in 2020 [49]). Assuming only new vanadium supply is 

available for VRFBs, one must specify the fraction of new vanadium production going towards 
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VRFBs (f), as well as the materials intensity (I), which is a conversion between the amount of 

vanadium needed for a given amount of storage deployed: 

𝐼	 = !(#$)
&!'(χ

	                                                           (IV-4) 

The calculation of I depends on the molecular weight of vanadium ((MW), 0.051 kg mol-1), the 

open-circuit cell potential (U, 1.4 V), the depth of discharge (c, 0.8), the number of moles of 

electrons transferred per mole of vanadium (ne, 1 mol(e-)/mol(V)), the Faraday constant (F, 96,485 

C/mol(e-)), as well as other necessary unit conversions [12]. Further, the factor of two in the 

numerator accounts for the two electrolyte tanks per system (as vanadium is used on both sides of 

the cell). The value of I is found to equal 3.4 × 109 kg(V) per TWh of energy storage capacity. 

Next, the VRFB capacity that could be deployed in a future year n (dn, in units of energy/year) is 

calculated by scaling pn by f and I-1: 

𝑑: 	=
M)X
Y
	((1 + 𝐶𝐴𝐺𝑅): − 1)                                      (IV-5) 

The subtraction of one is included to eliminate the present-day production quantity of vanadium 

from consideration for use toward VRFB deployment, as we assume existing supply is already 

accounted for. To determine the cumulative deployment in year N (DN), the annual deployments 

(dn) from each year beginning now through year N must be summed: 

𝐷Z 	= ∑ 𝑑:Z
:[V                                                     (IV-6) 

Using the identities ∑ 𝑥:Z
:[V = \*+,AF

\AF
 and ∑ 1Z

:[V = 𝑁 + 1, we find a closed-form, analytical 

solution for DN: 

𝐷Z 	=
M)X
Y
	"(F@0]^S)

*+,AF
0]^S

− 1 − 𝑁#                                   (IV-7) 

Equation IV-7 is used to determine the CAGRs needed to achieve varying total deployment scales 

in 2030 (Figure IV-3a, N = 10 years) and 2050 (Figure IV-3b, N = 20 years), relative to 2020, 
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under varying scenarios of fractional new vanadium supply going toward VRFB deployment. 

Where applicable, the resource limit (i.e., the case where all the global vanadium is mined) under 

each fractional scenario is shown as a vertical dashed line. 

 

Figure IV-3 – Compound annual growth rate (CAGR) of vanadium production needed to achieve 
various amounts of cumulative VRFB deployment by 2030 (a) and 2050 (b), relative to 2020, 
based on various scenarios of new fractional production routed to VRFB production over other 
applications (various shades of blue). The 2050 plot also shows the resource limit under each 
scenario (vertical dashed lines). The black horizontal lines show relevant historic CAGRs. 
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When considering the growth potential of vanadium production, it is useful to reflect on historical 

ranges for vanadium and other metals. The blue contours represent the fraction of new production 

going towards VRFBs, the relevant magnitude of which depends on the competition between 

vanadium for steel and vanadium for VRFBs, although other use-cases may appear in the future. 

At present, ca. 90% of vanadium production goes to steel manufacturing and this demand is likely 

to grow in the future given continued global economic development as well as a shift towards 

higher-strength steel in construction to reduce total material requirements [71]. While there are 

opportunities to substitute vanadium with other alloying elements (e.g., manganese, molybdenum, 

niobium/columbium, titanium, and tungsten) – indeed, some steel mills in China have switched 

from ferrovanadium to ferroniobium due to high vanadium prices [49] – there is no evidence such 

substitutions will re-route significant vanadium supply away from steel demand in the near future. 

Thus, a conservative (business-as-usual) estimate would assume that steel will continue to drive 

the demand for vanadium at historic rates and only ca. 10% of new vanadium production will be 

available for VRFBs. However, with growing energy and sustainability concerns, it is reasonable 

to believe that larger fractions of new vanadium production (say, as much as 50%) may be diverted 

to VRFBs, particularly if we are able to more rapidly scale supply (as will be discussed in the next 

section, though note the assumption of CAGR is somewhat coupled to the accessible fractions in 

this way). We can set a context for the various CAGR scenarios displayed in Figure IV-3 via the 

results of a study on metal production requirements by Kavlak et al., which determined that only 

the top 5th percentile of the 32 metals analyzed by the study observed CAGRs over 10% (analyzed 

from 1972-2012, over 18-year periods), with none exceeding 15% [70]. Comparing vanadium 

production from 2020 to that of 1990, we compute an average CAGR across this 30-year period 

of 3.55% [49,72]. However, it should be noted that the year-to-year growth rate is generally highly 

variable, and vanadium is no exception: some years have seen greater than 30% or 40% growth, 

though the compound annual growth rate over longer time horizons averages much lower. This is 

an important distinction captured by the CAGR, as sustained growth of the supply chain is critical 

to supporting VRFB growth. Notably, the last two years of reported data (2019 and 2020) have 

shown sizable growth, ca. 20% per year, mainly due to rapid expansion of Chinese co-/by-product 

production to support record domestic steel manufacturing volumes as a response to stimulus 

measures triggered by the COVID-19 pandemic [73]. While promising, it is unclear if this growth 
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rate can be maintained. In light of this analysis, we can now evaluate our ability to scale up 

production and deploy various amounts of VRFB storage. 

Looking, for example, at 10% CAGRs as an optimistic value, it appears new VRFB deployment 

is limited (i.e., f ≤ 50%) to ≤ 100 GWh by 2030 and ≤ 2 TWh by 2050. At the time of writing, 

there are currently ~100 MWh of RFBs in operation globally [31], and projections for global grid 

storage demand are anticipated to be at hundreds/thousands GWh- and tens/hundreds TWh- scales 

by 2030 and 2050, respectively [60]. It must be noted that global demand projections are hard to 

anticipate, and further only a fraction of it is likely to be filled by RFBs. The bounds to production 

scalability may not limit VRFB deployment ambitions in the near-term (i.e., 2030), particularly as 

relevant applications (e.g., renewables support) for long duration energy storage are still nascent. 

Deployment at this scale (i.e., 10’s-100’s of GWh) would represent promising scale-up for the 

RFB industry and could drive down manufacturing costs and, potentially, increase vanadium 

demand such that the vanadium market begins to resemble a traditional commodity market (i.e., 

reducing price volatility and starting to drive some increase in supply). There is also a broader 

benefit to VRFB development that is a testament to the versatility of the RFB platform: RFBs 

represent an architecture that can house a diverse array of chemistries, and the cost reductions and 

technical advancements from accelerated VRFB deployment could be reasonably translated to 

other RFB chemistries. For example, GWh-scale deployment of the VRFB could advance general 

efforts in cell and stack design and optimization, as well as reactor and electrolyte maintenance. 

Unfortunately, the longer-term (i.e., 2050) bounds – both those determined by realistic CAGRs 

and those imposed by the resource limits, which do not drastically different in scale – are more 

limiting since they differ from the global demand projections for grid storage by about an order of 

magnitude. However, scaling VRFB deployment in the near-term will help drive down costs and 

reduce the perceived investment risks of RFB systems such that other lower-cost and higher-

abundance chemistries may be utilized in these more distant horizons. VRFB systems could even 

be modified with a new chemistry, simply by replacing the electrolyte, 10+ years into the RFB’s 

deployment, especially if the vanadium electrolyte is leased [74]. Thus, the VRFB is a well-

developed system that could be used as an entry point for larger scale RFB deployment of other 

chemistries. Conversely, by 2050 it may become evident that systems previously projected to be 

promising and “low-cost” may in fact require prohibitively expensive active materials (e.g., costs 
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to upgrade precursors are high or degradation requires too-frequent replacement of materials) or 

cannot achieve necessary technical performance metrics. Many other RFB systems may ultimately 

struggle to compete with the high-performing VRFB system that already overcomes a lot of 

challenges presented by other chemistries. In this sense these “limits” could spark meaningful 

growth to the VRFB and, potentially, RFB markets broadly that will catalyze important reductions 

in cost and perceived risk, facilitating further deployment. 

 

4. Opportunities to expand and stabilize the global vanadium supply chain  

In this section, we look at opportunities to scale vanadium production more rapidly through 

expansion and de-concentration of the supply chain, as well as other market solutions to reduce 

the burden of the high and uncertain upfront cost of vanadium. 

 

 

4.1    Vanadium production scale-up opportunities 

To meet or exceed the limits identified for 2030 and 2050 deployment (which assume 10% 

CAGRs), production scale-up must dramatically accelerate relative to historic vanadium CAGRs 

(< 4%) [49,72]. Rapid supply chain growth relies on the expansion of existing vanadium 

production routes as well as economical beneficiation of new vanadium precursor sources. While 

vanadium is not scarce and exists in many regions of the world, it presents in low grades and thus 

is costly to extract. Prior to considering different routes for production expansion, it is useful to 

contemplate other metals that have historically shown high CAGRs and the factors that contributed 

to those growth rates. 

Cobalt and indium are two metals produced as co-/by-products that have seen significant growth 

in recent decades due to drastic demand increases driven by technology adoption. The global 

production of cobalt, a critical component of positive electrode chemistries in advanced LIBs (e.g., 

lithium cobalt oxide, nickel-cobalt-aluminum, nickel-manganese-cobalt), has grown by over 7.5× 

(i.e., an average CAGR of ~8%) since the mid-1990’s due to ever-expanding demand for LIBs in 

portable electronics, electric vehicles, and stationary energy storage [75]. Despite the increased 
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demand, cobalt still is mostly produced as a co- and by-product of copper and nickel, respectively 

[41]. Similarly, indium production has experienced a CAGR of ~10% since the 1970’s due to its 

use in semiconductors that underpin photovoltaic devices and electronic displays [70]. Indium is 

also produced predominantly as a co-/by-product of zinc. While co-/by-product production 

generally decouples its supply and demand, supply can still be driven by demand for some limited 

period of time: for example, Frenzel et al. showed how indium production has grown ~10× faster 

than production of its host material, zinc [76]. Such a phenomenon often results from increased 

demand for the material of interest (in this case, indium) that facilitates higher utilization and 

recovery rates of it from the host material (i.e., a higher percentage of the total amount of 

extractable co-/by-product is actually recovered from the host material than before, bolstering its 

production rate). Gao et al. reports that vanadium recovery from duplex steel slag is generally only 

~50% (~80% recovery in each of three steps: reductive smelting, selective oxidation, and 

vanadium extraction), suggesting that it may be possible to increase vanadium recovery in existing 

production methods through process optimization [48]. However, there are other notable 

complications hindering the expansion and stability of these operations. 

Expansion of co-/by-product production via duplex steel-making processes is perhaps the least 

promising avenue of supply chain growth due to their unfavorable economics. The duplex process 

is not the most efficient steel-making method, as it requires a multi-step oxidation of the steel to 

recover vanadium, thus necessitating additional capital and operating expenses while introducing 

more inefficiencies as compared to single-step processes [77]. Additionally, the iron content of 

vanadium-bearing titaniferous magnetite (VTM) ores – used for duplex steel-making as they 

enable vanadium recovery – is low, making VTM-based steel more expensive to produce [48]. 

While duplex mills may benefit financially from vanadium co-/by-product production, the primary 

driving force that will keep them operating is revenue from steel. Thus, duplex mills may have an 

inherent competitive disadvantage and single-step processes may ultimately displace these legacy 

technologies. These considerations have probably contributed to the low number of duplex 

facilities at present, could cause the closure of existing facilities (e.g., Highveld Steel and 

Vanadium, discussed earlier), and may deter the formation of new duplex operations in the future. 

Contrary to these points, sustained growth of global vanadium production by ~20% in both 2019 

and 2020 was primarily due to expansion of co-/by-product vanadium from steel-making in China 
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[73]. However, diversification of the supply chain is as important as sheer growth, so we turn our 

attention to other potential supply streams for the remainder of this discussion. 

There are promising opportunities to expand and diversify supply via the development of alternate 

methods for recovering vanadium as co-/by-products of other materials. First, other potential 

routes for vanadium production could lie in non-duplex steel-making processes, necessitating 

further research efforts into this space. As discussed previously, many steel mines produce 

vanadium-calcium residuals that are currently unutilized due to the economic infeasibility of 

recovering their vanadium, though there are efforts to develop and scale-up vanadium extraction 

from such precursors: Neometals, an Australian company, claims to have developed a 

hydrometallurgical process to recover vanadium from these mono-process slags. The company 

recently partnered with Scandinavian mineral development company Critical Metals Ltd, which 

has executed a 10-year supply agreement with Swedish steel giant SSAB to access approximately 

2 Mt of stockpiled high-grade vanadium-bearing slag from three operating steel mills [78]. While 

details on the Neometals process are not public, significant project challenges are anticipated 

including potentially prohibitive capital cost requirements (presuming the need for on-site 

smelters), as well as technical challenges in the vanadium recovery itself. Another potentially 

sizable input stream could come from recycling of existing products: steel is already one of the 

most recycled materials, meaning vanadium is already recycled to an extent [45], but vanadium 

extraction and recovery from steel for other uses is, at present, economically infeasible due to its 

dilute nature in these products [79]. Gao et al. also note that the low concentration of vanadium in 

most minerals may limit primary production opportunities for the foreseeable future, and 

expanding the co-/by-production of vanadium with other valuable metals beyond iron for steel 

(e.g., chromium, titanium, or manganese) may be necessary for rapid growth [48]. While co-/by-

product production presents inherent challenges, diversification and expansion of the operations 

contributing to this stream would at least reduce the most imminent supply concentration 

problems. 

Perhaps the most promising avenue for near-term growth and diversification of the supply chain 

is through secondary-source vanadium. These precursors are attractive due to their higher 

vanadium content (³ 5% V2O5) that makes vanadium extraction more economical [58,59]. 

Conversations with industry experts revealed that while the precursor materials are generally 
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wastes from burning and refining oil, they are currently sold to vanadium producers at market-

based prices and utilized in smaller batches, making the cost to produce vanadium from these 

materials relatively high as compared to other methods. Vertical integration of the vanadium 

recovery and production operations into existing oil refineries could significantly cut costs, as 

would expanding these facilities to process larger volumes of secondary-source precursors. While 

the anticipated modifications to the power generation infrastructure (i.e., decarbonization and 

electrification) may impact the operation of the fossil fuel industry and potentially disrupt the 

supply of secondary-source precursors, this stream could provide a near-term bridge in supply 

while new technologies and methodologies for vanadium extraction from lower-grade precursors 

are developed (as discussed next). Without relying on techno-economic advances in vanadium 

recovery, this supply stream could rapidly expand and diffuse the distribution of vanadium 

production (note the potential magnitude of supply that this stream could provide is uncertain and 

is beyond the scope of this work). The US is particularly suited to expand secondary-source 

vanadium production, due to its arsenal of oil refining facilities that are concentrated in the south 

of the country [46], and development of a domestic vanadium supply chain could further advance 

energy independence efforts if utilized for the deployment of VRFBs. 

In the longer term, the largest potential to grow and stabilize vanadium production – contingent 

upon crucial technological advances in vanadium extraction and recovery from low-grade sources 

– likely lies in primary mining, as vanadium is relatively abundant globally with major deposits in 

each inhabited continent [80]. While vanadium mines have been proposed for decades, many have 

yet to be realized due to financing issues. Generally, mines are capital-intensive and require years 

of operation to pay back; a 2011 report from the German Institute for Applied Ecology cites 

investment costs of $30,000 per ton of recovered capacity for rare earth element mines [81]. The 

ease or difficulty of financing the construction of a new mine is determined by a number of factors, 

but a critical piece is the feasibility study, which lays out the development and production 

schedules that are used to derive a cash flow model in order to determine the internal rate of return 

and payback period. The apparent inevitability of delays in announced primary vanadium mining 

projects across numerous locations is likely due to difficulty justifying the project economics found 

in these feasibility studies to investors, pointing to inherent challenges to extracting the relatively 

low grade of vanadium from precursor materials. However, if economic ways to recover vanadium 

from these mines could be found, it could create a sizable new supply stream. 
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Opportunities for new primary vanadium mining ventures exist in a range of locations – most 

notably in Australia, the US, and China – which could facilitate substantial supply capacity. 

Australia has substantial vanadium reserves, though no reported production in recent years, likely 

due to the lower vanadium concentrations present in their precursor supply: ~ 1% V2O5 content 

[82,83], as compared to ~ 2-3% in South Africa and Brazil (where the overwhelming majority of 

primary production currently occurs) [48].  Plans have been announced to develop three sizable 

vanadium mines: the “Australian Vanadium Project” in western Australia, the “Mount Peake 

Project” in northern Australia, and a mine at Saint Elmo in Queensland [82–84]. These projects 

are based on new proposed methods for vanadium extraction and recovery, though the technical 

details have not been publicly disclosed. While the projects are still in the planning stages, if 

completed, they are expected to collectively produce ~ 27,000 metric tons of V2O5 per year, which 

would represent an ~ 18% increase to the current global production of vanadium. While this 

represents a marked growth of the supply chain, continuous growth for at least 10-30 years would 

require new mines of this scale to come online annually, which appears to be challenging. Further, 

these mines have finite operational lifetimes of 10-50 years (i.e., until resources are depleted). 

However, circulation of their vanadium extraction methods could facilitate the market entry of 

other mines to sustain growth; in particular, primary production in the US and China. The US 

recently announced plans for a primary vanadium mine called the Gibellini project, to be located 

in Nevada’s Battle Mountain region. The V2O5 content is low (< 0.4%), and anticipated production 

is ~ 4,600 metric tons of V2O5 per year [85]. Major reserves lie in China in the form of stone coal, 

which is an abundant resource (~62 billion tons) that contains ~ 1.5% or less V2O5 content, but 

currently only contributes ~10% of Chinese vanadium production [48]. 

This new supply will take time, as mines typically require 5-10 years to come online due to the 

lengthy approvals process through relevant regulatory avenues, which vary based on location and 

can take up to 50 years in the worst cases [81]. Thus, expansion of primary production should be 

expected to be a longer-term endeavor, which presents new challenges and risks to financing such 

operations in the first place as the vanadium demand may drop (e.g., if the VRFB is supplanted by 

another RFB chemistry or a different energy storage solution). Further, this timeline is already 

optimistic, as it does not account for the time needed to advance vanadium recovery technologies 

that make these mining approaches economically viable. Economic recovery of low-grade 

vanadium mainly depends on the same methodologies currently being used for vanadium 
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extraction, though the lower grade makes the process less profitable. In particular, transportation 

of precursor material can become prohibitively expensive if the grade is too low, as costs scale in 

$ per unit weight (hence why co-/by-product production is attractive, as it reduces the deadweight 

fraction). Thus, the burden of the added deadweight must be offset by higher efficiencies, recovery 

rates, and lower costs in processing the materials. High transportation costs may necessitate the 

development of processing sites that are mobile and/or co-located with the mine. This is a route 

many new mines are taking, though it adds significant capital requirements on top of already 

expensive projects. 

It should be noted that, beyond the economics of vanadium recovery, there are also a multitude of 

environmental, health, and safety concerns to be considered in vanadium production processes 

(e.g., production of pollutant gases in duplex recovery, ecological and geological impacts of 

building and operating mines, etc.). While such matters are beyond the scope of this work, future 

research may consider quantifying the associated risks and costs in order to more holistically 

determine the best paths for vanadium supply chain expansion. Further research and development 

efforts to mitigate these effects in existing processes are similarly critical, not only to address the 

direct impact of these factors but also because they, if left unmitigated, have the potential to cause 

the closure of existing operations as regulations become stricter (as seen recently in China [68]). 

We recommend works by White et al. and Gao et al. for more information on this topic [45,48]. 

 

4.2   Economic strategies to mitigate price volatility and reduce the upfront cost burden of 

vanadium 

While supply scale-up is necessary to augment VRFB deployment and will likely help stabilize 

the market, there are other potential more-immediate solutions to mitigate volatility of vanadium 

prices. One tactic is vertical integration, where a corporation owns the vanadium mining and 

refining company as well as a VRFB or vanadium electrolyte company. While logistics may vary, 

vertical integration is expected to enable the battery vendor to reduce the impact of vanadium price 

volatility and plan long-term technology pricing trajectories. While vertical integration may also 

facilitate lower vanadium prices to the VRFB company, this is not guaranteed and depends on the 

outlook of the overarching corporation regarding profit allocation. Another layer of vertical 

integration could easily be incorporated to process and recycle the spent vanadium electrolyte at 
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the end of life – whether purifying for re-use or recovering and reselling the vanadium for other 

applications – which requires unique expertise that could be shared by a vanadium miner and 

refiner [86]. This approach is being pursued by two major primary vanadium producers, Largo 

Incorporated and Bushveld Minerals, who have created subsidiaries Largo Clean Energy (which 

will sell VRFB systems, a result of Largo’s acquisition of VRFB company Vionx in late 2020 

[87]) and Bushveld Energy (which will sell VRFB electrolyte [88]), respectively. A related method 

to prepare vanadium supply for future demand and therefore reduce price volatility and uncertainty 

to the buyer exists through hedging strategies such as futures contracts, which are agreements 

between suppliers and buyers to transact vanadium at a pre-determined price at some specified 

future time. Futures contracts are common in some commodity industries such as those for oil, 

precious metals (e.g., gold, silver, and platinum), agricultural products (e.g., corn), etc., and could 

potentially be employed in the vanadium industry. In fact, cobalt – a metal with a similar supply 

chain structure to that of vanadium, in many ways, as discussed previously – can now be bought 

and sold via a futures contract launched in late 2020 [89]. Even prior to this development (i.e., as 

of 2010), cobalt became one of only two “minor metals” (along with molybdenum) traded on the 

London Metal Exchange, the largest global market for a range of metals. The transparency of such 

a market can help stabilize the supply chain, and indeed the cobalt price volatility is more than 3× 

lower since 2010 than between 1970 and 2010 [41]. While more comprehensive economic analysis 

regarding the promise of these strategies for VRFB deployment is beyond the scope of this work, 

it should be explored by others with cross-disciplinary expertise. 

In addition to its volatility, the magnitude of vanadium prices is an issue. While efforts to expand 

and stabilize the supply chain may help reduce vanadium prices in the long-term, any near-term 

expansion of supply may only occur as a response to price increases (e.g., to offset the more 

expensive recovery of low-grade primary production). Thus, the prohibitive price of vanadium 

may remain a separate issue from the supply chain challenges discussed here. One method to 

reduce the burden of the vanadium price does exist via a new market of electrolyte leasing, where 

a third-party company leases the vanadium – usually in the form of VRFB electrolyte – to a battery 

vendor or end-user. This reduces the upfront capital cost of the battery while increasing long-term 

costs (i.e., a shift of capital expenses to operational expenses) by introducing some recurring fee 

[90,91], which is attractive as it lowers the cost and risk of the required upfront investment for 

VRFB customers. In some schemes, a portion of the financial burden of leasing is shifted from the 
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lessor to third-party investors who can buy and trade vanadium – akin to markets for other physical 

holdings, like gold – though it is held and maintained by the lessor, who simultaneously rents it 

out as electrolyte to VRFB customers [92]. These markets are new, and little has been published 

regarding their logistics or early-stage utilization and efficacy, though a few academic studies have 

demonstrated the techno-economic potential for leasing [33,93].  

 

5. Conclusions 

RFBs are a promising solution for grid-scale storage, with the VRFB being the most studied and 

deployed RFB chemistry due to its remarkable performance attributes and unique chemistry 

design. Despite these benefits, the high and volatile price of vanadium has remained a major 

impediment to VRFB (and, more largely, RFB) deployment. In light of this, we explored the causes 

behind the high and volatile price of vanadium and evaluated the outlook for growth and 

stabilization of the supply chain. 

While vanadium is relatively abundant and found in many parts of the world, the difficulty lies in 

its economic extraction that currently prevents many low-grade vanadium precursors from being 

utilized. This issue has limited present-day supply mainly to co-/by-product production from 

duplex steel slag, where vanadium is extracted as a lesser-valued product along with iron for steel-

making. Reliance on co-/by-product production presents inherent challenges due to a decoupling 

of supply and demand for vanadium, as supply is driven by demand for steel rather than demand 

for vanadium. What is more immediately concerning, however, is the concentration of this supply 

stream, as it comprises only ~10 mills (mainly in China and Russia), which together provide 75% 

of global production. Such concentration can create extreme volatility in supply that can lead to 

surges in price, such as the 10x price spike of 2018. Further, it creates geopolitical vulnerability to 

importing countries and thus hinders efforts toward energy independence. Other minimal 

vanadium supply arises from primary production (mining of vanadium directly for vanadium) and 

secondary production from residues and wastes used in the refinement of vanadium-containing 

petroleum products. 

We also sought to quantify market growth needed to achieve various cumulative VRFB 

deployment goals by 2030 and 2050. Metal supply chains rarely see CAGRs > 10%, and vanadium 
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has demonstrated much more modest growth in the last 30 years (< 4%). As existing vanadium 

demand is accounted for (primarily by markets for high-strength steel), relatively rapid growth in 

supply is needed to achieve sizable future VRFB deployment. In the near-term (i.e., 2030), we find 

vanadium production scale-up is likely feasible to meet expected demand (up to 100 GWh). 

Deployment to this extent would certainly represent significant growth to the RFB market broadly 

and would have a notable effect in reducing both the cost of chemistry-unspecific RFB components 

as well as the perceived risk around RFB deployment, thus accelerating further RFB 

commercialization efforts. However, the long-term prospects are more restrictive: the relatively 

modest magnitudes of both existing vanadium production and historic rates of supply chain growth 

for metals limit feasible future VRFB deployment to only ~2 TWh by 2050. This diagnosis itself, 

as well as hopes of 10’s-TWh or greater deployment scales, depend on growing the vanadium 

production scale more rapidly than it has historically (i.e., at a CAGR of ~10%), which largely 

relies on improving our vanadium recovery capabilities to utilize lower-grade sources of 

vanadium, making such efforts worthwhile recipients of more devoted research and development 

resources. Due to the low grades of vanadium found in natural precursors, economic vanadium 

production may always be dependent on co-/by-product recovery. While duplex steel co-/by-

product production demonstrates poor steel-making economics that may make this supply 

precarious and less likely to expand, new avenues for co-/by-product production from alternate 

steel-making methods or with other metals can grow and diversify the vanadium supply chain. 

However, economical primary vanadium production is potentially within reach, with projects 

being announced across the world that would expand production capacity significantly. Further, 

production from secondary sources can help bridge supply, as development of these sources does 

not require major technological advancements. These primary and secondary vanadium sources 

have the potential to bolster US production capacities in particular; indeed, one US VRFB 

manufacturer has announced plans to domestically source all of their vanadium, implying the US 

vanadium supply chain is already growing [94].  Other economic strategies can help reduce price 

volatility and upfront costs of vanadium in the near-term, including vertical integration of VRFB 

companies, hedging supply/demand risk via futures markets for vanadium, and electrolyte leasing. 

Ultimately, near-term decarbonization goals necessitate deployment of energy storage as soon as 

possible. The VRFB has the highest technology-readiness level of all RFB chemistries and its rapid 

deployment at reasonable and, per this study, feasible scales (i.e., up to 100 GWh by 2030) can 
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help meet decarbonization goals while simultaneously promoting future, broader-scale RFB 

deployment by de-risking the technology and lowering costs for chemistry unspecific components. 

In tandem, the RFB community must also develop alternative chemistries (and operation and 

maintenance strategies to facilitate their viable long-term performance) based on lower-cost and 

more widely-available materials [38,95,96]. Ultimately, these RFB systems may prove to be more 

expensive or challenging to make and operate than previously thought [36], supporting the need 

for more expansive and rapid growth and stabilization to the vanadium supply chain. 
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V. Hydrogen evolution mitigation in iron-chromium redox flow 
batteries via electrochemical purification of the electrolyte 

 

1. Introduction 

As evidenced by Chapter IV, next-generation chemistries beyond vanadium are crucial for the 

scalability of redox flow battery (RFB) deployment in the future. Already, there are many avenues 

of active research looking into new RFB chemistries that utilize low-cost and high-abundance 

active materials including commodity-scale inorganic materials (e.g., iron, sulfur) and engineered 

compounds enabled by molecular functionalization (e.g., redox-active organic molecules, metal-

centered coordination complexes). As a relatively new storage concept, most efforts have thus far 

focused on demonstrating the proof-of-concept and refining electrochemical and physicochemical 

metrics at the bench scale. While promising, these emerging materials face an array of challenges. 

First, most chemistries are not inherently symmetric, utilizing disparate redox species on either 

side of the electrochemical cell, which means cross-contamination due to active species crossover 

can be technically and/or financially difficult to remediate or counter [16]. Second, engineered 

organic molecules and coordination complexes typically exhibit finite decay rates under operating 

conditions that cause further capacity loss, which is similarly difficult to address [120]. Third, 

many proposed chemistries exhibit other unfavorable technical attributes, such as relatively low 

open-circuit voltages (OCVs), limited solubility in different oxidation states, and poor ionic 

conductivity that results in reduced energy/power densities and poor efficiencies [203].  

Though not a new chemistry, the iron-chromium (Fe-Cr) RFB system appears promising as it 

seemingly avoids or mitigates many of these aforementioned challenges. Specifically, it utilizes 

active materials that are abundant, low cost, stable under RFB operating conditions, and can 

remediate crossover losses by utilizing a mixed electrolyte configuration (also known as the 

“spectator strategy”) [16]. Iron is the most abundant element in the Earth (by mass), and there is 

almost 1,000× more terrestrial chromium than vanadium [164]. Since late 2019, the price of 

ferrochromium – produced in a range of locations throughout Asia, Africa, Europe and the Middle 

East – has remained under one dollar per pound of chromium content [123]. Additionally, this 

mineral precursor contains forms of both active species (i.e., Fe and Cr), allowing for potential 

cost savings by providing both species in one mineral, which could minimize the waste and reduce 
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the number of separations and other process steps needed to convert the precursor to 

electrochemical grade electrolyte (since it is ultimately employed as a mixed electrolyte) 

[143,204]. As inorganic species, neither Fe nor Cr decompose, and crossover is remediable via the 

spectator strategy electrolyte configuration where the two electrolyte tanks contain both active 

species in equal concentrations, making it “pseudo-symmetric.” This general operating approach 

is only employable if both active species are stable in the (electro)chemical environment of the 

opposing half-cell but, if such conditions are met and in the absence of other forms of electrolyte 

degradation, it enables utilization of the same or substantially similar methods pioneered for 

remediating crossover losses in vanadium RFB (VRFB) systems. Not only does the spectator 

strategy facilitate crossover remediation, but it actually lowers crossover rates: by having all active 

species (Fe2+/3+ and Cr3+/2+) present in nearly-equal concentrations on either side of the membrane, 

the diffusional driving force for crossover is diminished, which, in turn, significantly reduces the 

net crossover rate [143]. This approach is particularly important for the Fe-Cr system, as the Fen+ 

and Crn+ are ~20× more permeable than vanadium cations in Nafion™ membranes, the current 

state-of-the-art ion-exchange membranes for RFBs [144]. Further, the ability to utilize rebalancing 

can enable economically viable replacement of these more expensive membranes (e.g., Nafion™) 

with lower-cost but less-selective options (e.g., size-exclusion membranes) [25,60]. Although the 

chemical configuration of the spectator strategy essentially doubles the amount of active materials 

required and sacrifices energy density (as the solubility of true active materials is reduced due to 

presence of spectators) and thus increases the electrolyte cost, with sufficiently low-cost charge-

storage compound this tradeoff may not be prohibitive. For the Fe-Cr system, utilizing the 

calculations by Rodby et al. (and adjusting the depth-of-discharge to reflect the data in the Fe-Cr 

RFB literature – 60%, shown in Table V-1 (vide infra)– as opposed to the 80% used in the original 

work), the total electrolyte cost is only ~ 31 $/kWh [120]. Thus, this RFB chemistry may represent 

a viable alternative to the VRFB, at least from an electrolyte cost perspective [25,120]. Further, 

the system shows promise from a practical standpoint; it has been successfully demonstrated with 

the spectator strategy in the past [143], though several technical hurdles remain that challenge the 

economic viability of long-term operation. 

Generally considered to be the first modern RFB, the Fe-Cr system was first advanced by the 

National Aeronautics and Space Administration (NASA) in the 1970’s and 1980’s as a potential 

energy storage solution for deep-space missions [146]. The system uses the following two half 
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reactions for discharge (while the reverse direction represents the charging reactions), with all 

reactants in the aqueous phase:  

Positive electrode:  (V-1) 

Negative electrode:  (V-2) 

Since it proved unsuitable for space missions, due to its low energy and power densities, the Fe-

Cr RFB has seen limited research, development, and deployment efforts since the late 1980’s, at 

least as compared to the VRFB, despite the surge of interest in RFBs in subsequent years. This 

may stem from the known difficulties of operating this chemistry. Elevated temperatures (≥ 50 °C) 

are required in order to shift the equilibrium from the inactive Cr3+ complex, [Cr(H2O)6]3+, to its 

electrochemically active counterpart, [Cr(H2O)5Cl]2+ [110,121,143,205]. Further, the electrode 

potential for the Cr redox reaction is negative enough (Eo = -0.407 V vs SHE) to lead to 

competition with the hydrogen evolution reaction (HER), where protons are reduced to hydrogen 

gas (Eo = 0 V vs SHE). This parasitic side reaction remains a strong impediment to the decadal 

operation expected for successful grid applications. Recent reports cite HER as the cause of ~1% 

of capacity loss per cycle for Fe-Cr RFBs [25], which is ~20× the estimated rate of capacity loss 

from HER in VRFBs [60]. The charge imbalance caused by this reaction also complicates 

electrolyte remediation protocols, necessitating additional system components to counter its 

impact [206,207]. Finally, the moderate open circuit voltage (OCV) of 1.18 V for the Fe-Cr RFB 

and corrosiveness of HCl are also limiting factors, though HER mitigation has historically been 

the research focus for the aforementioned reasons.   

While there are methods to address the HER retrospectively, using various methods to reintroduce 

electrons back into the system to correct the charge imbalance, these can complicate the system 

operation. The simplest method is to add stoichiometric amounts of chemical reductants, as is often 

done for VRFBs [76,208]. This is part of the design and operating strategy proposed by Creek 

Channel (also referred to as “Tiger Creek” and “Cougar Creek”), a new Fe-Cr company [209]. 

However, over time this approach can become problematic, as the evolving hydrogen gas leaves 

the RFB system, shifting the electrolyte pH and/or diluting the active species in the electrolyte. 

These effects may be further compounded by the reaction between the reductant and the 

electrolyte. A more complicated but arguably preferable method for rebalancing the charge is to 

discharge3 2 0

charge
0.77 V vs.SHEFe e Fe E+ - +¾¾¾¾®+ =¬¾¾¾¾

discharge2 3 0

charge
0.41V vs.SHECr Cr e E+ + -¾¾¾¾® + = -¬¾¾¾¾
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use a secondary “recombination” cell to oxidize the generated hydrogen, (preferably using the 

species that was oxidized against the HER reaction originally, in this case the Fe) and return these 

species to their original electrolytes, as has been demonstrated in several Fe-Cr [210,211] and, 

more recently, all-Fe hybrid RFB systems [212]. However, this approach adds costs and 

complexity to the RFB system, further reducing the appeal of researching, developing, or 

deploying this technology. While mitigation strategies may ultimately be necessary with any 

appreciable amount of HER, it is still desirable to minimize the amount generated to reduce the 

costs of its remediation (e.g., the number of secondary cells needed for a system is proportional to 

the percent of capacity lost per cycle to HER) and facilitate longer-term operation in the absence 

of remediation methods for simplified pathways to commercialization. Indeed, the technical 

challenges imposed by high HER rates have seemingly impeded commercialization efforts for the 

Fe-Cr system, in addition to the general barriers to RFB adoption, such as limited demand for long-

duration energy storage. Beyond Creek Channel (vide supra, a relatively newer effort), two notable 

prior attempts include EnerVault and Imergy (formally Deeya): the former liquidated its assets in 

2015 following financial struggles [213], while the latter pivoted from Fe-Cr RFBs to VRFBs 

before liquidating as well [214]. In sum, the Fe-Cr RFB system poses further complications in 

addition to already stymying challenges present in VRFBs that necessitate broadly encompassing 

expertise in mechanical, chemical, electrochemical, and materials science. However, as the Fe-Cr 

RFB and VRFB both utilize inorganic, metal-based active species in acidic supporting electrolytes 

and have negative redox reactions that compete with HER, many lessons learned in recent decades 

from the advanced development of VRFBs may be applicable to spurring progress in Fe-Cr RFBs. 

Accordingly, there has been a renewed interest in the Fe-Cr RFB since the mid 2010’s, much of 

which focuses on improving performance, including HER minimization. For the interested reader, 

a more comprehensive discussion of historical Fe-Cr RFB development can be found in the work 

by Sun and Zhang [204]. 

There are many potential avenues to reduce the rate of HER [203]. One approach is to minimize 

local overpotentials that drive HER through electrode and/or flow field design that increase the 

local interfacial surface area accessible to the electrolyte. Zeng et al. showed improved 

performance in an Fe-Cr RFB using thinner electrodes and serpentine flow fields, as compared to 

a flow-through design with much thicker electrodes, 0.8 mm and 6.0 mm, respectively (although 

the authors of this work mainly focus on reduced ohmic and pumping losses, rather than HER 
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suppression) [110]. Another approach is to improve the reaction selectivity, either by utilizing 

catalysts that promote the desired redox reactions or through minimizing the concentrations of 

potential HER catalysts. To this end, bismuth (Bi) has been particularly been well-studied in Fe-

Cr RFBs and has consistently demonstrated an ability to promote the Cr redox reaction and 

suppress the HER, via direct nanoparticle deposition onto the negative electrode and/or as a 

negative electrolyte additive [215–218]. Lead and indium (In) have shown similar benefits as 

catalysts and additives [218,219]. Electrolyte composition is another avenue to address HER; 

beyond the use of additives, the concentrations of active species and supporting salt [122,220], as 

well as choice of supporting salt, can impact HER rates [203].  For example, the recent Fe-Cr 

commercialization efforts by Tiger Creek (vide supra) claim to be utilizing a less acidic electrolyte, 

which could reduce HER by diminishing local proton concentrations [209], although 

thermodynamically-driven metal oxide formation at higher pH may challenge the implementation 

of milder acidic electrolytes. It should be noted, however, that catalysts and additives – particularly 

those based on Bi or In – can be expensive, especially if they need to replaced over the course of 

the system lifetime. To this end, ligand-modified approaches focused on complexing Fe and Cr 

species to yield near-neutral pH and higher OCV systems have shown promise [209,221,222].  

Electrolyte purification is another method to reduce HER rates by removing known catalytic 

precursors prior to use in a battery. Many metals are known to act as HER catalysts (e.g., copper 

or nickel), so their presence in electrolytes, even in trace amounts can lead to their unintended 

electrochemical reduction (i.e., electrodeposition) onto the negative electrode where they promote 

hydrogen evolution [76,203]. This is especially a concern in long-duration RFB systems where the 

ratio of electrolyte volume to electrode area is high. Purification methods include physical or 

chemical removal strategies [223], as well as electrochemical procedures that intentionally 

electroplate contaminants on a sacrificial electrode before the electrolyte is used in the actual cell 

of interest [224,225]. The referenced examples are focused on or applicable to VRFB and Fe-Cr 

RFB systems. However, they comprise mere descriptions of the methodologies in the patent 

literature and do not demonstrate the actual impact of purification on cell performance. To our 

knowledge, this simple and low-cost approach of electrochemical purification has not been 

extensively investigated as a HER mitigation strategy for Fe-Cr RFBs in the peer-reviewed 

literature. In this work, we develop a protocol for electrochemical purification of the Fe-Cr 

negative electrolyte (shown in Figure V-1 below) and explore its effects on the performance of an 
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Fe-Cr RFB cell. We observe a marked reduction in HER activity of the purified electrolyte through 

cyclic voltammograms. Next, we show that the purification process facilitates a notably reduced 

fade rate (ca. 5× slower) in long-term galvanostatic cycling of an Fe-Cr RFB cell, and that the 

effectiveness of the protocol is dependent on the relative amount of electrolyte purified. Finally, 

we extract performance metrics (i.e., coulombic, voltaic, and energy efficiencies along with 

capacity decay rate) of other cycled Fe-Cr RFBs reported in the peer-reviewed literature, 

illuminating a correlation between coulombic efficiency and capacity decay rate. Following this 

trend, the performance of our cell using purified electrolyte is comparable to the performance of 

cells utilizing expensive catalysts and additives, thus evincing a potential cost reduction pathway 

as compared to other contemporary approaches. 

 

 

Figure V-1 - Schema of electrolyte purification and cycling procedures. In Step 1, pristine 0% 
SOC electrolyte (1 M Fe2+ and 1 M Cr3+ in 3 M HCl, where, in each tank, the non-italicized species 
denote those that are intended to be redox active and the italicized species represent spectator or 
impurity species) is discharged at 100 mA cm–2 until a 1.5 V cutoff to plate out impurities present 
in the negative electrolyte onto the negative electrode; the sacrificial electrodes are then replaced. 
In Step 2, the cell is cycled with the purified electrolyte (discharging first) at 50 mA cm–2 using 
0.8 V and 1.2 V cutoffs for discharge and charge, respectively.  
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2. Methods 

Cyclic voltammetry in elevated temperature – Ex situ electrochemistry was conducted in a three-

electrode cell with a 3-mm diameter glassy carbon electrode (BASi), Pt coil (BASi), and Ag/AgCl 

in a 3 M NaCl reference electrode (BASi). The glassy carbon electrode was mirror-polished in a 

0.05 μm MicroPolish alumina powder (Buehler) slurry on a microcloth disk, briefly sonicated in 

acetone and deionized (DI) water, rinsed in DI water, and allowed to air-dry. Chromium (III) 

chloride hexahydrate (CrCl3•6H2O, ≥99.5%, Alfa Aesar, Lot No. Q16G036), iron (II) chloride 

tetrahydrate (FeCl2•4H2O, 98%, Alfa Aesar, Lot No. S18H053), and hydrochloric acid (HCl, 37%, 

balance of water, Sigma Aldrich) were dissolved in DI water (Milli-Q Millipore, 18.2 MΩ cm). 

The electrolyte was 1.0 M FeCl2 / 1.0 M CrCl3 in 3.0 M HCl. A temperature of ca. 50 ± 5 °C was 

maintained by submerging a sealed vessel containing the electrodes and electrolyte into an oil bath 

heated by a VWR® Professional Hot Plate Stirrer with a temperature probe (VWR). Cyclic 

voltammograms were measured at a scan rate of 50 mV s–1, starting from open circuit potential, 

scanning in the positive direction to a voltage bound of 1.2 V vs Ag/AgCl, scanning in the negative 

direction to -1.0 V vs Ag/AgCl, and returning to the starting potential. Full iR-correction (100%) 

was employed during data acquisition by a Bio-Logic VSP potentiostat (Bio-Logic). 

 

Heat-treatment of electrodes – Sigracet (SGL) 39AA (Fuel Cell Store) electrodes were thermally 

oxidized in a muffle furnace (Barnstead Thermolyne Type 47900), ramping at a rate of 20 °C min-

1 from room temperature to 500 °C, holding for 5 h, and cooling down to ambient conditions 

without further intervention. The electrodes were subsequently stored under air in plastic 

containers (McMaster-Carr). 

 

Full cell RFB operation – Single-cell RFB cycling was performed in a subscale cell with a 5 cm × 

5 cm (25 cm2) active electrode area. 3× thermally-treated SGL 39AA were used for both positive 

and negative electrodes. The thickness of PTFE gaskets were selected such that the electrode stack 

was compressed by ca. 20%. Interdigitated flow fields, milled from Tokai G347B resin-

impregnated graphite plates of 3.18 mm thickness (Tokai Carbon Co.), were also employed, along 

with a Nafion™ 117 membrane presoaked in 3.0 M HCl for ≥ 24 h. The starting solution for each 
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electrolyte (posolyte and negolyte) was 50 mL of 1.0 M FeCl2 / 1.0 M CrCl3 in 3.0 M HCl. 

Humidified nitrogen gas (Airgas, 99.999%) was bubbled through the electrolytes for > 1 h to purge 

residual oxygen prior to the electrochemical measurements. A flow rate of ca. 93 mL min-1 was 

maintained with a MasterFlex™ pump set at 100 rpm and circulated using LS/16 Norprene™ 

tubing (Cole-Parmer). The cell temperature was maintained at ca. 50 ± 5 °C using silicone 

adhesive-mount heating pads with a 10 W in–2 heating density (McMaster-Carr) connected to a 

benchtop PID controller (Platinum Series, CS8DPT, OMEGA Engineering), calibrated to the 

internal temperature of the cell components using a thermocouple probe (McMaster-Carr). The 

cell was cycled at a constant current density of 50 mA cm-2 between upper and lower cell voltage 

cutoffs of 1.2 V and 0.8 V, respectively, using an Arbin battery tester (FBTS-8). 

 

Purification Protocol – To purify the negative electrolyte, the subscale cell was charged starting 

from 0% state-of-charge (SOC) at 50 °C at 100 mA cm–2 until a cutoff voltage of 1.5 V was 

reached. A potential beyond the cycling voltage cutoff of 1.2 V was set to favorably drive cathodic 

plating reactions on the negative electrode, thus maximizing reduction of contaminants out of 

solution and onto the electrode without over-oxidizing the positive electrode. Following the 

galvanostatic precharge, the electrolytes were recirculated into their respective reservoirs, the cell 

was disassembled, the used electrodes on both sides were removed and fresh electrodes were 

inserted into the cell. To avoid air ingress and self-discharge, the reservoirs remained sealed 

throughout the entire process of replacing the electrode. The purified electrolyte was subsequently 

discharged in the reassembled cell, thus initiating the cycling protocol. 

 

Scanning Electron Microscopy (SEM) / Energy Dispersive X-ray Spectroscopy (EDS) – SEM was 

performed using a Zeiss Merlin High-Resolution SEM. A 10 keV electron energy and 9.2 mm 

working distance with an in-lens secondary electron detector were used. Using the same 

acquisition parameters, energy dispersive spectroscopy (EDS) was used for elemental mapping of 

post-purified electrodes. 
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3. Results and Discussion 

To screen the impact of electrolyte purification on the electrolytes, we performed cyclic 

voltammograms (CVs) in a three-electrode cell at 50 °C; electrolyte concentration and composition 

were chosen in accordance with full cell experiments (i.e., mixed electrolyte with 1.0 M FeCl2 and 

1.0 M CrCl3 in 3.0 M HCl). The Cr redox reaction is known to be sluggish at room temperatures 

[38], thus requiring elevated temperatures to proceed at acceptable rates. However, hydrogen (H2) 

readily evolves at the Cr redox potential, reducing access to catalyst sites due to bubble formation, 

and lower efficiencies; these side effects are exacerbated by the elevated temperatures needed to 

facilitate the Cr reaction. 

 

Figure V-2 - Cyclic voltammograms of electrochemically purified (blue) and unpurified (red) 
electrolytes at a scan rate of 50 mV s–1. The purified electrolyte was harvested from the negative 
electrolyte after a purification. The electrolyte composition was 1.0 M FeCl2 / 1.0 M CrCl3 in 3.0 
M HCl, at a temperature of 50 °C. The working, counter, and reference electrodes used were a 
glassy carbon disk, a Pt coil, and Ag/AgCl in 3 M NaCl.  

 

Figure V-2 shows CVs for electrochemically purified (“ePurified,” blue) and unpurified (red) 

electrolyte conducted at a scan rate of 50 mV s–1. The solid and dashed lines show the directions 

of oxidative and reductive sweeps, respectively. The relatively facile and reversible Fe2+/3+ redox 
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couple appears largely unchanged by the purification, with a redox potential of ca. 0.45 V vs 

Ag/AgCl, in accordance with prior literature [226,227]. However, significant changes are observed 

with the redox events occurring at low potentials. Specifically, the untreated electrolyte 

demonstrates significant HER and potential contaminant deposition, evinced by the growing 

reductive current in the range of -0.75 V to -1.0 V vs Ag/AgCl, as compared to the lower reductive 

currents observed for the purified electrolyte. While, a larger Cr oxidative peak at -0.5 V vs 

Ag/AgCl is observed for the unpurified electrolyte, direct comparison with the purified electrolyte 

is obfuscated by the large amount of visually observed H2 bubbles formed on the preceding 

reductive sweep, which affects the access of solution-phase actives species to the electrode surface. 

In contrast, both the reductive and oxidative Cr peaks are visible and discernible for the purified 

electrolyte, suggesting a balance between mitigating H2 evolution while also enabling Cr and Fe 

redox reactions. Further, bubbling was not observed during the CVs in the purified electrolyte. We 

note that Fe plating and stripping, which occurs at a standard reduction potential at -0.645 V vs 

Ag/AgCl, could also be a competing reaction at these negative potentials. This reaction is 

particularly important to mitigate, as its occurrence in the negative half-cell would catalyze HER. 

Altogether, the CVs suggest that H2 evolution could be mitigated using the electrolyte purification 

technique. 

We note that the CVs were conducted on a planar glassy carbon surface to avoid complicating the 

electroanalysis with porous carbon electrodes that would ultimately be used in RFB cells. 

Accordingly, the results for the CVs are applicable for non-heat-treated materials, enabling 

qualitative conclusions to be drawn for HER mitigation for only pristine carbon materials, and 

necessitating full-cell validation with higher-performing heat-treated electrodes that may behave 

differently. While the CV results are instructive, quantitative agreement between the materials sets 

is not anticipated, as glassy carbon surfaces are distinct from heat-treated carbon fiber surfaces due 

to differences in synthesis procedures, carbon allotropes, and relative degrees of surface oxidation. 
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Figure V-3 – Extended single-cell cycling in full Fe-Cr RFBs. (a) Potential vs capacity curves for 
the 1st, 10th, and 30th cycles for a full Fe-Cr RFB cell with an untreated electrolyte, and (b) 
corresponding coulombic, voltaic, and energy efficiencies per cycle. (c) Potential vs capacity 
curves for the 1st, 10th, and 30th cycles for a full Fe-Cr RFB cell with an ePurified electrolyte, 
and (d) corresponding coulombic, voltaic, and energy efficiencies per cycle. (e) Comparison 
between the discharge capacity as a function of cycle number for ePurification process on 
electrolyte with 50 mL volume (blue), ePurification process on electrolyte with 500 mL volume 
(black), and unpurified electrolyte (red). While the total volumes of electrolyte purified differed, 
50 mL of electrolyte was used for cycling in all cases. All cells were cycled at 50 mA cm–2 and at 
an estimated temperature of 50 °C, with an electrolyte composition of 1.0 M FeCl2 / 1.0 M CrCl3 
in 3.0 M HCl and an N117 membrane presoaked in 3.0 M HCl for ≥ 24 h. The volumetric flow 
rate was ca. 90 mL min-1. 
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We evaluate the electrochemical performance of the electrochemically purified and untreated 

electrolyte in a single-cell Fe-Cr RFB via galvanostatic cycling at 50 mA cm–2 at 50 °C. An 

electrolyte composition of 1.0 M FeCl2 and 1.0 M CrCl3 in 3.0 M HCl was selected to align with 

the composition used in the CV studies. Figure V-3a shows cycles 1, 10, and 30 for cell with 

untreated electrolyte and Figure V-3b shows the coulombic, voltaic, and energy efficiencies as a 

function of cycle number. In comparison, Figure V-3c shows cycles 1, 10, and 30 for the cell with 

purified electrolyte and Figure V-3d shows the evolution of the efficiencies over 200 cycles. Both 

purified and pristine electrolyte exhibit an initial discharge of ca. 0.74 Ah, demonstrating that 

negligible capacity is lost to charge imbalances induced by the initial electrochemical purification 

(i.e., a negligible amount of Fe2+ in the positive electrolyte is oxidized against any of the following 

counter reactions in/at the negative electrolyte/electrode: metal impurity reduction, HER, or Fe 

cation reduction). For an electrolyte volume of 50 mL, the maximum capacity can be calculated 

as 1.34 Ah, indicating a 55% electrolyte utilization efficiency. While this is a relatively low 

accessed capacity, it aligns with prior reports (see Table V-1); as such, understanding and 

expanding the limits of the Fe-Cr accessed capacity should be the focus of future work. A possible 

cause is the use of a relatively low upper voltage limit (e.g., 1.2 V) in order to minimize HER. This 

low initial utilization could also be due in part to only some of the Cr being electrochemically 

active (i.e., in the correct Cr-speciation) [204,205,228], which is presumably why cells run at lower 

temperatures have even lower utilizations (see first row in Table V-1). In both conditions, the 

coulombic, voltaic, and energy efficiencies are comparable. For the purified electrolyte, an average 

coulombic efficiency of 96.9%, average voltaic efficiency of 86.5%, and an average energy 

efficiency of 83.9% is achieved, with stable metrics for 200 cycles. For the unpurified electrolyte, 

an average coulombic efficiency of 96.9%, an average voltaic efficiency of 85.1%, and an average 

energy efficiency of 82.3% is achieved, though only for 30 cycles. The most notable difference in 

the cell cycling data across the two electrolytes is the reduced capacity fade rate for the purified 

electrolyte compared to the untreated electrolyte, as evinced by the slower decay in the discharge 

capacity as a function of cycle number (Figure V-3e). We posit that the discrepancy in capacity 

fade despite nearly identical coulombic, voltaic, and energy efficiencies is due to losses from HER 

during charging from impurities in the unpurified electrolyte, as these efficiencies are relative 

measures of losses for individual cycles, and are unable to capture behavior across cycles. To 

quantify the decay rate, we determine the number of cycles at which 50% of the maximum 
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discharge capacity utilization (i.e., 0.37 Ah) is reached to avoid effects of non-linear fade at later 

cycles. The steeper initial capacity drop may be a consequence of diminishing activity of the 

oxygen groups on the electrode formed during oxidative pretreatment that occurs as the electrode 

undergoes prolonged cycling, whose deactivation is more pronounced towards the Cr redox 

reaction due to its lower potential [46]. The untreated electrolyte reaches the cutoff within 17 

cycles (13.9 h total duration), while the purified electrolyte lasts a prolonged 87 cycles (71.7 h 

total duration) prior to reaching the same capacity retention. This corresponds to decay rates of 

2.94 % / cycle and 0.57 % / cycle for the first 50 cycles for the unpurified and purified electrolytes, 

respectively. We note that our own efforts to rebalance spent electrolytes by mixing used posolyte 

and negolyte together, dividing the mixed electrolyte into two equal volumes, and resuming 

operation did not lead to significant capacity recovery, suggesting that the mechanisms of capacity 

fade were not solely due to crossover. The same purification protocol was performed with 10× the 

original electrolyte volume to evaluate its effectiveness as a function of volume to be purified. The 

same total electrolyte volume of 50 mL was taken from the larger volume of purified electrolyte 

and cycled. Figure V-3e shows that while capacity fade was mitigated compared to no treatment, 

it is more rapid than with a smaller volume of purified electrolyte. One possible explanation is that 

not all the electrolyte impurities are removed with the larger volume of electrolyte if purified using 

the same electrode size (i.e., there is not enough electrode surface area to plate out all the metal 

impurities present in the larger electrolyte volume). This hypothesis implies there is, perhaps, a 

ratio of electrolyte volume to electrode surface area that cannot be exceeded for sufficient 

purification or operation; quantification and optimization of such a ratio should be the focus of 

future work. 

We seek to contextualize our results within the broader efforts towards alleviating capacity fade 

in Fe-Cr RFBs. Summaries of performance metrics from a non-exhaustive list of previously 

reported literature is summarized in Table V-1. Some of the data is adapted in part from the recent 

review paper by Sun and Zhang [204]. Approximate averages for the coulombic, voltaic, and 

energy efficiencies of longer-duration galvanostatic cycling tests are shown, along with estimated 

discharge capacity decay per cycle. Self-reported data were used whenever possible; if the capacity 

decay rate was not reported, the decay rate to 50% of the original capacity was extracted from 

published figures. The use of different flow field designs, electrode materials and thicknesses, 

electrolyte compositions, in-house cell architectures, laboratory practices, and cycle numbers 
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stymy exact comparison of the approaches used across the literature. Thus, we include operating 

conditions and parameters used (i.e., electrode materials with geometric dimensions, flow fields, 

membrane, electrolyte concentrations and volumes). Notably, most strategies to improve the 

performance in Fe-Cr RFBs rely on materials advances, including membrane design, 

electrocatalyst development, or electrolyte additives, all designed to suppress HER. To the best of 

our knowledge, none of these studies refer to specific procedures to activate or purify electrolytes 

prior to electrochemical evaluation, besides elevating the operating temperature. Furthermore, 

there is no discussion or consensus on the standard grade of chemicals needed to uphold baseline 

cell performance. Our approach to electrochemically purify electrolytes results in comparable 

coulombic efficiency (CE), voltaic efficiency (VE), energy efficiency (EE), and decay rate (DR) 

to values reported in existing literature. 

 

Table V-1 – Summary of performance metrics from select, recent Fe-Cr RFB literature used to 
construct Figure V-4. Electrode and flow field combinations, membrane type, and electrolyte 
compositions are reported, along with the performance metrics consisting of the approximate 
averages for the coulombic efficiency (CE), voltaic efficiency (VE), and energy efficiency (EE) 
of longer-duration galvanostatic cycling to estimate discharge capacity decay per cycle. Self-
reported data were used whenever possible. If the capacity decay rate was not reported, the decay 
rate to 50% of the original capacity was extracted from published graphs. Otherwise, the reported 
decay rate was used, even if it was not to 50% of the original value, as the reported value is 
expected to be more accurate than the extracted values. We elected to report our decay rate in 
terms of decay rate to 50% of the original discharge capacity. Chart format and values adapted in 
part from Sun and Zhang. 

 

Referenced Work 

Electrode / 
Flow Field / 
Active Area / 
Uncompresse
dThickness 

Membrane 
Electrolyte / 
Temperature 
/ Volume 

Current 
Density 
(mA cm-2) 

CE 
(%) 

VE 
(%) 

EE 
(%) 

Capacity 
Decay Rate* 

(% / cycle) 

Maximum 
Discharge 
Capacity / 
Theoretical 
Discharge 
Capacity 
(Ah/L) 

Theoretical 
Accessible 
Capacity on 
Cycle 1 (%) 

Ref. 

Ahn & Moon et al., 
2021 

Carbon Felt + 
Bi-C 
electrocatalyst 
/ Flow-type / 
2.0 × 3.0 cm2 / 
4.3 mm 

Nafion 117 

1.2 M FeCl2 + 
1.5 M CrCl3 in 
2.0 M HCl / 
Room 
Temperature / 
20 mL 

40 97.4 88.5 86.2 0.50 9.2 / 32.2 28.6 

[215] 

Carbon Felt + 
KB / Flow-type 

40 97.2 82.2 79.9 0.637 9.1 / 32.2 28.3 



 

 
100 

/ 2.0 × 3.0 cm2 
/ 4.3 mm 

Carbon Felt / 
Flow-type / 2.0 
× 3.0 cm2 / 4.3 
mm 

40 96 72.8 69.9 0.883 8.08 / 32.2 25.1 

Chen et al., 2020  

Silicic acid 
etched 500 °C 
for 5h Graphite 
Felt / Flow-
through / 3.0 × 
3.0 cm2 / 5 mm 

Nafion 115 

1.0 M FeCl2 + 
1.0 M CrCl3 in 
3.0 M HCl / 65 
°C / 50 mL 

120 92.4 86.3 79.7 0.46 14.60 / 26.8 54.5 

[229] 

500 °C for 5h 
Graphite Felt / 
Flow-through / 
3.0 × 3.0 cm2 / 
5 mm 

120 96.4 74.1 71.4 1.16 11.68 / 26.8 43.6 

Sun et al., 2019 

500 °C for 5h 
Graphite Felt / 
Flow-type / 3.0 
× 3.0 cm2 / 5 
mm 

SPEEK 
(sulfonated 
poly(ether 
ether ketone) 

1.0 M FeCl2 + 
1.0 M CrCl3 in 
3.0 M HCl / 65 
°C / 50 mL 

80 98.5 80.3 79.1 0.84 -- / 26.8 -- 

[230] 

Nafion 115 80 96.0 85.7 82.3 1.56 -- / 26.8  

Zhang et al., 2019 

Graphite Felt / 
Flow-through / 
3.0 × 3.0 cm2 / 
6.25 mm 

Nafion 115 

1.0 M FeCl2 + 
1.0 M CrCl3 in 
3.0 M HCl / 65 
°C / 50 mL 

60 93.1 81.8 76.1 1.19 -- / 26.8 -- [231] 

Zhang et al., 2020 

500 °C for 5 h 
Graphite Felt / 
Flow-through / 
3.0. × 3.0 cm2 / 
5 mm 

Nafion 115 

1.0 M FeCl2 + 
1.0 M CrCl3 in 
3.0 M HCl + 8 
mM BiCl3 / 65 
°C / 50 mL 

60 96.9 89 86.3 1.2 -- / 26.8 -- 

[232] 

Graphite Felt / 
Flow-through / 
3.0 × 3.0 cm2 / 
5 mm 

60 94.3 91.7 86.4 2.9 -- / 26.8 -- 

500 °C for 5 h 
Carbon Felt / 
Flow-through / 
3.0 × 3.0 cm2 / 
5 mm 

60 95.9 83.7 80.3 1.26 -- / 26.8 -- 

Carbon Felt / 
Flow-through / 
3.0 × 3.0 cm2 / 
5 mm 

60 84.9 80.6 63.3 2.99 -- / 26.8 -- 

Zeng et al., 2015  400 °C for 6 h 
Graphite Felt / 

Nafion 212 1.0 M FeCl2 + 
1.0 M CrCl3 in 

80 96.2 85.8 82.5 1.2 -- / 26.8 -- [25] 
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Flow-through / 
2.0 × 2.5 cm2 / 
6 mm 

3.0 M HCl + 
0.01 M Bi3+ 
(Bi2O3) / 65 °C 
/ 20 mL 

Zeng et al., 2016 

Mixed acid-
boiled Carbon 
Paper / Flow-
Field 
Structured / 2.0 
× 2.0 cm2 / 0.8 
mm 

Nafion 212 

1.0 M FeCl2 + 
1.0 M CrCl3 in 
3.0 M HCl + 
0.005 M Bi3+ 
(Bi2O3) / 65 °C 
/ 20 mL 

160 97.4 85.1 82.9 0.6 -- / 26.8 -- [110] 

Zeng et al., 2016 

500 °C for 5 h 
Carbon Paper / 
Interdigitated 
Flow-Field 
(IDFF) / 2.0 × 
2.0 cm2 / 0.8 
mm 

Nafion 212 

1.0 M FeCl2 + 
1.0 M CrCl3 in 
3.0 M HCl + 
0.005 M Bi3+ 
(Bi2O3) / 65 °C 
/ 20 mL 

320 97.8 81.5 79.7 0.5 -- / 26.8 -- [233] 

Wang et al., 2021 

Graphite Felt / 
Flow-through / 
5.0 × 10.0 cm2 / 
5.3 mm 

Perfluorosulfo
nic-acid ion 
exchange 
membrane 

1.0 M FeCl2 + 
1.0 M CrCl3 in 
3.0 M HCl + 
0.01 M InCl3 / 
65 °C / 70 mL 

160 98.2 80.1 78.7 0.16 18.7 / 26.8 69.8 

[219] 

1.0 M FeCl2 + 
1.0 M CrCl3 in 
3.0 M HCl / 65 
°C / 70 mL 

160 97.2 80.1 77.9 0.42 18.6 / 26.8 69.3 

This work: ePurified 

500 °C for 5 h 
Carbon Paper / 
IDFF / 5.0 × 
5.0 cm2 / 0.84 
mm 

Nafion 117 

1.0 M FeCl2 + 
1.0 M CrCl3 in 
3.0 M HCl / 50 
°C / 50 mL 

50 96.9 86.5 83.9 0.57 14.8 / 26.8 55.0 -- 

This work: 
Unpurified 

500 °C for 5 h 
Carbon Paper / 
IDFF / 5.0 × 
5.0 cm2 / 0.84 
mm 

Nafion 117 

1.0 M FeCl2 + 
1.0 M CrCl3 in 
3.0 M HCl / 50 
°C / 50 mL 

50 96.6 85.1 82.3 2.94 15.1 / 26.8 56.2 -- 
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Figure V-4 – Decay rate of initial discharge capacity as a function of average coulombic 
efficiency. Unpurified electrolyte (red triangle) and purified electrolyte (blue triangle) from this 
work are shown amid other performance metrics reported in the Fe-Cr RFB literature. The gray 
dotted trendline is the ordinary least squares fit of the data excluding the unpurified electrolyte and 
the outlier from Zhang et al. (2020) [232].  

 

We hypothesized that DR may be associated with CE, as CE is an indicator of unmatched capacity 

across subsequent discharge and charge half cycles and we anticipate an important contributor to 

the DR is HER. The statistical significance of the association between CE and DR was confirmed 

using the Kendall rank correlation analysis between seven variables (electrode thickness, 

geometric area, current density rate, CE, VE, EE, and DR); the results are shown in in Figure S1, 

and further details on the statistical basis of the Kendall analysis can be found in the Supporting 

Information of this work (Appendix A). We note that the presence of soluble mediators can also 

contribute to the H2 generation in Fe-Cr RFBs (i.e., charge-transfer in solution) [234], although 

determining the extent and identity of these exchanges is beyond the scope of the present analysis 

and work. We explore the relationship between DR and CE in Figure V-4 plotting data harvested 

from the Fe-Cr RFB literature and our own results for the purified and unpurified electrolytes. 

Despite the range of applied current densities and HER mitigation strategies, we observe a linear 

negative trend between DR and CE, whereby higher CE is generally correlates to lower DR. We 

note the existence of two points considered to be outliers; a cell from our own reported unpurified 
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electrolyte, and a cell using pristine graphite felt from Zhang et al. (2020) [232]. These two data 

points exhibit relatively high DR despite high CE. Excluding these two points, we identify ordinary 

least squares fit to the DR versus CE data. These values, however, are to be taken semi-

quantitatively, as sources of error including ranging current densities, cycle numbers, and self-

reported values contribute error; thus, we plot a 95% prediction band to accompany the line-of-

best-fit. Further, we note that while the relationship between DR and CE are expected to be 

negatively correlated, the precise nature of the relationship is likely more nuanced due to 

convoluting factors such as active species crossover rates and non-linear effects that vary with 

operating conditions. Nevertheless, our electrochemical purification protocol falls near the fitted 

trendline towards the higher end of the recorded CEs, suggesting that electrochemical purification 

strategies can have a similarly beneficial impact on reducing capacity fade as approaches in 

electrocatalyst design and electrolyte additives. 

In order to explain the two outliers in Figure V-4, one may consider the interaction of three key 

factors: 1) total surface area of the electrodes (especially the negative electrodes), 2) how easily-

reducible impurities in the electrolyte can impact the cell performance and the electrolyte 

composition, and 3) how the addition of Bi can impact both the cell performance and the impact 

of impurities. The impact on VE and CE of each of these factors, independently, is summarized in 

Table V-2. Most of the cells summarized in Table V-1 use porous electrodes with high interfacial-

to-geometric surface area ratios, as they use thick carbon felts that have been thermally treated. In 

all of these cases, the impact of impurities on the cell performance should be significantly reduced 

relative to electrodes with lower interfacial-to-geometric surface ratios since the resulting impurity 

density on the negative electrode is concomitantly lower. The two outliers identified previously 

can be explained primarily by their electrode surface areas: our work uses carbon papers that are 

significantly thinner than felts and have specific surface areas on the order of 5 – 20 m2 g–1 based 

on previous reports on the surface areas of heat-treated paper electrodes [235,236], and the felt 

electrodes used in Zhang 2020 [232] are not thermally activated and these non-treated carbon fibers 

have surface areas that are ca. 6× lower than those that are pre-oxidized (e.g., the reported BET 

surface areas are < 2 and 9-14 m2 g-1, respectively).  In the other cases that use carbon papers 

[110,233] or untreated felt electrodes [215,232], Bi cations are added to the electrolyte, which will 

presumably compete or co-deposit with reducible impurities in the electrolyte. The result is lower 

amounts of and attenuated effects from reduced impurities deposited on the negative electrodes, 
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and thus high CEs and low DRs. Unfortunately, the impact of impurities for all of the cases 

summarized in Table V-1 is limited to qualitative comparisons, as most papers do not report 

electrolyte chemical purities. Even if these values were reported, it would not be sufficient since 

the speciation of the impurities would also need to be known for a quantitative assessment of the 

impact. 

 

Table V-2.  The expected impact on VE and CE of three key factors. 

 Higher total electrode surface 
area 

Impurities that can readily 
be reduced at the negative 

electrode 
Addition of Bi catalysts 

Impact on VE 

Higher, due to lower reaction 
turnover rates per actual area at 

given operating geometric 
current density 

None expected 
Higher, due to reduced 

overpotential on negative 
electrode 

Impact on CE Indirectly higher*, due to 
reduced overpotentials 

Lower, if these reduced 
impurities act as HER 

catalysts 

Indirectly higher*, due to 
reduced overpotentials on 

negative electrode 

Interactions 
Lower density of reduced 

impurities (and Bi, if present) per 
actual area 

Less impact with higher 
surface area electrodes or 

with the addition of Bi 

Lower density and 
attenuated HER from 

reduced impurities since Bi 
counteracts effects of 
impurities on negative 

electrodes 

* The relation is indirect under the assumption that the reduced overpotential enabled by the 
factor encourages operation at higher current density, and thus higher CE. 

 

To investigate the origin of the deposited species during electrochemical purification, we 

performed scanning electron microscopy (SEM) and energy dispersive x-ray spectroscopy (EDS) 

on the negative electrodes used in the purification step comparing the results to those of an 

unexposed heat-treated SGL 39AA electrode (see Figure S2 in the Supporting Information of this 

work, found in Appendix A). While the SEM / EDS revealed that the negative electrode used in 

the purification process additionally exhibited Fe, Cr, and chlorine signals in addition to carbon 

and oxygen species and trace silicon from the electrode, it remains difficult to pinpoint the precise 

phases of the plated contaminants without a more detailed spectroscopic analysis. Although we 

posit that the effect of high concentrations of active species and impurities from various sources 
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are mitigated when first subjected to the electrochemical purification step, we also hypothesize 

that the impurity concentrations are relatively low and thus difficult to detect, but non-negligible, 

as discharge capacity decay rate is dependent on the amount of purified electrolyte volume as a 

function of electrode volume (Figure V-3e). If these impurities act as HER catalysts, only a small 

amount is required to have a significant impact as shown in the CVs in Figure V-2. Further studies 

leveraging more precise in situ or ex situ spectroscopy will prove valuable to ascertain the chemical 

identities of the deposited impurities. 

 

4. Conclusions 

Hydrogen-evolution mitigation strategies in Fe-Cr RFB systems have largely focused on materials 

and reactor design innovation. These techniques can add cost and complexity, particularly 

approaches that utilizes expensive metals (e.g., Bi, In) as catalysts on the electrode or additives in 

the electrolyte. Here, we demonstrate an alternative, potentially low-cost approach to mitigate 

HER: electrochemical electrolyte purification. We demonstrate that this strategy leads to 

significant reduction in capacity fade at appreciable current density over extended cycling 

experiments and produces results that are on-par with literature that teach materials-centric 

strategies. We hypothesize that the purification process reduced and filtered out metal impurities 

that can catalyze deleterious hydrogen generation on the negative electrode lowering accessible 

capacity over time. Importantly, this purification process does not appear to induce a significant 

charge imbalance that would, in itself, reduce the accessible capacity. We show that a clear 

association between discharge capacity decay rate and coulombic efficiency exists based on 

durational cycling data obtained from literature, and that our electrochemically purified data falls 

within that trend, while the cell with unpurified electrolyte demonstrates abnormally high decay 

rate with moderate coulombic efficiency. The connection between coulombic efficiency and decay 

rate semi-quantitatively elucidates the importance of attenuating HER attempted through 

numerous strategies for more resilient Fe-Cr RFBs. 

Future work should focus on exploring the universality of the strategy across materials sets (i.e., 

electrolytes of varying purity levels, electrodes of different formats), operating conditions (i.e., 

temperatures, flow rates), and related electrochemical purification approaches (i.e., potential holds, 

different potential cutoffs), in tandem with precise methods for impurity detection. Finally, despite 
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the improvements realized through electrolyte purification, the cell performance remains poor: 

total accessed capacity, even during the first cycle, is limited (~60%) and discharge capacity decay 

rate is rapid (e.g., ≈ 50% in approximately 100 cycles), indicating high rates of irreversible capacity 

loss persist (as the discharge capacity was not recoverable via electrolyte rebalancing). Concerted 

research efforts are needed to understand and control the fundamental processes that govern the 

performance and longevity of Fe-Cr RFBs.  
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VI. Conclusions & future work 
 

There is a need to decarbonize the power sector, and RFBs present a wide design space for 

addressing its long-duration applications. The need is pressing, so we must navigate the design 

space efficiently to advance promising solutions that will be economically viable. To this end, my 

thesis has sought to develop new techno-economic models and studies to evaluate, compare, and 

design RFB chemistries. I have used these tools to develop tangible, quantitative targets for 

economic viability for various classes of chemistries (e.g., fade rates, servicing fees, electrolyte 

and materials costs, etc.), as well as identified important qualitative considerations for scalable 

chemistries, such as the diversification of the supply chain of critical materials. The ultimate goal 

is to use these models to drive actual research, development, and deployment of promising RFB 

chemistries. I have provided a brief example of this process in Chapters III and V, where the 

former identified a promising chemistry via TEA (i.e., Fe-Cr) and the latter demonstrated how one 

might address the technical challenges of its commercialization in a laboratory setting (i.e., 

electrolyte purification to reduce hydrogen evolution and promote long-term operation of the 

system). Much more of this translation between techno-economic modeling and demonstration or 

deployment is needed, as there are still no clear front-running RFB chemistries outside of the 

canonical VRFB. With decarbonization deadlines nearing, I feel it is crucial that the RFB 

community starts choosing – via utilization of the types of models and analyses presented in this 

work – promising candidates from the vast range of alternative chemistries being explored in the 

academic community and accelerating their development for commercialization and deployment.  

While lower-cost and higher-abundance RFB chemistries are likely needed for more significant, 

long-term deployment of RFBs, my studies have shown me that we ought to deploy the solutions 

that are ready now (i.e., VRFBs), dealing with the consequences of these more expensive and hard-

to-scale chemistries in the near-term, while simultaneously preparing the next generation of battery 

chemistries. As shown in Chapter IV, deployment of VRFBs in the near-term would significantly 

help adoption of new RFB chemistries down the line by driving down the costs of chemistry-

unspecific stack components and de-risking the technology. This is crucial, as the small existing 

production scale of RFB systems, as well as many of their critical components, remains an 

impediment to their broader-scale deployment. Further, a benefit to the simple and open 
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architecture of RFBs is that we could feasibly consider switching out chemistries in the long-term, 

especially if the electrolyte is leased (as is becoming increasingly popular for vanadium systems). 

Electrolyte leasing is an example of a larger takeaway from my thesis, which is that other 

disciplines (e.g., policy, investment strategies, etc.) are crucial for overcoming the hurdles RFBs 

face for broadscale deployment. Thus, my recommendation for follow-up work is to start 

integrating the findings from this thesis with considerations in other disciplines to more holistically 

find solutions that will drive investment and deployment. 

For example, government efforts could help de-risk RFBs and simultaneously drive down stack 

costs. Newer technologies like the RFB that are technically ready for deployment (i.e., the VRFB) 

are struggling to compete with Li-ion at such low production volumes, as the only real demand for 

them is long-duration grid applications, which are very nascent markets. This “chicken and the 

egg” problem may not be solved in the private sector alone, but rather may require government 

intervention to support technology de-risking and cost reductions of these nascent storage 

solutions. Generally, there is a need for someone to test and support (via direct procurement) large-

scale demonstrations. One avenue to execute this could be through government funding of 

extramural, commercial demonstration projects, as was previously done via the American 

Recovery and Reinvestment Act (ARRA). Presently, a lot of funding for demonstration projects 

out of the DOE is coming from the Office of Electricity’s Energy Storage (OE-ES) program. 

However, this funding has mostly gone to national labs and has not been offered via open 

solicitations, which would involve the private sector and may accelerate progress. Further, the 

government could develop a dedicated program for downstream grid storage demonstrations that 

have shown promise in many of their earlier, development-phase programs (e.g., ARPA-E). The 

recent SCALEUP (Seeding Critical Advances for Leading Energy technologies with Untapped 

Potential) program at ARPA-E partly addresses this need [237]. 

Thankfully, the cost curve relative to production scale looks steep for RFBs. Utilizing an open, 

“sandwich” type architecture, each individual stack component is fairly simple in design, and all 

together are easily assembled. Currently, RFB companies remain small and seem to be reinventing 

the wheel each time, sourcing their own stack parts at small volumes. Centralization of these efforts 

would significantly increase production volumes and reduce cost. The hesitancy around such an 

approach likely lies in companies’ desire to keep IP and a competitive advantage. For some stack 

parts, such reservations can be more easily overcame due to their ubiquity and simplicity (e.g., end 
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plates, gaskets, frames, bolts, pipes and manifolds, and overall assembly). For other, more 

performance-affecting parts (e.g., membranes, electrodes, and flow fields), this may be more 

challenging. With an abundance of private capital, it is hard to imagine how government mandates 

(e.g., demanding IP remain public on certain projects that it may fund) could be implemented 

successfully. Rather, such collaborative agreements involving IP-sharing usually play out in the 

private sector through mergers and acquisitions. Alternatively, the government (maybe the DOE, 

Department of Defense, or other government operations) could incentivize such practices by 

negotiating a large-scale purchase agreement with one or more RFB manufacturers under the 

conditions of centralized sourcing of certain components. Most examples of this kind of large-

scale government procurement of a particular technology lie in military operations motivated by 

war: for example, the F-35 (a strike fighter aircraft) procurement program [238]. Thus, it may 

unfortunately take more drastic effects from climate change to catalyze such actions. In general, 

the stack is a good subsystem to target for cost reduction via TEA, policy, etc., as it is largely 

independent of chemistry and thus can be advanced in the interim where new canonical chemistries 

are still being developed. 

To this end, while my thesis focused primarily on RFB chemistries, the stack itself could also 

benefit from more TEA. Very few studies have exhaustively probed stack materials design (e.g., 

electrodes, membranes, and flow fields) from a full techno-economic perspective that considers 

short- and long- term cost tradeoffs and chemistry-specificity. With the stack controlling important 

and operationally-dependent parameters such as current, efficiencies, etc., this may require 

combining the techno-economic models discussed in this thesis – which have thus far utilized 

simplified representations of the physical performance of the battery – with physics-based models 

that capture more of these parameters. Indeed, incorporation of physics-based models would allow 

one to explore many interesting topics, including: chemistry-informed membrane design (e.g., 

inherent tradeoffs between cost, conductivity, and permeability, see Appendix B for a brief 

demonstration of this), cycling profile (e.g., comparing the performance and decay under 

conventionally modeled/demonstrated galvanostatic profiles versus more realistic power-based 

profiles), crossover under different chemistry configurations, simulation of electrolyte 

maintenance methods, etc. 
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Another example of questions my research has raised that are outside of the scope of chemical 

engineering pertain to the “investability” of RFB technologies. For example, as a battery 

architecture that can house nearly infinite chemistries – an aspect of RFBs that is relatively unique 

and generally attractive for the versatility it allows – there can be a difficulty differentiating 

between the many similar choices of next generation low-cost chemistries. This actually 

complicates and, perhaps, ultimately deters investment decisions. Further, there may be a fear that 

a better, lower-cost and/or higher-performing chemistry could be always developed. Thus, it is 

important not only to develop an economically competitive RFB chemistry that can be practically 

operated in the long term from materials that are low cost, accessible, and scalable, but we must 

also consider the intellectual property (IP) and competitive advantage a chemistry could utilize to 

actually commercialize it at all. Indeed, I have seen these questions prevent investments in start-

ups for RFBs utilizing alternative chemistries. This may necessitate alternate approaches to 

actualize investments in this space; for example, a utility or group of utilities (i.e., large enterprises 

with capital and deployment opportunities) could “pick a winner” (or a group of winners) by 

investing in a particular start-up/chemistry (or a group of start-ups/chemistries, of which they 

would later determine the most viable through further research and development efforts). The 

utility could then install a significant volume of demonstration projects to give the chemistry/start-

up the competitive, first-player advantage needed to beat out other prospects. 

This is a short list of recommended next steps and considerations, and the ideas presented here 

could comprise multiple more PhDs across various disciplines. I hope people read this thesis and 

are inspired to take on some of these challenges at their research labs or companies. As I enter the 

venture capital investment space for energy storage, I will certainly bring these considerations and 

ideas with me to potentially promote investment and deployment of RFBs. 
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VII. Appendix A – Supporting information for Chapter V 
 

1. Correlation plot of relevant variables for Fe-Cr RFB cell operation 

To assess the correlation between parameters relevant for RFB cell operation, an analysis using 

the Kendall tau (τ) coefficient [239] was performed for the set of variables including the electrode 

thickness (Thick), electrode geometric area (Area), geometric current density (Rate), coulombic 

efficiency (CE), voltaic efficiency (VE), energy efficiency (EE), and decay rate (DR). The Kendall 

rank correlation was chosen for this analysis, as it is a non-parametric measure that determines the 

strength of association based on concordance and discordance in the data and does not assume a 

relationship between the variables being assessed. For any pair of indices 1 ≤ i < j ≤ n where n is 

the total number of observations for variables x and y, a pair of observation is concordant if (xi – 

xj) and (yi – yj) have the same sign, discordant if they have opposite signs, and neither if either xi 

= xj or yi = yj. Kendall’s τ is defined as the difference between the number of concordant and 

discordant pairs divided by the number of ways to select two data points from n. Mathematically, 

τ can be defined by EquationVII-1 [239]: 

  (VII-1) 

Where ξ is the conditional given by Equation VII-2: 

  (VII-2) 

Figure VII-1 shows the correlation plot of all seven variables. The number in each subplot 

corresponds to τ, while the magenta line is the best linear fit to the data. The numbers highlighted 

in red font are determined to be statistically significant based on a p-value of less than 0.05. The 

electrode geometric area and thickness, voltaic efficiency, energy efficiency, coulombic 

efficiency, and decay rate are all shown to be statistically significant. All computation and plotting 

were performed using the MATLAB® function corrplot. 
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Figure VII-1 – Kendall rank correlation matrix of seven variables relevant to Fe-Cr redox flow 
battery (RFB) cell operation. The variables examined are the electrode thickness in mm (Thick), 
the geometric active area in cm2 (Area), the geometric current density in mA cm–2 (Rate), the 
Coulombic Efficiency in % (CE), the Voltaic Efficiency in % (VE), the Energy Efficiency in % 
(EE), and the Decay Rate in % (DR). The correlation plot and test for significant correlations was 
generated using MATLAB’s corrplot function. Statistically important relations are highlighted in 
red, showing that the relationship between DR and CE is statistically significant. 
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2. Post-mortem spectroscopy of electrodes 
 

 

Figure VII-2. Scanning electron microscopy (SEM) and energy dispersive X-ray spectroscopy 
(EDS) of heat-treated SGL 39AA electrode (500 °C, 5 h), electrode reduced in Fe-Cr RFB negative 
electrolyte, and electrode soaked in unpurified Fe-Cr RFB electrolyte overnight. SEM / EDS was 
performed using a Zeiss Merlin High-Resolution SEM, with a 10 keV electron energy and 9.2-mm 
working distance and an in-lens secondary electron detector. The negative electrode used in the 
purification process exhibits additional Fe, Cr, and chlorine signals in addition to carbon and 
oxygen species and trace silicon from the electrode. 
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VIII. Appendix B – Example of techno-economic- and chemistry- 
informed design of membranes for RFBs, enabled by 
incorporation of physics-based models 

 

As the reactor component with the highest cost as well as very consequential performance 

outcomes from a levelized cost standpoint (i.e., prevention of crossover), there is a lot of on-going 

redox flow battery (RFB) membrane development exploring a vast range of materials as well as 

cost and performance criteria (e.g., permeability and selectivity, conductivity, cost, etc.). However, 

these design criteria are often obscured and uninformed by the RFB chemistry or techno-economic 

analyses (TEAs). Many researchers are trying to create better membranes to minimize crossover, 

such as the next generation of ion-exchange membranes or through development of size-

discretionary membranes like polymers of intrinsic microporosity (PIMs). However, the key 

design criteria are often variable across studies (e.g., high conductivity, high selectivity, or low 

cost) [69,240], as there has been little consideration of what properties are most ideal for the long-

term economic outlook for a given chemistry [17]. For example, symmetric chemistries like 

vanadium have been shown to be highly unaffected, in terms of their levelized cost, by the 

crossover rate, because crossover remediation (i.e., rebalancing) can be performed very frequently 

and inexpensively [60]. In these cases, it is likely much more desirable to have a low-cost 

membrane than a more expensive, highly selective membrane. Size-exclusion separators are one 

potentially low-cost alternative [241] that may also be more selective in some systems where, in 

tandem, the molecular size of the active species can be tuned such that they are larger than the 

membrane’s pores (e.g., large organic molecules) [105]. In the most extreme case, single ion-

conducting (SIC) membranes (likely ceramic-containing materials) can be designed for perfect 

selectivity, though this comes at the cost of relatively extreme resistances that increase power costs 
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and reactor sizes dramatically [115,120]. Overall, the field of RFB membrane development could 

benefit from more explicit consideration of long-term performance and cost tradeoffs, via 

chemistry-specific TEAs, to better inform the design goals. To this end, my colleague Bertrand 

Neyhouse and I are working on a study that fundamentally explores the basic design principles of 

RFB membranes, how they affect the battery performance and techno-economics, and how such 

analyses can be used to inform membrane development and selection for a particular chemistry or 

class of chemistries. 

In addition to representing a new area of RFB-related techno-economic study for me, this project 

is distinct from my previous TEA work (represented throughout this thesis) in that it is utilizing a 

0D, physics-based, cell-level RFB model to inform the performance inputs needed for the TEAs. 

My previous studies have used high-level, fixed metrics that are generally uninformed by the 

battery’s operating conditions (e.g., fade rates, capacity accessed, efficiencies, etc.). While using 

a physics-based model allows us to explore how operation affects these performance metrics and, 

thus, the techno-economics, it also adds complexity computationally (affecting analysis time) and 

conceptually. The latter of these complexities has been the focus of the initial work performed so 

far: how do we create generalizable case studies? What assumptions do we have to make, and how 

do those assumptions affect or determine the range of situations (e.g., chemistries, membranes, 

practical operation or design scenarios, etc.) our analyses can apply to? These questions have been 

difficult to navigate but are important foundational steps that simultaneously force us to intimately 

understand the 0D model itself (thus helping the development of this work). While our efforts 

exploring these questions do not lend themselves to presentable data, I will attempt to show some 

initial conceptualizations of the types of avenues we are thinking of exploring with this membrane 

study (which will continue in my absence). 
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One example of the simplifying assumptions made in my previous studies, due to the lack of 

physics-informed modeling, lies in the “mixed electrolyte” studies. As a brief recap, RFBs with 

asymmetric chemistries must find a way to deal with crossover that leads to cross-contamination 

of the electrolyte and capacity decay. If the various active species are stable in the opposing cell 

environments, an efficient approach to dealing with the crossover issue is to use the “spectator 

strategy,” where both active species are dissolved in each half-cell electrolyte (considered in depth 

in Chapter III). In more detail, each electrolyte is mixed with equal concentrations of the active 

species of interest and the spectator species, which is simply the active species in the other half-

cell. This transforms asymmetric chemistries into pseudo-symmetric chemistries and allows for 

utilization of the same VRFB rebalancing methods [12,42–45,60] to remediate losses due to 

crossover. Further, crossover is actually mitigated by the spectator methodology itself [16,25], as 

diffusive fluxes that drive crossover between the two electrolytes are significantly decreased [127]. 

The tradeoff is that the strategy decreases energy density and increases electrolyte cost via the 

addition of the spectator species. In the analysis previously performed (see Figure III-3), we 

assumed the electrolyte cost of an RFB using the spectator strategy would be exactly double the 

cost of a non-mixed electrolyte configuration and simply compared the electrolyte costs to other 

incumbents (e.g., vanadium) for determining viability, as it is assumed maintenance costs for these 

systems would be virtually zero due to the near elimination of crossover, as described above. 

However, the equilibrium of mixed electrolytes may not always be equal concentrations of each 

active species in each half-cell due to the other crossover driving forces (in particular, electro-

migration). Figure VIII-1 below demonstrates this using the 0D model: depending on the 

diffusivity of the active species and the conductivity of the membrane (here, assuming positively 

charged active species), the equilibrium point can range between 40-60% of theoretical capacity 
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(i.e., not necessarily perfectly mixed electrolytes, which would represent 50% of capacity retained 

at equilibrium). This affects our assumptions of the electrolyte cost per kWh of rated storage 

capacity (e.g., 40% and 60% capacity retention equilibrium points would mean costs are greater 

or lower, respectively, than those shown in Figure III-3).  

 

Figure VIII-1 – Discharge capacity retention over 1000 cycles for a generic, 1 V RFB chemistry 
utilizing positivity charged redox active species. Two cases are shown utilizing different values 
for the average diffusivity of all active species through the membrane (Djm) and the membrane 
conductivity (Cm). 
 

With the use of a 0D model, we can thus explore the effect of membrane choice on this sort of 

analysis. Further, we can start to add more practical complexities: for example, the conductivity 

value affects the area-specific-resistance (ASR) of the cell, which affects the power density and 

thus power costs (Figure VIII-2). Each diffusivity and conductivity scenario alters the voltaic and 

coulombic efficiencies, which affect the power and electrolyte costs as well. Finally, we can make 

assumptions about the effect of membrane performance on membrane cost: as a first pass, say 

conventional membrane options used in aqueous environments (e.g., separators or ion-exchange 

membranes) may have conductivities ranging from 0.1 to 1 S/m that could correspond (linearly, 

Dj
m= 1e-12 m2/s, Cm = 1 S/m

Dj
m= 1e-12 m2/s, Cm = 0.1 S/m
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perhaps) to areal costs between 50 and 300 $/m2, as higher-performing membranes would be more 

expensive to produce (Figure VIII-2). These membranes will possess varying active species 

diffusivities, say between 1e-11 and 1e-13 m2/s. 

 

Figure VIII-2 -  Area-specific-resistance (ASR) of the cell (left y-axis, solid line) and estimated 
membrane cost (right y-axis, dashed line) as a function of membrane conductivity (at a fixed 
membrane thickness of 100 microns. 

So, we vary diffusivity and conductivity separately and derive ASR and membrane cost as a 

function of conductivity as shown in Figure VIII-2 above. These variables affect the battery’s 

energy capacity at the equilibrium level (which we then size the system to), as well as the 

electrolyte and power costs. This gives us a map of capital costs as a function of these variables, 

shown below as Figure VIII-3. We see the consideration of these effects have important 

consequences on the capital cost, which ranges from 250 – 800 $/kWh (at a 5.25 h duration).  
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Figure VIII-3 – Color maps showing the fraction of theoretical capacity accessed upon 
equilibrium (a) and the system capital cost (at a 5.25 hour duration) when the system is sized to 
this equilibrated capacity (b) as a function of membrane conductivity (x-axis) and diffusivity of 
the active species through the membrane (y-axis). 

 

This is just one example of many analyses we are considering exploring with the combination of 

the TEA and 0D models. In addition to exploring more parameters (e.g., current density) and 

looking at more specific case studies (e.g., large organics with PIMs, membrane design for 

asymmetric chemistries, etc.), we also plan to explore different computational methods (e.g., 

machine learning) to facilitate more complex analyses. 
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