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Abstract

As computing efficiency becomes constrained by hardware scaling limitations, code
optimization grows increasingly important as an area of research. The impact of
certain optimizations depends on whether a program is compute-bound or memory-
bound. Memory-bound computations especially benefit from program transforma-
tions that improve their data locality, to better exploit modern memory hierarchies.
Reuse distance is a useful measure for analyzing data locality in an architecture-
agnostic way, i.e., independent of specific cache sizes. Previous work has researched
different ways to calculate reuse distance, ranging from deterministic to probabilistic
and using different definitions of reuse distance.

This thesis investigates the use of static compiler instrumentation tools to imple-
ment memory analysis tools for parallel programs. I show how the comprehensive
static instrumentation (CSI) framework can be used to compute the reuse-distance
of memory locations in a sequential execution of a program. For analyzing parallel
programs, it is necessary to contextualize the memory access patterns with the logical
parallel structure of the code. To this end, I show how reuse distance calculations can
be organized according to the logical parallel structure of the program by building
a series-parallel tree using CSI. I present several potential algorithms for using this
instrumentation to calculate statistics for average and peak memory bandwidth in
parallel codes. Although these instrumentation tools remain prototypes, they consti-
tute a compelling proof-of-concept for the use of CSI to perform memory analysis in
parallel codes.
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Chapter 1

Introduction

Programming today is unlike programming fifty years ago. Whether it be for soft-

ware, simulations, or data science, codebases are growing increasingly larger and more

complicated. As Moore’s Law scaling comes to an end [18, 20, 29], optimizing memory

access becomes increasingly important and necessary to maintain and enable further

improvements in computing efficiency.

The cost of memory accesses in a program depends both on the spatial and tem-

poral locality. Modern hardware architectures employ a hierarchical cache structure.

Computations with good data locality are served by the smaller, faster levels of the

hierarchy. Conversely, computations which exhibit poor data locality tend to benefit

less from hardware caches and consequently have worse performance. With advances

in processor speed outpacing those of memory [34], the importance of optimizing a

program’s memory locality has grown over time.

Memory analysis tools and profilers have proven to be highly effective at helping

programmers understand and optimize the performance of their programs. One area

of research focuses on code analysis tools that help programmers understand and

instrument the memory accesses of both serial and parallel programs. An example is

Cachegrind, a tool suite part of Valgrind [23] for simulation based analysis of memory

access behavior. Another example is ThreadSanitizer [30], a dynamic detector of data

races.

These tools are typically unaware of the logical parallel structure of a program, but
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can still provide useful insights by profiling each thread in the program independently.

Tools like this can analyze parallel executions to measure memory locality, memory

bandwidth, cache behavior, cache contention, and detect data races. Such tools,

however, are often only able to measure a particular execution of a parallel program

because they lack visibility into the program’s logical parallel structure.

For certain problems, such as race detection, there is precedent for using the logical

parallel structure of the program to provide more useful program analysis tools. For

example, the Cilksan CSI tool [27] implements a provably correct race detector that

detects race conditions based on the logical parallel structure of the program. This

enables Cilksan to provide stronger guarantees than other tools, like ThreadSanitizer,

which only detect race conditions that actually occur during a particular parallel

execution of a code. Another example is Cilkmem [16], which computes the worst-

case 𝑝-processor memory high-water mark for parallel programs that perform dynamic

memory allocations.

In my thesis, I explore the potential of comprehensive static instrumentation (CSI)

[26] as a framework for implementing memory analysis tools that are able to under-

stand the logical parallel structure of a task-parallel program. I begin by showing how

to implement a reuse distance calculator within CSI and demonstrate that reuse dis-

tance correlates with program runtime performance using a set of microbenchmarks

with common patterns of memory-access reorganization. Next, I show how the reuse

distance calculator can be adapted to detect, dynamically at runtime, memory ac-

cesses that are likely to result in data movement across different levels of a machine’s

cache hierarchy. These statistics based on reuse distance can be organized within a

series-parallel tree, also termed spawn tree [12], that is built using CSI. Lastly, I pro-

pose algorithms for analyzing the series-parallel tree, augmented with reuse distance

statistics, to analyze the average and worst-case 𝑝-processor memory bandwidth of

a parallel program. These tools and algorithms remain prototypes, but they serve

to demonstrate the viability of performing memory analysis based on logical parallel

structure using CSI.

The remainder of this chapter is structured as follows. Section 1.1 provides addi-
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tional motivation for memory analysis tools for parallel codes. Section 1.2 explains

instrumentation decisions and background on the framework I chose to use. Section

1.3 defines reuse distance and provides examples showing how reuse distance mea-

sures memory locality, and Section 1.3.1 walks through an example program that

demonstrates how reuse distance analysis can provide insight to the memory usage of

a program. Section 1.4 gives an overview of the prototype reuse distance calculator

I implemented as part of my investigation, and Section 1.5 introduces the memory

bandwidth analysis work I completed. Finally, Section 1.6 describes the structure of

the remaining chapters of this thesis.

1.1 Motivation

Performance bottlenecks due to poor data locality or suboptimal access patterns are

often difficult to diagnose. The typical programmer will often not have a detailed

understanding of the memory behavior of their code, or how it impacts performance.

Even among expert programmers, it is often difficult to pinpoint memory-related

bottlenecks and understand how these bottlenecks impact the overall performance of

complex codes or improve the memory usage.

Simple program transformations can impact memory behavior and hence perfor-

mance. For example, reordering loops, given that correctness is preserved, can benefit

a program’s performance [1, 2, 22]. A well-known example is matrix multiplication,

where memory locality can be significantly improved with a loop reordering. In a

similar way, reordering function calls or fields in a struct may also have a significant

effect on program performance due to better memory locality. One more example

of better memory locality resulting from simple changes to code is reorganizing data

from an array of structs to a struct of arrays, or vice versa. But how to we determine

which components of a program benefit from the application of these transformations?

My thesis investigates technologies that make it easier for programmers to identify

memory-related bottlenecks in their code, allowing them to target critical sections of

their program for further optimization.
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1.2 Instrumentation

This section describes the instrumentation technologies I used to implement proto-

types of the memory analysis tools described in this thesis. The specific instrumenta-

tion framework I use is the Comprehensive Static Instrumentation framework (CSI)

which has been used to implement other tools for parallel programs written using Cilk

[6], such as the Cilksan race detector [27], Cilkscale scalability profiler [27], and Cilk-

mem memory high-water mark analyzer [16]. CSI is a framework that can be used to

inject code into programs so that a variety of profiling tools, such as race detectors,

cache simulators, code-coverage analyzers, etc. can “observe and investigate runtime

behavior” [26]. My work serves as a demonstration of memory analysis techniques for

measuring data locality and parallel memory bandwidth using CSI.

CSI enables writing instrumentation tools as C libraries. Under CSI, profiling

tools can insert custom instrumentation on top of the compiler, with standard hooks

available at many parts of the execution, such as before and after each memory access,

before and after each function call, etc. CSI provides this flexibility without much of

a tradeoff in terms of efficiency and performance. CSI is also accessible – it is very

easy for other researchers to take an existing tool and make changes to it, or extend

its functionality.

CSI allows instrumentation of the logical structure of a task-parallel program. The

way CSI accomplishes this is by adding hooks around specific elements of the LLVM

IR. The Tapir/LLVM extension [28] augments LLVM’s intermediate representation

with 3 additional instructions (detach, reattach, and sync) that are used to express

logical parallelism in a program. Consequently, a CSI tool can instrument the log-

ical parallel structure of a program by implementing hooks for these Tapir/LLVM

instructions. All of the above are readily available with OpenCilk [27], making it

simple and straightforward for Cilk programmers to create sophisticated and helpful

profiling tools while keeping the overhead low.

There are alternative instrumentation approaches such as the use of hardware

performance counters [35], binary instrumentation techniques [4, 40], and compiler
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passes [38], each with its own pros and cons. Ultimately, I chose to explore the feasi-

bility of CSI as a framework for memory analysis because it allows you to investigate

the logical parallel structure of a program, and because I believe that the ease with

which tools written using CSI can be extended facilitates further research.

1.3 Reuse Distance

In this section, I introduce reuse distance and explain why it is a useful program

property to analyze. Reuse distance is a useful program property due to its relation

to memory or reference locality, the tendency of a processor to access the same set

of memory locations repetitively over a short period of time [32]. Because modern

machines have hierarchical memory, with the most frequently accessed data being the

fastest to access, analyzing memory locality is crucial to understanding the memory

behavior of programs.

There are two basic types of memory locality:

• Temporal locality refers to the reuse of specific data within a relatively small

time duration.

• Spatial locality, also termed data locality [11], refers to the use of data elements

close in memory location.

One of the common metrics used to analyze program memory locality is the con-

cept of reuse distance, also known as stack distance [5]. Generally speaking, in a

sequential execution, reuse distance is the number of distinct data elements accessed

between two consecutive references to the same element. Reuse distance is a useful

measurement due to its relationship to cache miss ratios (given some cache size) [31]

and various other locality measures [39].

A hypothetical analysis of reuse distance’s relationship to cache miss ratios despite

being inherently cache-oblivious is as follows. If a memory access has reuse distance

of 33000, and the machine the program is running on has L1 cache size of 32000,

then under the naive LRU stack algorithm, accessing that data value misses the L1
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cache. More realistically, we can measure reuse distance based on cache lines, rather

than individual memory locations. This way, if cache line size is 64 and the L1 cache

size of a machine is 32000, then a memory access to a cache line with reuse distance

505 > 500 = 32000 ÷ 64 will incur a miss to the L1 cache and thus higher memory

costs.

1.3.1 An Illustrative Example with Matrix Multiplication

In this section, I show how reuse distance calculations can measure the locality of

a program’s memory accesses. Specifically, I illustrate the use of a reuse distance

calculator on an example program that performs matrix multiplication. We will walk

through two versions of the example program, what memory behavior we expect to

see in each version, and how that relates to program runtime, along with the output

from actually computing the metrics we are looking for.

A simple example I analyzed is matrix multiplication. It is well known that for

the naive algorithm with triple nested for loops, different nesting orderings of the

loop index can lead to drastically different program runtimes. Figure 1-1 shows one

implementation. If 𝑁 is the size of the matrix and we set 𝑁 = 1000, this first and

slower implementation runs in 4.791s. However, a simple loop reordering as in Figure

1-2 gives a much faster algorithm: with 𝑁 = 1000 as well, this second and faster

implementation, after loop reordering, runs in 0.426s.

Figure 1-1 Matrix Multiplication (ijk)
1: for each 𝑖 < 𝑁 do
2: for each 𝑗 < 𝑁 do
3: for each 𝑘 < 𝑁 do
4: 𝑐[𝑖][𝑗]← 𝑎[𝑖][𝑘]× 𝑏[𝑘][𝑗]
5: end for
6: end for
7: end for

The differences in performance of these two codes for matrix multiplication can

be better understood by analyzing each implementation’s memory access patterns. If

we look at the line of code within the triple nested for loops, we notice that if each
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Figure 1-2 Matrix Multiplication (ikj)
1: for each 𝑖 < 𝑁 do
2: for each 𝑘 < 𝑁 do
3: for each 𝑗 < 𝑁 do
4: 𝑐[𝑖][𝑗]← 𝑎[𝑖][𝑘]× 𝑏[𝑘][𝑗]
5: end for
6: end for
7: end for

loop iteration uses a different value for 𝑖, then c[i][j] and a[i][k] will incur high

memory costs; similarly, if each iteration uses a different value for 𝑘, then b[k][j] will

incur a high memory cost. This is because a change in index for the first dimension of

the matrix means that a new cache-line is likely accessed for each value. Since both

implementations have i in the outer-most loop, c[i][j] and a[i][k] incur relatively

low memory costs in both implementations. However, in the first implementation,

the access to b[k][j] is high memory cost, as the inner-most loop iterates over k; in

contrast, in the second implementation, the inner-most loop iterates over j, so values

of b[k][j] on the same cache line are accessed one after another.

This difference in memory locality for the accesses to b[k][j] explains the large

speedup we see from optimizing the memory usage. If we were to measure total reuse

distance summed across the entire program execution, we expect matrix multiplica-

tion (ikj) to have significantly lower total reuse distance than matrix multiplication

(ijk).

I ran an experiment to measure the reuse distances of these two codes, and present

the results as follows. As we expected, when adjusting the parameter 𝑁 and running

the reuse distance calculator, we see that the total reuse distance summed across the

program execution scale an order faster for the slower implementation than the faster

one. The measured numbers are graphed in Figure 1-3, shown below.

The difference in total reuse distance in the two programs comes almost entirely

from the memory usage in the line of code

c[i][j] += a[i][k] * b[k][j].
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Figure 1-3: Total reuse distance vs. matrix size for two different implementations of
matrix multiplication (pseudocodes in Figure 1-1 and Figure 1-2); linear scale (left)
and log scale (right).

If we measure reuse distance metrics associated with specific parts of the code,

down to a line number and a column number, we expect the memory accesses from

c[i][j] to have shorter reuse distances than those from a[i][k] and b[k][j] in

matrix multiplication (ijk), since i and j are the two outer loops; similarly, we

expect the memory accesses from a[i][k] to have shorter reuse distances than those

from c[i][j] and b[k][j] in matrix multiplication (ikj), since i and k are the two

outer loops.

Using 𝑁 = 500, tables 1.1 and 1.2 below summarize the reuse distance patterns

of the slower and faster implementations respectively.

Memory Access Average Reuse Distance RMS Reuse Distance
c[i][j] 3.00 3.00

a[i][k] 1501.00 1501.00

b[k][j] 126625.63 178105.57

Table 1.1: Reuse distance calculations (in number of distinct memory locations be-
tween two accesses to the same memory location) for matrix multiplication (ijk).

Overall, the output of this reuse distance calculator is sensible and correlates

well with what we would expect to see. As expected, the slower implementation

has patterns of longer reuse distance, and we can conclude that reuse distance is an

effective metric that correlates well with program runtime and can provide insight
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Memory Access Average Reuse Distance RMS Reuse Distance
c[i][j] 129.35 182.34

a[i][k] 63.50 124.01

b[k][j] 65257.74 65257.74

Table 1.2: Reuse distance calculations (in number of distinct memory locations be-
tween two accesses to the same memory location) for matrix multiplication (ikj).

to potential speedups in programs. To understand precisely why these numbers are

what they are, see Section 4.2. In next sections, I give an overview of the work I

completed for my thesis, along with any artifacts developed as part of the study.

1.4 Reuse Distance Calculator

The first part of my thesis study involves examining reuse distance metrics and their

relation to program memory behavior. To do so, I created a prototype CSI tool that

calculates reuse distance. In Section 1.3, I defined what reuse distance is and why I

chose to analyze it. In this section, I briefly discuss the implementation of this reuse

distance calculator.

A simple reuse distance calculator may take the form of a linked list [21]. Using

the definition of reuse distance presented in Section 1.3, a possible implementation is

as follows (Figure 1-4):

Figure 1-4 Reuse Distance Calculator
1: for each 𝑎𝑑𝑑𝑟𝑒𝑠𝑠 do
2: 𝑎𝑑𝑑𝑟𝑛𝑜𝑑𝑒← createNode(𝑎𝑑𝑑𝑟𝑒𝑠𝑠)
3: if 𝑎𝑑𝑑𝑟𝑛𝑜𝑑𝑒 ∈ 𝑙𝑖𝑠𝑡 then
4: 𝑟𝑒𝑢𝑠𝑒𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒← 𝑙𝑖𝑠𝑡.index(𝑎𝑑𝑑𝑟𝑛𝑜𝑑𝑒)
5: 𝑙𝑖𝑠𝑡.remove(𝑎𝑑𝑑𝑟𝑛𝑜𝑑𝑒)
6: 𝑙𝑖𝑠𝑡.insertFirst(𝑎𝑑𝑑𝑟𝑛𝑜𝑑𝑒)
7: end for

The algorithm in Figure 1-4 has per memory access runtime of 𝑂(𝑁), where 𝑁

is the size of program data, and thus an overall runtime of 𝑂(𝑇𝑁), where 𝑇 is the

length of execution. Instead of using this algorithm, I improve the per memory
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access runtime to 𝑂(log𝑁) in Section 3 by using a self-balancing binary search tree

[3, 25, 33], bringing the overall tool runtime down to 𝑂(𝑇 log𝑁).

1.5 Memory Bandwidth Analysis

The second part of my thesis is concerned with analyzing the memory bandwidth re-

quirements of parallel programs. If the memory bandwidth of a program exceeds the

theoretical machine upper bound of memory bandwidth, then the program’s execu-

tion becomes limited by this memory bandwidth, as opposed to lack of computation

power. In this section, I discuss how I approached the problem of analyzing a parallel

program’s memory bandwidth requirements using the code’s logical parallel structure.

I propose that a program’s average and peak memory bandwidth requirements

can be useful measures for understanding the scalability of task-parallel programs

and investigate an approach for measuring average and peak bandwidth requirements

for scaling a computation using multiple processors. My approach utilizes the series-

parallel tree representation of a parallel computation, together with reuse distance

measurements within and across subtrees. This makes it possible to collect measure-

ments with a serial execution of a program and use them to reason about the expected

effects of parallelism.

The data bandwidth requirement of a program can be defined as the total data

movement divided by time. My approach to measuring data movement is based on

calculations performed by the reuse distance calculator. Given a reuse distance 𝐾, I

consider any memory access that has reuse distance greater than 𝐾 to result in data

movement between different levels of cache. Different values of 𝐾 can be selected to

target different cache sizes or different levels of the cache hierarchy. My approach to

measuring time is similar to the approach taken in other CSI tools such as Cilkscale

[27] where time is measured by the number of LLVM pseudo instructions executed,

which are used by the compiler to estimate the cost of program instructions.

The memory bandwidth analysis tool for parallel programs employs the reuse dis-

tance calculator’s measurements, which are organized within a series-parallel tree.
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This is a data structure, maintained at runtime, that captures series-parallel relation-

ships in program execution. Both data movement and time are recorded in this data

structure, where program execution is represented with a tree structure of compu-

tation nodes, which are either serial or parallel. The children of serial nodes run in

series, while the children of parallel nodes run in parallel. The series-parallel tree is

described in more detail in Section 5.

I developed prototypes of analysis algorithms for calculating memory bandwidth.

The cases covered by these prototype algorithms are the average memory bandwidth

of a program assuming infinite processors, the peak memory bandwidth assuming

infinite processors, and the peak memory bandwidth given a limited number of pro-

cessors 𝑝. The details of these algorithms are elaborated on in Chapter 6. I also

propose ideas for an algorithm computing the average memory bandwidth for 𝑝 pro-

cessors in Section 7.2.

1.6 Thesis Structure

The remainder of this thesis is divided as follows. First, I shall explain the reuse dis-

tance calculator and analyze benchmark programs empirically. Chapter 2 discusses

the benchmark programs I created and selected to use for my evaluations. Chapter

3 describes the reuse distance calculator, and Chapter 4 defines metrics I measure

and presents my empirical studies. Second, I modify the tool to perform memory

bandwidth analysis. Chapter 5 talks about the integration of a series-parallel tree to

model the logical parallel structure of parallel code, and Chapter 6 discusses differ-

ent algorithms for performing memory bandwidth analysis and presents preliminary

results applying these prototypes to simple programs. Finally, Chapter 7 concludes

with extensions and ideas I didn’t get a chance to work on but could be interesting.
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Chapter 2

Microbenchmarks

In this chapter, I describe benchmark programs for testing and demonstrating the

functionality of the prototype reuse distance calculator I developed. In the introduc-

tion, we used matrix multiplication as an example to demonstrate the functionality

of our calculator and how it can be used to give programmers insight as to where the

memory bottlenecks of a program may be located. For this example, we created two

different implementations of the same algorithm; one with better memory locality

than the other, and hence better reuse distance patterns and faster program runtime.

I propose a set of microbenchmark programs like this matrix multiplication example,

and apply my prototype tool to them, to assess the potential of a reuse distance CSI

profiling tool as an aid towards identifying program regions or structures where data

locality can be improved. Numerical results are presented in Section 4.2.

I discuss four simple code changes that may lead to different memory usage pat-

terns, and microbenchmarks I came up with to exhibit such changes in memory usage

patterns. Specifically, I designed these microbenchmarks to exhibit different reuse

distance patterns before and after the code changes, and verified that their runtimes

were positively correlated with reuse distance. This is done by creating two different

implementations for each case, one before the code change, and one after. I then

evaluate the performance and output of these benchmarks on the reuse distance tool

we create in Section 4.2.

The microbenchmarks presented here are simple, but they correspond to common
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patterns and design decisions which are often found in real programs. They serve

to validate the premise of my prototype tool, as well compare the performance and

results of different versions of the same tool. This was helpful as I implemented

an inefficient but straightforward reuse distance calculator based on the algorithm

presented in Figure 1-4, and used it to confirm the accuracy of the more complicated

but more efficient one as described in Chapter 3.

2.1 Reordering Nested Loops

One simple code change we aim to target is a reordering of nested for loops. This

can lead to a significant improvement in the memory locality of a program when the

loop reordering allows data values on the same cache line to be accessed one after

another in the inner-most loop. The microbenchmark we proposed for this is the

matrix multiplication example, described in more detail in Section 1.3.1.

2.2 Reordering Struct Fields

In a large struct with many fields, putting fields that are loaded or accessed together

in loop iterations adjacent to each other in the struct can improve memory locality.

This is because by doing so, these loops can touch fewer cache lines. For example, if

all fields touched by a loop can be rearranged to fit on one cache line, as opposed to

being spread apart on multiple different cache lines, then the total number of distinct

cache lines needed to be accessed one after another by that loop decreases, and the

peak memory bandwidth as well.

Similarly, we may also want to reorder fields to enable vectorization opportunities.

Rather than having a struct with fields of the data types [char, int, char, int, char,

int, char] in that order, where chars are 1 byte and ints are 4 bytes, it may be better

for performance to reorganize the fields into the order [int, int, int, char, char,

char, char].

28



2.3 Reordering Function Calls

Similar to reordering nested loops, assuming that program correctness is preserved,

reordering function calls such that those which access overlapping memory addresses

are adjacent in program execution may help improve memory locality. For example, if

we have arrays 𝑎𝑟𝑟1 and 𝑎𝑟𝑟2, and functions myFunc1 and myFunc2 that operate

on arrays, then a program with alternating accesses to the two arrays (Figure 2-1)

can achieve better memory locality by reordering the function calls (Figure 2-2).

Figure 2-1 Function Calls 1
1: myFunc1(𝑎𝑟𝑟1)
2: myFunc1(𝑎𝑟𝑟2)
3: myFunc2(𝑎𝑟𝑟1)
4: myFunc2(𝑎𝑟𝑟2)

Figure 2-2 Function Calls 2
1: myFunc1(𝑎𝑟𝑟1)
2: myFunc2(𝑎𝑟𝑟1)
3: myFunc1(𝑎𝑟𝑟2)
4: myFunc2(𝑎𝑟𝑟2)

In this scenario, we expect the code snippet presented in Figure 2-2 to run faster

than the code snippet presented Figure 2-1 due to the more efficient memory access

patterns. The significance of the memory locality improvement and thus the speedup

is related to the cache sizes of the machine and the number cache misses at each level

incurred by the two programs. For the maximum difference in performance between

the two implementations, the arrays are sized to perfectly fill up a given cache level.

2.4 Array of Structs vs. Struct of Arrays

The last code change we propose microbenchmarks for is changing data organization

from an array of structs to a struct of arrays, or vice versa. In many software applica-

tions, we end up having data similar to a matrix of values, e.g. a list of students each

with associated data like name and age. In these scenarios, we can have a Student
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struct with fields name and age (Figure 2-3), and store data as an array of structs. Al-

ternatively, we can have a Students struct with fields names and ages, where names

and ages are both arrays and Students is thus a struct of arrays (Figure 2-4).

Figure 2-3 Array of Structs
1: struct Student
2: 𝑛𝑎𝑚𝑒 : string
3: 𝑎𝑔𝑒 : int
4: ℎ𝑒𝑖𝑔ℎ𝑡 : int
5: 𝑤𝑒𝑖𝑔ℎ𝑡 : int
6: end struct

Figure 2-4 Struct of Arrays
1: struct Students
2: 𝑛𝑎𝑚𝑒𝑠 : string array
3: 𝑎𝑔𝑒𝑠 : int array
4: ℎ𝑒𝑖𝑔ℎ𝑡𝑠 : int array
5: 𝑤𝑒𝑖𝑔ℎ𝑡𝑠 : int array
6: end struct

But which of these is better? Depending on the application, the answer may swing

either way. If we only select a few students but go through all the fields associated

with each student, we expect to see the array of structs perform better. An example

program where we expect to see this result is shown in Figure 2-5.

In this program, we expect getAvgsArrayOfStructs to perform better than

getAvgsStructOfArrays. This is intuitive from the memory access patterns

triggered by lines 6 through 8 and 16 through 18. Because we are only querying one

out of every one hundred students, the array of structs data structure, which keeps the

data values associated with each individual student adjacent in memory, is expected

to have better memory locality and thus perform better than the struct of arrays data

structure, where the queries jump back and forth in memory.

On the other hand, if we access all the students’ ages, but not the names or other

data of the students, then we expect the struct of arrays to perform better. An

example program where we expect to see this result is shown in Figure 2-6.

In this program, we expect getAvgAgeStructOfArrays to perform better
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Figure 2-5 Array of Structs Program
1: function getAvgsArrayOfStructs(𝑛, 𝑝𝑒𝑜𝑝𝑙𝑒)
2: 𝑡𝑜𝑡𝑎𝑙𝑎𝑔𝑒← 0
3: 𝑡𝑜𝑡𝑎𝑙ℎ𝑒𝑖𝑔ℎ𝑡← 0
4: 𝑡𝑜𝑡𝑎𝑙𝑤𝑒𝑖𝑔ℎ𝑡← 0
5: for each 𝑖 < 𝑛, 100 | 𝑖 do
6: 𝑡𝑜𝑡𝑎𝑙𝑎𝑔𝑒← 𝑡𝑜𝑡𝑎𝑙𝑎𝑔𝑒+ 𝑝𝑒𝑜𝑝𝑙𝑒[𝑖].𝑎𝑔𝑒
7: 𝑡𝑜𝑡𝑎𝑙ℎ𝑒𝑖𝑔ℎ𝑡← 𝑡𝑜𝑡𝑎𝑙ℎ𝑒𝑖𝑔ℎ𝑡+ 𝑝𝑒𝑜𝑝𝑙𝑒[𝑖].ℎ𝑒𝑖𝑔ℎ𝑡
8: 𝑡𝑜𝑡𝑎𝑙𝑤𝑒𝑖𝑔ℎ𝑡← 𝑡𝑜𝑡𝑎𝑙𝑤𝑒𝑖𝑔ℎ𝑡+ 𝑝𝑒𝑜𝑝𝑙𝑒[𝑖].𝑤𝑒𝑖𝑔ℎ𝑡
9: end for

10: return 𝑡𝑜𝑡𝑎𝑙𝑎𝑔𝑒÷ 𝑛, 𝑡𝑜𝑡𝑎𝑙ℎ𝑒𝑖𝑔ℎ𝑡÷ 𝑛, 𝑡𝑜𝑡𝑎𝑙𝑤𝑒𝑖𝑔ℎ𝑡÷ 𝑛

11:
12: function getAvgsStructOfArrays(𝑛, 𝑝𝑒𝑜𝑝𝑙𝑒)
13: 𝑡𝑜𝑡𝑎𝑙𝑎𝑔𝑒← 0
14: 𝑡𝑜𝑡𝑎𝑙ℎ𝑒𝑖𝑔ℎ𝑡← 0
15: 𝑡𝑜𝑡𝑎𝑙𝑤𝑒𝑖𝑔ℎ𝑡← 0
16: for each 𝑖 < 𝑛, 100 | 𝑖 do
17: 𝑡𝑜𝑡𝑎𝑙𝑎𝑔𝑒← 𝑡𝑜𝑡𝑎𝑙𝑎𝑔𝑒+ 𝑝𝑒𝑜𝑝𝑙𝑒.𝑎𝑔𝑒𝑠[𝑖]
18: 𝑡𝑜𝑡𝑎𝑙ℎ𝑒𝑖𝑔ℎ𝑡← 𝑡𝑜𝑡𝑎𝑙ℎ𝑒𝑖𝑔ℎ𝑡+ 𝑝𝑒𝑜𝑝𝑙𝑒.ℎ𝑒𝑖𝑔ℎ𝑡𝑠[𝑖]
19: 𝑡𝑜𝑡𝑎𝑙𝑤𝑒𝑖𝑔ℎ𝑡← 𝑡𝑜𝑡𝑎𝑙𝑤𝑒𝑖𝑔ℎ𝑡+ 𝑝𝑒𝑜𝑝𝑙𝑒.𝑤𝑒𝑖𝑔ℎ𝑡𝑠[𝑖]
20: end for
21: return 𝑡𝑜𝑡𝑎𝑙𝑎𝑔𝑒÷ 𝑛, 𝑡𝑜𝑡𝑎𝑙ℎ𝑒𝑖𝑔ℎ𝑡÷ 𝑛, 𝑡𝑜𝑡𝑎𝑙𝑤𝑒𝑖𝑔ℎ𝑡÷ 𝑛

Figure 2-6 Struct of Arrays Program
1: function getAvgAgeArrayOfStructs(𝑛, 𝑝𝑒𝑜𝑝𝑙𝑒)
2: 𝑡𝑜𝑡𝑎𝑙𝑎𝑔𝑒← 0
3: for each 𝑖 < 𝑛 do
4: 𝑡𝑜𝑡𝑎𝑙𝑎𝑔𝑒← 𝑡𝑜𝑡𝑎𝑙𝑎𝑔𝑒+ 𝑝𝑒𝑜𝑝𝑙𝑒[𝑖].𝑎𝑔𝑒
5: end for
6: return 𝑡𝑜𝑡𝑎𝑙𝑎𝑔𝑒÷ 𝑛

7:
8: function getAvgAgeStructOfArrays(𝑛, 𝑝𝑒𝑜𝑝𝑙𝑒)
9: 𝑡𝑜𝑡𝑎𝑙𝑎𝑔𝑒← 0

10: for each 𝑖 < 𝑛 do
11: 𝑡𝑜𝑡𝑎𝑙𝑎𝑔𝑒← 𝑡𝑜𝑡𝑎𝑙𝑎𝑔𝑒+ 𝑝𝑒𝑜𝑝𝑙𝑒.𝑎𝑔𝑒𝑠[𝑖]
12: end for
13: return 𝑡𝑜𝑡𝑎𝑙𝑎𝑔𝑒÷ 𝑛

than getAvgAgeArrayOfStructs. This is because of the memory access pat-

terns triggered by lines 4 and 10. The ages are stored consecutively in memory in the

struct of arrays data structure, but not in the array of structs data structure; so if

we were to count the total number of cache lines touched by these memory accesses,
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which is correlated to the amount of data moved between cache levels, we will see

that the memory accesses in line 10 touch significantly fewer cache lines than those

in line 4, thus giving the struct of arrays better memory locality.
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Chapter 3

The Reuse Distance Calculator

This chapter describes my implementation of a prototype reuse distance calculator,

which is a tool that observes the execution of a program and tracks memory usage

with reuse distance (as defined in Section 1.3). The analysis of a program’s execution

in my tool takes place online, where each memory access is processed as it happens

during program execution, and the collected reuse distance information is aggregated

at the end of the program to report metrics such as the total reuse distance, average

reuse distance, or the number of memory accesses with reuse distance > 𝑁.

In the introduction, I presented the algorithm for a simple reuse distance cal-

culator given an address trace (Figure 1-4), which calculates the reuse distance of

each individual memory access using a linked list [21]. Although inefficient with a per

memory access runtime of 𝑂(𝑁) and overall runtime of 𝑂(𝑇𝑁), where 𝑁 is the size of

program data and 𝑇 is the length of execution, this algorithm is simple and straight-

forward, and I implemented it to provide a benchmark reuse distance calculator to

compare a second version of the tool against for debugging purposes.

The remainder of this chapter is structured as follows. Section 3.1 describes the

second implementation of the reuse distance calculator, which compared to the first

implementation, trades off complexity for efficiency. Section 3.2 suggests extensions

to the prototype tool that can enable more complicated analyses and expand its use

cases.
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3.1 Tree Implementation

A more efficient implementation of the reuse distance calculator is a self-balancing

binary search tree of unique memory accesses, arranged by time of access [3, 25, 33].

This brings the per memory access runtime from 𝑂(𝑁) down to 𝑂(log𝑁), where 𝑁

is the size of program data, and the overall reuse distance calculator runtime from

𝑂(𝑇𝑁) down to 𝑂(𝑇 log𝑁), where 𝑇 is the length of execution. This approach

simplifies the interval tree of holes method proposed by Almási et al. [3] with the

observation that for the sake of calculating reuse distances of each individual memory

access, we do not need to track holes at all.

The Binary Search Tree

In this subsection, we describe the data structures utilized for the reuse distance

calculator. We implement a self-balancing binary search tree, where each node in the

tree represents a memory address. In addition, we maintain a mapping from each

memory address to its corresponding TreeNode. This way, given a memory address,

we can easily find its place in the tree. Figure 3-1 below shows the declaration of the

TreeNode struct.

Figure 3-1 TreeNode
1: struct TreeNode
2: 𝑙𝑒𝑓𝑡 : TreeNode
3: 𝑟𝑖𝑔ℎ𝑡 : TreeNode
4: 𝑝𝑎𝑟𝑒𝑛𝑡 : TreeNode
5: 𝑠𝑖𝑧𝑒 : int
6: 𝑎𝑑𝑑𝑟 : uintptr_t
7: end struct

In our implementation, we also maintain two invariants:

• The memory addresses in the tree are unique. For example, if we have address

trace 𝐴𝐵𝐵𝐶𝐵𝐷𝐴, the set of memory addresses in the tree will be {𝐴,𝐵,𝐶,𝐷}.

• The memory addresses in the tree are sorted by order of last access. For example,

if we have address trace 𝐴𝐵𝐵𝐶𝐵𝐷𝐴, the memory addresses in the tree will be
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{𝐶,𝐵,𝐷,𝐴}, in that order.

Reuse distance is easy to calculate assuming these two invariants. Given a memory

access and the corresponding memory address 𝑥, the reuse distance of that access is

the number of nodes in the tree that come after the node corresponding to 𝑥. We

can calculate this by find the node corresponding to 𝑥 and its place in the tree using

the mapping we maintain, then using the augmented subtree sizes to calculate the

number of nodes that come after it. This calculation is performed in 𝑂(log 𝑛) time.

If no TreeNode corresponding to 𝑥 has been created yet, then we know this memory

address has never been accessed before, and can treat it as a new memory access. This

algorithm for processing each memory access is shown in Figure 3-2. If an address has

been accessed before, we calculate the reuse distance using subtree sizes and move

that TreeNode to the end; if not, we create a new TreeNode and insert it at the end

of the tree.

Figure 3-2 Example Program (Series-Parallel Tree in Figure 5-2)
1: function processMemoryAccess(𝑡𝑟𝑒𝑒,𝑚𝑎𝑝𝑝𝑖𝑛𝑔, 𝑎𝑑𝑑𝑟)
2: if 𝑎𝑑𝑑𝑟 ∈ 𝑚𝑎𝑝𝑝𝑖𝑛𝑔 then
3: 𝑟𝑒𝑢𝑠𝑒𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒← 𝑡𝑟𝑒𝑒.numAfter(𝑚𝑎𝑝𝑝𝑖𝑛𝑔[𝑎𝑑𝑑𝑟])
4: 𝑡𝑟𝑒𝑒.remove(𝑚𝑎𝑝𝑝𝑖𝑛𝑔[𝑎𝑑𝑑𝑟])
5: else
6: 𝑟𝑒𝑢𝑠𝑒𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒← None
7: 𝑚𝑎𝑝𝑝𝑖𝑛𝑔[𝑎𝑑𝑑𝑟]← createNode(𝑎𝑑𝑑𝑟)
8: 𝑡𝑟𝑒𝑒.insertLast(𝑚𝑎𝑝𝑝𝑖𝑛𝑔[𝑎𝑑𝑑𝑟])
9: return 𝑟𝑒𝑢𝑠𝑒𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒

We walk down the tree to rebuild unbalanced subtrees whenever the tree is mod-

ified by either an insertion or a deletion. This keeps the runtime logarithmic instead

of linear. We define the imbalance ratio 𝑟 of subtree 𝑠 as

𝑟 =
min(𝑠.𝑙𝑒𝑓𝑡.𝑠𝑖𝑧𝑒, 𝑠.𝑟𝑖𝑔ℎ𝑡.𝑠𝑖𝑧𝑒)

𝑠.𝑠𝑖𝑧𝑒
,

and rebuild subtrees that have imbalance ratios below 0.3, excluding base cases. This

is done by performing rotations of these subtrees while maintaining the correct order

of the nodes, similar to AVL trees.
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Instrumentation and CSI Hooks

This subsection introduces the CSI hooks used for the reuse distance calculator I

developed and the data collection that happens. Besides the standard csi_init hook

that gets called before program execution, where we initialize our data structures and

set up reporting functions on program exit, the reuse distance calculator part of my

tool only uses two CSI hooks: csi_before_load and csi_after_store. These hooks

instrument memory accesses and pass to our tool the memory addresses queried, which

we put through processMemoryAcesses from the algorithm shown in Figure 3-2.

As reuse distance data is calculated inside these hooks, the tool records the reuse

distances for each memory access and maps them to the corresponding source code

locations. The calculator can track all of the following performed by a specific location

in the code, down to the line and column numbers:

• The number of accesses to new memory addresses.

• The total number of memory accesses.

• The list of the reuse distances of memory accesses, or any value that can be

computed given this list, such as the total, average, or root mean square of the

reuse distances of memory accesses.

As a proof-of-concept for the use of CSI to perform memory analysis, this prototype

tool is written in a way such that it is easy to add or remove other information for

the tool to track, associate with source code locations, and compute metrics with.

The current metrics supported using this collected data and outputted by the tool

are described more in Chapter 4.2.

3.2 Extension Ideas

In addition to the tool being easily extendable in terms of data collected online and

output metrics, below are some ideas for further extensions:
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• Creating a version of the tool where analysis is performed offline, separate from

program execution. This could enable much more complicated analysis with

an address trace, such as probability-based quantitative analysis of the nature

studied by Gupta et al. [14].

• Compute non-linear cost function of whole program reuse distance with step

functions based on cache sizes for tool output. The idea behind this extension

is coming up with a single, one-value metric that the tool can output to give

initial insight to program memory usage for any code.

• Integrating the tool into an IDE. This allows this profiling tool to be published

and used by other programmers and researchers.

• Generalizing the tool’s usage to languages other than C. An easy argument can

be made as to why the insights generated by this tool can be useful for program-

mers for other languages as well; however, we would need to find alternative

instrumentation to CSI.
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Chapter 4

Metrics and Results

In this chapter, I describe the different metrics my reuse distance calculator measures.

I also present numerical results collected by running the tool on the benchmark pro-

grams introduced in Chapter 2.

4.1 Metrics

This section breaks down the design of the reuse distance metrics into three parts:

what the tool measures, how it aggregates these measurements, and what is actually

reported during tool output. Each of these three parts is explained in more detail

below.

Measurement

The reuse distance calculator I created is capable of measuring reuse distance with

different granularities. This is the same idea as the simple example given in Section

1.3, where I gave hypothetical numbers for reuse distances both when measured for

individual memory locations and based on cache lines. Specifically, reuse distance

can be calculated on a:

• Per memory address basis. In other words, each specific memory address is its

own unit, treated as distinct from all other memory addresses. A reuse distance
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calculation is only triggered when the exact memory address is accessed again.

• Per cache line basis. When measuring in this way, memory addresses from the

same cache line are treated as the same memory location. Assuming a cache

line size of 64, this can be done by zero-ing out the last 6 bits of each memory

address. Other cache line sizes can be modeled with the same approach using

a different number of bits.

• Any other neighborhood size [14]. Just like the per cache line basis measure-

ments, multiple memory addresses can be lumped into one group and treated

as a singular memory location. However, the neighborhood size does not need

to be a power of two, and may be anything useful for analysis.

Any of the above different measurement granularities can be applied to a variety of

aggregation and reporting methods. These are presented in the following subsections.

Aggregation

Another point of flexibility in my reuse distance tool is the scope of aggregation. This

can either be a span of code whose collected reuse distance data is aggregated and

reported together, or be based on the location of a data access in memory relative to

other data accesses. There are three main scopes of aggregation:

• The entire program. As it suggests, this scope is simply an aggregation across

the entire program execution and the entire memory space. Example outputs

include a sum of all the reuse distances incurred by the program, the average

reuse distance of all data accesses, and the number of distinct memory locations

accessed throughout the entire program.

• A section of the source code. This can be anything from a specific location in

the code, such as a[i][j], to the body of a specific function. The tool can

also support anything in between, such as aggregating the reuse distance data

associated with data accesses incurred by a specific line of code or by code

wrapped in a specific loop.
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• A consecutive chunk of memory. At the lowest level, this may be a single

memory address or a cache-line. However, this is different from the measurement

granularities introduced in the previous section: aggregating the reuse distance

numbers collected for memory addresses in a cache-line is different from treating

all those memory addresses as the same memory location, and thus collecting

different reuse distance numbers.

At higher levels, this may take the form of aggregating for memory locations

found in the same cache block, or those belonging to the same allocation.

These aggregation methods may be used with any of the different measurement

granularities described in the previous subsection. However, some combinations may

not make sense – for example, treating memory addresses in the same cache line as

the same memory location but aggregating reuse distance data for each individual

memory address.

Reported Metrics

After aggregating the reuse distance data, the tool is capable of reporting a variety of

different metrics. Since the purpose of the tool is to generate output that is insightful

for each specific program use case, there is no single numerical metric it reports as

a “one metric fits all”. Instead, the tool reports a wide selection of metrics that the

user may customize and draw insight from whichever seems most meaningful. An

overview of the metrics the tool can report is as follows:

• Aggregated reuse distance numbers. The tool currently supports the total reuse

distance summed across a scope of aggregation, along with the average or RMS

reuse distance across the same scopes. The tool is also able to support the

reporting of any metric that can be calculated using the list of reuse distances.

• Number of memory accesses. The reuse distance calculator is able to aggregate

and report information such as the total number of memory accesses performed

by the program, or the number of distinct memory locations accessed.
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• Information on cache hits and misses. If provided with numbers on cache-sizing,

the tool can estimate the number of hits and misses for each cache level based

on the reuse distances, using the LRU stack model. Although this number is not

necessarily accurate, it’s a reasonable measurement and can provide important

insight into program memory usage.

Now that we’ve described what the tool measures, how it’s aggregated, and what

is actually reported, the next section gives results acquired from running the tool on

the benchmark programs introduced in Chapter 2.

4.2 Results

In this section, we present the results collected from running the reuse distance cal-

culator from Chapter 3 on the benchmarks described in Chapter 2. For each of the

target benchmark properties listed in Chapter 2, we created a program with two ver-

sions to demonstrate that the proposed code changes can improve runtime, and that

this effect can be seen in the tool’s reuse distance metrics. The following programs

were created:

• For reordering nested loops, we created matmul. This is a matrix multiplication

program, where the two versions have different loop orders. The pseudocode is

shown and the analysis is explained in detail in the Section 1.3.1.

• For reordering struct fields, we created music. The most important part of the

program is two versions of a struct, where the suboptimal version has alternating

int and int[] fields, while the reordered version has all the int fields adjacent

to each other and all the int[] fields adjacent to each other.

• For reordering function calls, we created cash. This program maintains two

arrays of values, and isolated operations are performed on the two arrays. The

suboptimal version of the program takes the form shown in Figure 2-1, where

the two arrays are operated on in alternating order, and the reordered version of
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the program takes the form shown in Figure 2-2, where the multiple operations

on each array are performed adjacent in program flow.

• For showing that a struct of arrays can outperform an array of structs, we

created ppl. This benchmark is developed using the template in Figure 2-5.

• For showing that an array of structs can outperform a struct of arrays, we

created ppl2. This benchmark is developed using the template in Figure 2-6.

Table 4.1 lists the program average reuse distances measured for the two versions

of each microbenchmark. These numbers are measured using a cache line granularity

and aggregated over the entire program.

Benchmark Average Reuse
Distance (slow)

Average Reuse
Distance (fast) Runtime Speedup

matmul 12.01 5.54 91.1%

music 4.92 3.39 7.00%

cash 3.52 2.80 22.8%

ppl 4.53 3.34 37.7%

ppl2 3.16 0.56 32.21%

Table 4.1: Program average reuse distance measurements (in number of distinct mem-
ory locations between two accesses to the same memory location) for microbench-
marks.

Observe that the amount of speedup we achieve from making the adjustments

proposed for each microbenchmark doesn’t perfectly match the decrease in average

reuse distance of a program. This is expected – program average reuse distance is

not an end all be all metric, but it successfully shows that reuse distance does give

insight into program memory locality, and we can conclude that it is a useful program

property.

Notes

There are a few things to note about this prototype tool that results in the aggre-

gated reuse distance metrics outputted not perfectly matching what we would come
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up with calculating with pen and paper. According to CSI hooks, data accesses from

some parts of the source code trigger multiple memory locations being accessed. One

possible explanation is that the data may either be larger than one machine word, or

aligned in a way such that it covers multiple machine words. From my preliminary

investigations, the larger the problem size, the more memory locations are accessed

this way, leading to larger average reuse distances. For example, in the slower imple-

mentation of matrix multiplication (pseudocode in Figure 1-1 and aggregated reuse

distance metrics in Table 1.1), b[k][j] appears to trigger two memory accesses, lead-

ing to the reuse distance of memory addresses accessed by c[i][j] to be 3 instead

of 2. On the other hand, in the faster implementation of matrix multiplication (pseu-

docode in Figure 1-2 and aggregated reuse distance metrics in Table 1.2), if we use a

small matrix size such as 𝑁 = 5, the average and RMS reuse distances of a[i][k]

both drop to 2, as we would expect with our definition of reuse distance.

Additionally, some memory addresses are referenced to non-existent parts of the

source code, e.g. line −1 or column −1. This is an issue related to the compilation

to LLVM IR, since CSI directly extracts the source code locations from the LLVM

IR. When this happens, a side effect is that aggregated reuse distance metrics can be

slightly off for other parts of the source code.

Despite these caveats, the reuse distance calculator can give important insight

into program memory locality.
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Chapter 5

The Series-Parallel Tree

This chapter describes the series parallel tree that I use to capture the logical parallel

structure of an instrumented program. The series-parallel tree is used to implement

the prototype memory analysis tools I describe in Chapter 6. With the series-parallel

tree structure, we can model the logical parallelism of codes, as opposed to only being

able to analyze actualized parallelism. In the past, this property of series-parallel trees

has been used to design provably good race detectors [13, 19]. For my thesis, I model

and analyze the execution of parallel code with any number of processors 𝑝, even if

the machine the code is running on only has 1 processor.

This chapter is structured as follows. Section 5.1 defines a series-parallel tree.

Section 5.2 describes the information we record in this data structure, and Section

5.3 presents the CSI-specific algorithm used to create the tree. Section 5.4 introduces

an alternative representation, the computation DAG, which may better illustrate

program flow or be used in different analyses. Finally, Section 5.5 walks through a

sample program and its series-parallel tree and computation DAG.

5.1 Specification

A series-parallel tree is a representation of program execution with computation

nodes. In the implementation I used, adapted from the work of Kaler et al. [17, 15],

there are three types of nodes:
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1. Serial nodes: the children of serial nodes run in series.

2. Parallel nodes: the children of parallel nodes run in parallel.

3. Data nodes: these nodes have no children; instead, they represent sequences

of computation and hold any data or information logged during this time.

In this structure, each serial and parallel node will have as children one or more

data nodes, and a non-negative number of serial and parallel nodes. We show an

example program with its corresponding series-parallel tree below, in Figures 5-1 and

5-2 respectively. In this program, a call to dotProduct will trigger two calls to

multiply in parallel. Aside than this, computation executes serially.

Figure 5-1 Example Program (Series-Parallel Tree in Figure 5-2)
1: function multiply(𝑥, 𝑦)
2: return 𝑥× 𝑦

3:
4: function dotProduct(𝑥[2], 𝑦[2])
5: 𝑎← cilk_spawn multiply(𝑥[0], 𝑦[0])
6: 𝑏← multiply(𝑥[1], 𝑦[1])
7: cilk_sync
8: return 𝑎+ 𝑏

S

DP

S

D

S

D

Figure 5-2: Example series-parallel tree of dot product (program in Figure 5-1).

The root serial node represents entrance to the dotProduct function. Its child

parallel node splits into two serial nodes, each representing the two parallel multiply

function calls, and its child data node represents the computation associated with the

return statement. The serial nodes on the third level also each have their child data

node, which holds any information logged during the execution of their corresponding

lines of code.
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5.2 Data Logged

In this section, I describe how data is logged to the data nodes during the creation

of the tree. Each data node holds the following information about its corresponding

sequence of computation:

• A list of events that occurred. These include data loads and stores, the allocation

and freeing of memory, entering and exiting functions, etc.

• The list of memory addresses the program loaded from or stored to. We also

track the corresponding CSI IDs for these loads and stores.

• The amount of data movement with reuse distances greater than 𝐾. This is

recorded in bytes, and 𝐾 can be set to estimate the amount of data moved

between cache levels, etc.

• The number of LLVM pseudo instructions executed. These serve as timing

measurements for the different segments of the computation.

In addition to the above, the implementation structure also allows for simple mod-

ifications and extensions. If one wanted to include the specific list of reuse distances

incurred by the memory accesses, one could easily update the tool to include that.

Some of this information is later accessed to compute memory bandwidth metrics used

to further study the behavior of parallel programs, as we shall discuss in Chapter 6.

5.3 Algorithm

In this section, I describe the algorithm for building a series-parallel tree dynamically

at runtime and describe its implementation in CSI. Specifically, we examine how

the implementation invokes different CSI hooks, and when data logging occurs. An

overview of the series-parallel tree implementation is as follows:

• At the start of the program, we initialize the series-parallel tree in the tool and

create the root node, which is always a serial node.
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• Serial and parallel nodes are opened, closed, or synced during the CSI hooks

for Tapir control flow. Specifically, we do the following for each of the 6 hooks:

– csi_task: this is called after entering a spawned task following a cilk_spawn.

A serial node is opened.

– csi_task_exit: the serial node is closed.

– csi_detach: this is called within the spawn function helper, right before

entering a spawned task following a cilk_spawn. A parallel node is opened.

– csi_detach_continue: this is called before the continuation of code ex-

ecution following a cilk_spawn and its csi_detach. A serial node is

opened.

– csi_before_sync: the serial node opened with csi_detach_continue is

closed.

– csi_after_sync the parallel nodes opened with csi_detach are synced.

• We invoke the CSI hooks csi_after_load and csi_after_store for logging

information on memory accesses. For information regarding function calls, we

use the CSI hooks csi_func_entry and csi_func_exit. We also instrumented

the tool to log data to the nodes during hooks for memory allocation; specifically,

during csi_after_alloca, csi_after_allocfn, and csi_after_free.

This summarizes the essence of our implementation of the series-parallel tree data

structure. In Chapter 6, I introduce code that walks through the series-parallel tree

and uses the data we collected to compute memory bandwidth metrics.

5.4 Computation DAG

This section describes the process to create a computation DAG, or series-parallel

graph [37], based on the series-parallel tree. This alternative representation is helpful

for visualization and understanding, especially since a series-parallel tree may end up

large and complicated, with many nested levels of serial and parallel nodes.
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Data nodes in the series-parallel tree become nodes in the computation DAG,

while serial and parallel nodes simply dictate the edge relations between the nodes.

Specifically, graph construction is as follows:

• We create a source terminal 𝑠 and sink terminal 𝑡. Computation starts at the

source, follows the directed edges, and ends at the sink.

• For a serial node in the series-parallel tree, we string its children in series.

For example, given a single root serial node with child nodes 𝑎, 𝑏, 𝑐, we draw a

directed edge from the 𝑠 → 𝑎, from 𝑎 → 𝑏, from 𝑏 → 𝑐, and from 𝑐 → 𝑡. This

represents the fact that 𝑎 must be computed before 𝑏, and 𝑏 before 𝑐.

• For a parallel node in the series-parallel tree, we put its children in parallel

in the new graph. For example, given a single root parallel node with child

nodes 𝑎, 𝑏, 𝑐, we draw a directed edge from 𝑠 → 𝑎, 𝑠 → 𝑏, 𝑠 → 𝑐, and from

𝑎→ 𝑡, 𝑏→ 𝑡, 𝑐→ 𝑡. This represents the fact that the computations of 𝑎, 𝑏, and

𝑐 can occur in any order, but all must complete for the program to terminate.

When creating this graph, any subtree can be abstracted with a node. The node

can then be replaced with the graph corresponding to that subtree, where the source

and sink terminals are collapsed. An example creation of this computation DAG will

accompany the series-parallel tree example in the next section.

5.5 Example

This section walks through an example program and the series-parallel tree generated

by my prototype tool. Compared to the dot product example from Section 5.1,

this example involves a cilk_for loop and presents the actual series-parallel tree

produced, rather than a theoretical diagram.

We introduce a program that performs a parallel linear scan of an array of size

𝑁. The program does so by reading through the array and computing the average of

the values: specifically, it starts by initializing the array with random integers, then

49



scans through the array, reading every value it holds and computing the average of

all values in the array. Parallelism is present in the loop that walks through the array

to compute the average. The pseudocode is shown below in Figure 5-3. For 𝑁 = 4,

this program generates the series-parallel tree in Figure 5-4.

Figure 5-3 Linear Scan Program (Series-Parallel Tree in Figure 5-4)
1: function getAverage(𝑛, 𝑎𝑟𝑟)
2: 𝑡𝑜𝑡𝑎𝑙← 0
3: cilk for 𝑖 < 𝑁
4: 𝑡𝑜𝑡𝑎𝑙← 𝑡𝑜𝑡𝑎𝑙 + 𝑎𝑟𝑟[𝑖]
5: end for
6: return 𝑡𝑜𝑡𝑎𝑙 ÷ 𝑛

7:
8: function linearScan(𝑛)
9: 𝑎𝑟𝑟 ← 𝑖𝑛𝑡[𝑛]

10: for each 𝑖 < 𝑛 do
11: 𝑎𝑟𝑟[𝑖]← random integer
12: end for
13: return getAverage(𝑛, 𝑎𝑟𝑟)

We examine and walk through the generated series-parallel tree. In this prototype

tool implementation, the trees generated are unbalanced, as if instrumentation came

before Tapir loops. We notice that there are 4 parallel nodes, one for each spawn

from the cilk_for. Each parallel node spawns two serial nodes 𝑎 and 𝑏, for the two

tasks that program execution splits off into after a spawn respectively. The shorter

subtree rooted in 𝑎 corresponds to the spawned off iteration of the for loop, while

the taller subtree rooted in 𝑏 corresponds to the program execution that continues

and ends up spawning more parallel tasks for future iterations of the loop. Each

serial and parallel node has exactly one data node as children, with the exception

of the root serial node – this node has two data nodes as children, one before the

parallel node and one after the parallel node. This matches what we expect to see

from the program pseudocode in Figure 5-3, since there are instructions executed and

computation completed both before the first spawn and after it. On the other hand,

we do expect the other serial and parallel nodes to have only one child data node,

since program execution continues in one of the child nodes.
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Figure 5-4: Series-parallel tree of linear scan program using array size 𝑁 = 4 (program
in Figure 5-3).

We now create the computation DAG for this series-parallel tree. We first label

the data nodes with numbers, as shown in Figure 5-5. The constructed computation

DAG from this tree, following the previously outlined steps, is shown in Figure 5-6.

The child nodes of a parallel node in the series-parallel tree always diverge from

and converge to the same two nodes in the computation DAG. This follows directly

from the definition of this graph that program execution flows one-way. In other

words, a node cannot be executed until all its ancestors have been executed. Because

of this, the graph can also be viewed as a topological sort of the computation nodes,

and can thus be analyzed for many other calculations. For example, this is the typical

representation used when analyzing the work and span of parallel programs.

Now that we’ve explained the series-parallel tree integrated into our tool, we

discuss the application of memory bandwidth analysis in which we utilize it in the

Chapter 6.
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Figure 5-5: Series-parallel tree of linear scan program with numbered data nodes,
using array size 𝑁 = 4 (program in Figure 5-3, original series-parallel tree in Figure
5-4).
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Figure 5-6: Computation DAG of linear scan program using array size 𝑁 = 4 (pro-
gram in Figure 5-3, original series-parallel tree in Figure 5-4, series-parallel tree with
numbered data nodes in Figure 5-5).
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Chapter 6

Parallel Memory Bandwidth Analysis

This chapter overviews the memory bandwidth analysis I performed in my study,

including metrics I propose to analyze parallel program memory bandwidth, and how

to compute them.

For hardware specifications, memory bandwidth is defined as the rate at which

data can be read from or stored into a semiconductor memory by a processor [36],

usually expressed in units of bytes per second. This is crucially related to the ques-

tion of whether a program is memory-bound or computation-bound: if the memory

bandwidth of a program measured for a specific execution exceeds the theoretical

machine upper bound of memory bandwidth, then the program’s execution becomes

limited by this memory bandwidth, as opposed to lack of computation power.

Following this train of thought, the intuitive definition of actualized memory band-

width we want to measure should also take on a form related to the rate bytes per

second. Introduced in Section 1.5, given a reuse distance 𝐾, we can consider any

memory access with reuse distance greater than 𝐾 to result in data movement be-

tween different levels of cache. Thus, as memory accesses with reuse distance less

than 𝐾 can be considered to incur very low memory costs, we only measure the data

movement, in bytes, of those accesses with reuse distance greater than 𝐾. However,

program runtime tends to fluctuate with factors outside of the program’s control. In

searching for a more deterministic measurement of “runtime”, we settle on the number

of LLVM pseudo instruction executed, which is the compiler’s internal cost measure
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for program instructions, and correlates well with program runtime.

Thus, our chosen memory bandwidth metric is as follows:

data movement
time

=
data movement

# of LLVM pseudo instructions executed
.

We will be computing this metric for parallel programs, both the average memory

bandwidth and the peak memory bandwidth.

6.1 Parallel Memory Bandwidth Calculation Pattern

All of the algorithms I explored follow the same pattern. The format taken is as the

following (Figure 6-1):

Figure 6-1 Memory Bandwidth Calculation (Algorithm Pattern)
1: function memoryBandwidth(𝑛𝑜𝑑𝑒)
2: if 𝑛𝑜𝑑𝑒 is a data node then
3: base case
4: return
5: initialize metric values
6: for each 𝑐ℎ𝑖𝑙𝑑 in 𝑛𝑜𝑑𝑒.𝑐ℎ𝑖𝑙𝑑𝑟𝑒𝑛 do
7: memoryBandwidth(𝑐ℎ𝑖𝑙𝑑)
8: if 𝑛𝑜𝑑𝑒 is serial then
9: update metric values for the serial case

10: else if 𝑛𝑜𝑑𝑒 is parallel then
11: update metric values for the parallel case
12: end for

Although the format is the same, how each type of node is treated is different

across the different algorithms we propose for the different use cases. Each is described

in more detail in the following sections.

6.2 Average Memory Bandwidth

This section covers algorithms to calculate the average memory bandwidth of a pro-

gram, given its series-parallel tree recording the data movement and runtime in num-

ber of LLVM pseudo instructions in each part of the program execution.
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Infinite Processors

In the theoretical case of having infinite processors, we can assume that all child

computation nodes of a parallel node in the series-parallel tree run in parallel with each

other. Thus, even though it could be short of realistic for large parallel programs, this

measure if asymptotic and useful in helping us understand the program or algorithm’s

memory limits.

The aggregation of the data recorded in data nodes is as follows (Figure 6-2):

Figure 6-2 Average Memory Bandwidth Calculation (Infinite Processors)
1: function averageMemoryBandwidth(𝑛𝑜𝑑𝑒)
2: if 𝑛𝑜𝑑𝑒 is a data node then
3: return
4: 𝑛𝑜𝑑𝑒.𝑑𝑎𝑡𝑎𝑚𝑜𝑣𝑒𝑚𝑒𝑛𝑡← 0
5: 𝑛𝑜𝑑𝑒.𝑡𝑖𝑚𝑒← 0
6: for each 𝑐ℎ𝑖𝑙𝑑 in 𝑛𝑜𝑑𝑒.𝑐ℎ𝑖𝑙𝑑𝑟𝑒𝑛 do
7: averageMemoryBandwidth(𝑐ℎ𝑖𝑙𝑑)
8: 𝑛𝑜𝑑𝑒.𝑑𝑎𝑡𝑎𝑚𝑜𝑣𝑒𝑚𝑒𝑛𝑡← 𝑛𝑜𝑑𝑒.𝑑𝑎𝑡𝑎𝑚𝑜𝑣𝑒𝑚𝑒𝑛𝑡+ 𝑐ℎ𝑖𝑙𝑑.𝑑𝑎𝑡𝑎𝑚𝑜𝑣𝑒𝑚𝑒𝑛𝑡
9: if 𝑛𝑜𝑑𝑒 is serial then

10: 𝑛𝑜𝑑𝑒.𝑡𝑖𝑚𝑒← 𝑛𝑜𝑑𝑒.𝑡𝑖𝑚𝑒+ 𝑐ℎ𝑖𝑙𝑑.𝑡𝑖𝑚𝑒
11: else if 𝑛𝑜𝑑𝑒 is parallel then
12: 𝑛𝑜𝑑𝑒.𝑡𝑖𝑚𝑒← max(𝑛𝑜𝑑𝑒.𝑡𝑖𝑚𝑒, 𝑐ℎ𝑖𝑙𝑑.𝑡𝑖𝑚𝑒)

13: end for

In other words, we compute the total data movement of the program by summing

up all data movement across the different parts of the program, and compute the total

runtime in number of LLVM pseudo instructions executed by taking the maximum

runtime of the program, given infinite processors. This is done by summing up the

number of instructions in serial and taking the maximum of the number of instructions

running in parallel. We can then divide the total data movement measured this way

by the total runtime measured this way to get the average memory bandwidth as

described by our metric.

To test this algorithm, I ran it on the series-parallel tree generated for the linear

scan program with array size 𝑁 = 4. Results on this example program are, of course,

only useful for didactic purposes to illustrate the behavior of the memory bandwidth

analysis algorithms. For such small loops with very little work per-iteration, the
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benefits of parallel execution are marginal. To demonstrate the memory bandwidth

calculations in this small example, we set the reuse distance threshold to 𝐾 = 0. The

data movement and time values calculated for each node is shown in Figure 6-3.

We can immediately see a few things that match our expectations:

• Among the children of the root serial node, the first data node is significantly

larger than the last data node. This is what we expect to see since the array

allocation and initialization occurs before the parallel part of the program, with

very few lines of code after.

• On the same level, the amount of data scanned through is on the same order in

that first data node and in the parallel node. This makes sense since we make

one pass through the array for initialization, and one pass through the array

when scanning through. There are minor differences from other parts of the

code using other (non-array) variables.

• Under the four parallel nodes corresponding to the four cilk_spawns, there is

a serial node with bandwidth values 40/22. This corresponds to a processor

performing the actual code within the parallel loop, and matches our expecta-

tions that all four use the same amount of data and cost the same number of

instructions.

• As we expect, for small amounts of parallelism such as this example with array

size 𝑁 = 4, parallel computing is simply not worth the overhead – both the

data movement and time measurements of the subtree rooted at the highest

level parallel node is significantly higher than 4 times the measurements of the

serial node representing the actual code inside the loop being executed.

Overall, the program’s average memory bandwidth is 600/5217 = 0.115 bytes

of data moved per LLVM instruction executed. We compare this number to the

measurements we obtain with the other memory bandwidth calculations in future

sections.
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Figure 6-3: Series-parallel tree with average memory bandwidth calculations of linear
scan program using array size 𝑁 = 4 (program in Figure 5-3) and reuse distance
threshold 𝐾 = 0. Nodes are in the format of [𝑇, 𝑑, 𝑡], where 𝑇 is the type of the node
(serial, parallel, or data), 𝑑 is the total data movement of the subtree rooted at that
node in bytes, and 𝑡 is the total time of the subtree rooted at that node in number
of LLVM instructions executed.

𝑝 Processors

A measure that may have more realistic applications is the same metric, but measured

for a specific number of processors 𝑝. My idea for this diverges from the general parallel

memory bandwidth calculation pattern for the other three calculations presented in

Section 6.1; different from this pattern, the implementation for this idea would take

a much more complicated form.
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I did not implement this as part of my thesis work, so the idea and proposed

algorithm are further elaborated on in the conclusion (Chapter 7).

6.3 Peak Memory Bandwidth

Although the average memory bandwidth metric gives us good insight into the mem-

ory usage of a program, something more relevant to detecting whether or not a pro-

gram is memory-bound is the measurement of peak memory bandwidth. As the name

suggests, peak memory bandwidth is the maximum memory bandwidth, as a rate,

during the entire program execution. If this rate ever exceeds the specified memory

bandwidth the hardware provides, then our program is, at least partially, memory-

bound.

Infinite Processors

If we assume infinite processors, then the calculation is straightforward – we analyze

the computation DAG and perform simple aggregations, just like the average memory

bandwidth algorithm for infinite processors.

However, different from that algorithm, we want to sum the numbers for parallel

nodes, and take the maximum for the serial nodes. This makes sense since we are now

measuring bandwidth as a single number, as opposed to breaking it down into data

movement and time – this is because when calculating peak bandwidth, the other

measurement that matters is the rate, as opposed to for average, where the amount

of time spent moving data at a specific rate also matters. This algorithm is shown in

Figure 6-4.

As for the average memory bandwidth algorithm assuming infinite processors, I

ran the peak memory bandwidth algorithm assuming infinite processors on the series-

parallel tree generated for the linear scan program with array size 𝑁 = 4 and reuse

distance threshold 𝐾 = 0. The peak memory bandwidth calculated as a rate of bytes

moved per LLVM instruction executed for each node is shown in Figure 6-5.

We can notice many similar things as the ones we did for Figure 6-3. However,
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Figure 6-4 Peak Memory Bandwidth Calculation (Infinite Processors)
1: function peakMemoryBandwidth(𝑛𝑜𝑑𝑒)
2: if 𝑛𝑜𝑑𝑒 is a data node then
3: 𝑛𝑜𝑑𝑒.𝑏𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ← 𝑛𝑜𝑑𝑒.𝑑𝑎𝑡𝑎𝑚𝑜𝑣𝑒𝑚𝑒𝑛𝑡÷ 𝑛𝑜𝑑𝑒.𝑡𝑖𝑚𝑒
4: return
5: 𝑛𝑜𝑑𝑒.𝑏𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ← 0
6: for each 𝑐ℎ𝑖𝑙𝑑 in 𝑛𝑜𝑑𝑒.𝑐ℎ𝑖𝑙𝑑𝑟𝑒𝑛 do
7: peakMemoryBandwidth(𝑐ℎ𝑖𝑙𝑑)
8: if 𝑛𝑜𝑑𝑒 is serial then
9: 𝑛𝑜𝑑𝑒.𝑏𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ← max(𝑛𝑜𝑑𝑒.𝑏𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ, 𝑐ℎ𝑖𝑙𝑑.𝑏𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ)

10: else if 𝑛𝑜𝑑𝑒 is parallel then
11: 𝑛𝑜𝑑𝑒.𝑏𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ← 𝑛𝑜𝑑𝑒.𝑏𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ+ 𝑐ℎ𝑖𝑙𝑑.𝑏𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ

12: end for

different from that approach, the peak bandwidth tree also lets us easily trace the

parts of the program that incur high instantaneous memory bandwidth – specifically,

for each serial node, it is obvious from the diagram which of its child nodes is con-

tributing most to this bandwidth metric. In the same way, for each parallel node, we

can look at the peak bandwidth calculations for its child nodes and easily determine

if work was split equally in terms of memory usage.

Compared to the overall average memory bandwidth of 0.115 bytes per LLVM

instruction, the peak bandwidth is a high 9.325 bytes per LLVM instruction for this

program. However, all things considered, this makes sense – since the demonstrative

problem size is small, more work and time is spent on initialization and overhead,

as opposed to the memory-intensive sections, thus leading to a lower overall average

memory bandwidth.

Although the average memory bandwidth metric gives better insight to a pro-

gram’s overall performance and limitations, which can guide asymptotic conclusions,

the peak memory bandwidth metric is more useful in determining whether or not

there is an instance during runtime where a program is actually memory-bound. In

the next section, we examine calculations of peak memory bandwidth, but restricting

computation to 𝑝 processors.
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Figure 6-5: Series-parallel tree with peak memory bandwidth calculations of linear
scan program using array size 𝑁 = 4 (program in Figure 5-3), reuse distance threshold
𝐾 = 0, and infinite processors. Nodes are in the format of [𝑇, 𝑏], where 𝑇 is the type
of the node (serial, parallel, or data), and 𝑏 is the peak memory bandwidth of the
subtree rooted at that node as a rate of bytes of data moved per LLVM instruction
executed.

𝑝 Processors

Similar to the section on average memory bandwidth, a measure with more realistic

applications is the same metric, but measured for a specific number of processors

𝑝. We are able to compute this for any reasonable 𝑝, because of the ability of the

series-parallel tree design to model logical parallelism (Chapter 5).

To calculate the peak memory bandwidth for a program given a specific number
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of processors, we can use dynamic programming to allocate processors to the children

of parallel nodes.

In the computation DAG, since each numbered node corresponds to a data node,

we can assign each node its memory bandwidth as a rate by dividing its data move-

ment by its time in number of LLVM pseudo instructions executed. The peak memory

bandwidth of the program is then the maximum rate we can obtain by summing across

nodes in parallel, with the restriction that we can sum at most 𝑝 nodes at once.

Note that if the number of processors available 𝑝 is greater than or equal to the

maximum number of nodes that can be running in parallel, then the peak memory

bandwidth calculation is the same as the calculation for infinite processors.

For 𝑝 less than the maximum number of nodes that can be running in parallel, the

calculation is actually simpler with the original series-parallel tree. We maintain a

table for each node in the computation DAG, which gives the computed peak memory

bandwidth for any number of processors allocated to that node, up to 𝑝 processors.

For any node 𝑥, given the tables of its child nodes, we can compute the table for 𝑥

using dynamic programming. The exact algorithm is shown below (Figure 6-6):

To paraphrase the main part of the algorithm, the peak bandwidth of a parallel

node is the maximum sum of peak bandwidth of its child nodes, for some allocation

of the available processors. This corresponds to the idea of summing across nodes

that can be run in parallel in the computation DAG, and accounts for the nodes not

directly in a subtree by maintaining a table that gives the peak bandwidth for any

number of processors up to 𝑝.

As for the previous two algorithms, I ran the peak memory bandwidth algorithm

for 𝑝 processors on the series-parallel tree generated for the linear scan program with

array size 𝑁 = 4, using a range of values for 𝑝. The overall peak memory bandwidth

computed is shown below in Table 6.1:

Even though the for loop only has 4 iterations, the maximum number of branches

that can be running in parallel is 6; this is because each parallel node in the actualized

series-parallel tree has 3 children. We can count this maximum number of parallel

tasks in any of the series-parallel tree diagrams annotated with memory bandwidth
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Figure 6-6 Peak Memory Bandwidth Calculation (𝑝 Processors)
1: function peakMemoryBandwidth(𝑛𝑜𝑑𝑒, 𝑝)
2: 𝑛𝑜𝑑𝑒.𝑡𝑎𝑏𝑙𝑒← double[𝑝+ 1]
3: if 𝑛𝑜𝑑𝑒 is a data node then
4: for each 0 < 𝑖 ≤ 𝑝 do
5: 𝑛𝑜𝑑𝑒.𝑡𝑎𝑏𝑙𝑒[𝑖]← 𝑛𝑜𝑑𝑒.𝑑𝑎𝑡𝑎𝑚𝑜𝑣𝑒𝑚𝑒𝑛𝑡÷ 𝑛𝑜𝑑𝑒.𝑡𝑖𝑚𝑒
6: end for
7: return
8: for each 𝑐ℎ𝑖𝑙𝑑 in 𝑛𝑜𝑑𝑒.𝑐ℎ𝑖𝑙𝑑𝑟𝑒𝑛 do
9: peakMemoryBandwidth(𝑐ℎ𝑖𝑙𝑑, 𝑝)

10: if 𝑛𝑜𝑑𝑒 is serial then
11: for each 0 < 𝑖 ≤ 𝑝 do
12: 𝑛𝑜𝑑𝑒.𝑡𝑎𝑏𝑙𝑒[𝑖]← max(𝑛𝑜𝑑𝑒.𝑡𝑎𝑏𝑙𝑒[𝑖], 𝑐ℎ𝑖𝑙𝑑.𝑡𝑎𝑏𝑙𝑒[𝑖])
13: end for
14: else if 𝑛𝑜𝑑𝑒 is parallel then
15: 𝑡𝑒𝑚𝑝← double[𝑝+ 1]
16: for each 0 ≤ 𝑖 < 𝑝 do
17: for each 0 < 𝑗 ≤ 𝑝− 𝑖 do
18: 𝑡𝑒𝑚𝑝[𝑖+ 𝑗]← max(𝑡𝑒𝑚𝑝[𝑖+ 𝑗], 𝑛𝑜𝑑𝑒.𝑡𝑎𝑏𝑙𝑒[𝑖] + 𝑐ℎ𝑖𝑙𝑑.𝑡𝑎𝑏𝑙𝑒[𝑗])
19: end for
20: end for
21: for each 0 < 𝑖 ≤ 𝑝 do
22: 𝑛𝑜𝑑𝑒.𝑡𝑎𝑏𝑙𝑒[𝑖]← max(𝑛𝑜𝑑𝑒.𝑡𝑎𝑏𝑙𝑒[𝑖], 𝑡𝑒𝑚𝑝[𝑖])
23: end for
24: end for

𝑝 Program Peak Memory Bandwidth
1 1.818

2 3.636

3 5.455

4 7.273

5 8.384

≥ 6 9.325

Table 6.1: Peak memory bandwidth calculations (in bytes of data moved per LLVM
pseudo instruction executed) of linear scan program using array size 𝑁 = 4 and 𝑝
processors (program in Figure 5-3).

numbers, excluding data nodes that used 0 bytes of data and executed 0 LLVM

instructions. Thus, for 𝑝 ≥ 6, the calculated numbers are the same as those calculated

using the peak memory bandwidth algorithm assuming infinite processors, as we

64



would expect.

Using 𝑝 = 3, the peak memory bandwidth calculated as a rate of bytes moved per

LLVM instruction executed for each node is shown in Figure 6-7.
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D, 1.818

D, 1.111 S, 5.455

D, 0.020 P, 5.455
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S, 1.818
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D, 0.000 S, 2.759
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Figure 6-7: Series-parallel tree with peak memory bandwidth calculations of linear
scan program using array size 𝑁 = 4 (program in Figure 5-3), reuse distance threshold
𝐾 = 0, and 𝑝 = 3 processors. Nodes are in the format of [𝑇, 𝑏], where 𝑇 is the type
of the node (serial, parallel, or data), and 𝑏 is the peak memory bandwidth of the
subtree rooted at that node as a rate of bytes of data moved per LLVM instruction
executed.

Observe that nodes whose subtrees use up to at most 𝑝 = 3 processors have the

same peak bandwidth as those calculated assuming infinite processors – this makes

sense, since for those subtrees, 𝑝 = 3 is equivalent to having infinite processors.
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Similar to the diagram for infinite processors, we can also easily trace along this

diagram and pinpoint which parts of the program execution are contributing to the

overall peak bandwidth.
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Chapter 7

Conclusion

Now that I’ve presented all parts of my thesis work, this chapter wraps up my thesis

with discussions on extensions that I did not get a chance to work on and ideas that

are not fully flushed out.

Section 3.2 lists a few extension ideas for the reuse distance calculator. If I were

to work on this project for longer, it would be cool to implement some of those

extensions and reanalyze the tool. In addition, I would want to evaluate the tool

on industry standard benchmarks, and fully develop an algorithm for calculating the

average memory bandwidth of a parallel program given 𝑝 processors. These two ideas

are discussed in further detail in the following sections.

7.1 Industry Benchmarks

Something I wanted to try but didn’t get a chance to is running my reuse distance

calculator and performing memory bandwidth analyses on a set of industry standard

benchmarks. One set of benchmarks that could serve this purpose is the Rodinia

Benchmark Suite.

The University of Virginia Rodinia Benchmark Suite is a collection of parallel pro-

grams which targets heterogeneous computing platforms with both multicore CPUs

and GPUs [8, 9]. The Rodinia benchmarks cover “a wide range of parallel com-

munication patterns, synchronization techniques and power consumption”, and has
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given insight on the growing importance of memory-bandwidth limitations and the

consequent importance of data layout.

Example applications in this benchmark suite include back propagation, breadth-

first search, and k-nearest neighbors; computations cover graph traversal, dense linear

algebra, dynamic programming, etc. The domains that utilize such programs include

medical imaging, fluid dynamics, physics simulation, image/video compression, and

many more.

This benchmark suite is a good choice for my study of reuse distance and memory

bandwidth analysis both because of the relevance of memory-bandwidth work related

to it, and because of its coverage of parallel computing applications – it represents

the broad range of scientific computing my research targets, ranging from physics

simulations to artificial intelligence algorithms.

The version that I would want to use is the transpilation into an OpenCilk imple-

mentation by Tao B. Schardl.

7.2 Average Memory Bandwidth Given 𝑝 Processors

I came up with a preliminary idea for computing the average memory bandwidth

of a parallel program given a limited number of 𝑝 processors. This idea is not fully

flushed out yet, and takes on a different approach from the other memory bandwidth

algorithms – notably, an implementation of this algorithm would not exhibit the

simple parallel memory bandwidth calculation pattern described in Section 6.1.

Similar to the calculation of average memory bandwidth with infinite processors,

we want to aggregate the total data movement and the total time in number of

LLVM pseudo instructions. Total data movement is same as the infinite processors

case, where we just sum the data movements collected for all data nodes; however,

the calculation for time is more complex.

To paraphrase, we want to calculate 𝑇𝑝, the runtime of the program using 𝑝

processors. Since our computation model follows the fork-join model [24, 10], we can

allocate processors with the work-stealing scheduling strategy [7].
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To do so, we can simply model the work-stealing scheduling strategy – maintain a

queue of work items for each processor, where any parallel spawned tasks are placed

on the queue of the same worker. Idle workers then actively try to steal work items

from the queues of busy workers. This way, the computation order is maintained,

while runtime is minimized heuristically.

Specifically, when a worker is working on a serial node, the children of the serial

node are placed on the queue as one work item, maintaining the defined order of

execution, since they must be executed in series. On the other hand, when a worker

is working on a parallel node, the children of the parallel node are placed on the queue

as separate work items at the same time, which other idle workers are free to steal.

It is noted that the computation of that parallel node is not finished until the work

on all child nodes has completed and returned. If a parallel node is a child of a serial

node, then all children of the parallel node must be completed before the siblings that

come after the parallel node maybe be computed.

Whether or not this algorithm works, or if it computes useful metrics, is untested.
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