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Abstract

This dissertation consists of three essays exploring how to augment machine learning
and optimization methods for marketing management.

The first essay considers an augmentation of deep-learning-based recommender
system for sales force management. Helping new salespeople succeed is critical for
many organizations. We develop a deep-learning-based recommender system to help
new salespeople recognize suitable customers, leveraging historical sales records of
experienced salespeople. One challenge is how to learn from experienced salespeo-
ple’s own failures, which are prevalent but often do not show up in sales records. We
develop a parsimonious model to capture these “missing by choice” sales records and
incorporate the model into a neural network to form an augmented, deep-learning-
based recommender system. We validate our method using sales force transaction
data from a large insurance company. Our method outperforms common benchmarks
in prediction accuracy and recommendation quality, while being simple, interpretable,
and flexible. We demonstrate the value of our method in improving sales force pro-
ductivity.

The second essay explores an augmentation of large-scale linear programming op-
timization method for targeting with constraints. Personalization, which aims to
target different marketing actions to different customers, has attracted broad atten-
tion in both academia and industry. While most research has focused on training
personalization policies without constraints, in practice, many firms face constraints
when implementing these policies. For example, firms may face volume constraints
on the maximum or minimum number of actions they can take, or on the minimum
acceptable outcomes for different customer segments. They may also face fairness
constraints that require similar actions with different groups of customers. These
constraints can introduce difficult optimization challenges, particularly when the firm
intends to implement personalization policies at scale. Traditional optimization meth-
ods face challenges solving large-scale problems that contain either many customers
or many constraints. We show how recent advances in linear programming can be
adapted to the personalization of marketing actions. We provide a new theoretical
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guarantee comparing how the proposed method scales compared to state-of-the-art
benchmarks (primal simplex, dual simplex and barrier methods). We also extend ex-
isting guarantees on optimality and computation speed, by adapting them to accom-
modate the characteristics of personalization problems. We implement the proposed
method, and compare it with these benchmark methods on feasibility, computation
speed, and profit. We conclude that, volume and similarity (fairness) constraints
should not prevent firms from optimizing and implementing personalization policies
at scale.

The third essay studies collective search in an organization. In this paper, we
build a two-member two-period model to show that when a group of people with
different preferences conduct search and make a decision together, they can benefit
from making a commitment on the number of products to search ex ante when the
search cost is very small or relatively large. The underlying mechanism is that,
because of the preference divergence between group members, they tend to search
fewer products and thus have lower expected utility in group search than in single-
agent search, and making a commitment on the number of products to search can
help mitigate the preference divergence problem in group search. If consumers can
observe product prices before search and the firm sets product prices endogenously,
the firm can benefit from letting consumers commit to the number of products to
search ex ante if consumers search as a group and their search cost is small. We also
consider several extensions to show the robustness and boundary conditions of our
findings.

Thesis Supervisor: Juanjuan Zhang
Title: John D. C. Little Professor of Marketing
Professor, Marketing
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Chapter 1

Zero to One:

Sales Prospecting with Augmented

Recommendation

In this essay, we develop a deep-learning-based recommender system to help new

salespeople recognize suitable customers, leveraging historical sales records of experi-

enced salespeople. One challenge is how to learn from experienced salespeople’s own

failures, which are prevalent but often do not show up in sales records. We develop

a parsimonious model to capture these “missing by choice” sales records and incor-

porate the model into a neural network to form an augmented, deep-learning-based

recommender system. We validate our method using sales force transaction data

from a large insurance company. Our method outperforms common benchmarks in

prediction accuracy and recommendation quality, while being simple, interpretable,

and flexible. We demonstrate the value of our method in improving sales force pro-

ductivity.1

1This chapter is collaborated with Saiquan Hu (Associate Professor at Hunan University) and
Juanjuan Zhang (John D. C. Little Professor of Marketing at MIT Sloan School of Management).
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1.1 Introduction

Over 13 million Americans worked in sales-related jobs in 2020, representing nearly

10% of the labor force.2 Without requiring an advanced or even a college degree, the

sales occupation is considered accessible to many. “Sales is the hardest easy job in the

world,” says Bob Franco, author and veteran of sales ([70]). Yet, sales is the hardest

easy job. It is by far one of the most stressful occupations according to a PayScale

survey ([92]). Starting a sales career is particularly challenging. For new salespeople,

the process of converting strangers into paying customers is fraught with failure. In

the company we partnered with for this study (discussed in more detail in subsequent

sections), 70% of new salespeople failed to make a sale 90 days into their job.

New salespeople’s productivity hurdle can be costly to companies. Sales is already

the most expensive marketing function. North American companies spend $1.2 trillion

on sales each year ([2]).3 U.S. companies spend $15 billion a year on sales force training

alone and $800 billion on sales force incentives ([161]). New salespeople’s productivity

hurdle undermines these hefty investments. It affects company revenue and customer

experience. Moreover, it threatens sales force retention. By February 2021, 91% of

the salespeople who had joined our partner company since 2015 had left. Notably,

67% left without ever making a sale, citing the frustration of getting started as a

common reason to quit.4

In this paper, we develop a deep learning based recommender system to help

new salespeople improve their productivity. We focus on “sales prospecting.” For

each new salesperson, we offer personalized recommendations of customer types (e.g.,

female customers below 40) with higher conversion potential, based on deep learning

of historical data on sales revenue, salesperson traits, and customer traits.

This approach suits the sales context for the following reasons. First, new sales-

people often need help recognizing promising customers. In a recent HubSpot report,

2Source: U.S. Bureau of Labor Statistics (https://www.bls.gov).
3This is compared with $165 billion annual spending on traditional marketing and $36 billion on

digital.
4For context, the annual sales force turnover rate is twice the average of the entire labor force

(source: https://hbr.org/2017/07/how-to-predict-turnover-on-your-sales-team).
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over 40% of salespeople find sales prospecting the most difficult part of their job.5 Sec-

ond, sales outcome often depends on the match between the salesperson and the cus-

tomer on various traits such as communication style ([175]), gender ([114]), and race

([147]). Recommender systems are particularly effective at uncovering such person-

alized match value between users and recommended items ([1]). Third, salesperson-

customer match can be complex. It may be driven by convoluted interactions of

salesperson/customer traits and these traits may be high-dimensional. For example,

appearance has been shown to influence trust (e.g., [57]) whereas different customers

may value trust differently. We thus focus on deep learning based recommender sys-

tems (e.g., [185]) to capture the intricacies of salesperson-customer match and to

embrace unstructured data (appearance data in our application).

What is new in our approach is that we extend standard deep learning based rec-

ommender systems to capture an important feature of the sales context – salespeople’s

failures, which are prevalent but often do not show up in historical sales records. For

instance, it may appear that a salesperson has never made a sale to female customers

below 40. In standard deep learning based recommender systems, these instances

are often treated as missing observations and excluded from model training (e.g.,

[1, 31, 118, 146]). We emphasize a different method. We argue that these instances

are substantively meaningful; they not only should be included in training, but also

included in a theoretically constructed way to capture the behavioral process they

represent.

More specifically, we emphasize that sales records may be missing by choice for

some salesperson-customer dyads. It could be that a salesperson tried but failed to

convert a customer type. It could also be that a salesperson decided not to sell to

a customer type because the cost of selling exceeded the expected gain. Either way,

the fact that the salesperson did not sell to a customer type is informative; a new

and similar salesperson should probably avoid this customer type. Missing-by-choice

sales records can be particularly meaningful in the sales function. They allow new

5Source: https://blog.hubspot.com/sales/sales-statistics. Salespeople are responsible for cus-
tomer prospecting in our partner company and many others. However, as we will discuss, our
approach extends to contexts where companies assign prospects to salespeople.
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salespeople to learn from not only their predecessors’ success but also their lack of

success.

Computationally, we develop an augmented recommender system to explicitly ac-

count for missing-by-choice sales records in deep learning based recommender sys-

tems. We specify a parsimonious behavioral model in which a salesperson sells to

a customer type only if the expected gain outweighs the cost. We incorporate this

behavioral model into a neural network structure by proposing a new activation func-

tion, which outputs a sales record only if sales revenue exceeds a cost threshold to be

estimated. This allows us to augment standard deep learning based recommendation

systems in a simple, interpretable, and flexible way.

We train, validate, and test our augmented recommender system using data from

a major insurance company headquartered in Shanghai. The data include 12,149

salespeople and 409,840 insurance transactions from January 2015 through Febru-

ary 2021. Our augmented recommender system significantly outperforms a set of

benchmarks on two common criteria of recommender system performance: prediction

accuracy (mean square error) and recommendation quality (F1 and NDCG scores, to

be explained later). In particular, our method significantly outperforms deep learn-

ing based recommender systems that either exclude missing sales records from model

training or retain them but use the standard linear activation function.

Because our recommender system augmentation is based on modeling the sales-

data generating process, it can be easily extended to accommodate a range of scenarios

depending on why sales records are missing. We present two such extensions, where

salespeople may not get to consider all customer types and where the cost thresh-

old may be heterogeneous across salespeople. Both extensions further improve our

method’s recommendation quality.

Finally, simulation results suggest that our augmented recommender system can

be practically valuable. Compared with a naïve, random search strategy that new

salespeople may follow, our recommender system may reduce the number of failures

before the first sale by as high as 40%. In doing so, our recommender system can

reduce the proportion of unproductive new salespeople by 27% 90 days into their job.
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Our contributions are two-fold. Substantively, we develop a data-driven process to

help new salespeople recognize suitable prospects and help companies improve sales

force management. In doing so, we showcase a novel application of recommender

systems in the sales context. Methodologically, we augment deep learning based rec-

ommender systems by retaining, modeling, and retrieving information from missing-

by-choice observations. We demonstrate the efficacy of the augmented recommender

system for sales prospecting, but we expect it to be broadly relevant wherever histor-

ical records for some user-item dyads are missing by choice, as opposed to missing by

chance. For example, if a Netflix user has never rated a movie genre or if an Amazon

customer has never bought from a product category, our augmented recommender

system can be applied to derive information from these seemingly missing records. In

the following section, we discuss our contribution to the literature in more detail.

1.2 Related Literature

Sales force management is central to marketing research. Sales force compensation

design in particular has attracted significant research and generated extensive insights

on how to motivate salespeople (see [40, 128] for comprehensive reviews). To the

extent that compensation policies are not always feasible to change ([49]), another

line of papers explore non-monetary sales force management strategies. These include

optimizing the composition of sales teams ([30]), empowering salespeople with genetic

self-knowledge ([82]), and training sales agents using artificial-intelligence coaches

([120]). Our paper contributes another non-monetary sales force management tool, a

recommender system that helps salespeople recognize suitable prospects.

Recommender systems are a powerful way to help individuals choose among many

options, often drawing on their many peers’ choices ([1, 146]). [8]’s seminal paper

introduces recommender systems to marketing and develops a Bayesian preference

framework for recommendation. A stream of marketing papers have extended and

applied recommender systems along important dimensions, such as optimizing pur-

chase lift ([18]), personalizing content offerings adaptively ([43]), generalizing con-
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sumer preference models for experienced goods ([42]), eliciting consumer preferences

for complex products ([100]), modeling topics to leverage rich product information

([9]), recommending options to help consumers learn their preferences ([63]), using

consumer search data ([76]) or on-boarding surveys ([55]) to overcome the cold-start

problem, and evaluating welfare implications of personalized rankings ([56]).6

We contribute to the recommender-system literature by developing an augmented,

deep learning based recommender system to incorporate missing-by-choice data. A

particularly relevant paper in marketing is [180], who address the selection bias in

consumer ratings with a hierarchical Bayes model that jointly captures rating value

and rating incidence. In computer science, although most recommender-system pa-

pers focus on ways to better fit data, there is a line of research on debiasing data

(see [31] for a systematic review). Solutions include probabilistic models ([93]) and

propensity scores ([149]), both in the context of matrix factorization based recom-

mender systems.7 Our paper shares the same view that there is information to be

gained from including missing data and modeling why they are missing. The differ-

ence is that we develop a way to incorporate missing-by-choice data in deep learning

based recommender systems.

Deep learning based recommender systems are becoming prevalent in both aca-

demic research and industry use (see [185] for a review). Successful applications

include the recommender systems for YouTube videos ([45]) and Google Play apps

([36]), among many others. Deep learning allows recommender systems to capture

the potentially complex, nonlinear relationship between users and items and to han-

dle various forms of unstructured data ([83]). Deep learning can also be integrated

6The cold-start problem refers to the lack of historical data on user-item interactions to inform
recommendation. In our paper, new salespeople are cold-start users by definition. We overcome
this challenge using deep learning based recommendation, drawing on “side information” about
salespeople (e.g., demographics, appearance). In a related paper, [139] address the cold-start problem
in customer relationship management, using probabilistic machine learning to incorporate customer
side information.

7Matrix factorization is a technique to decompose users’ reactions to various items into lower-rank
user and item matrices. Matrix factorization based recommender systems are popular in industry
(e.g., [81, 85, 107]). However, they are often subject to challenges such as the cold-start problem
(e.g., [17, 173]), ability to handle complex unstructured data (e.g., [39, 172]), and scalability (e.g.,
[133]).
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with other methodologies, fueling innovations such as neural network matrix factor-

ization (e.g., [62]) and Bayesian deep learning (e.g., [171]). A major downside of deep

learning based recommendation though is its lack of explainability; its numerous pa-

rameters and activation functions are often not easily interpretable ([145, 187]). In

addition, overparameterized deep learning models may overfit the training data and

fail to generalize out-of-sample ([183]).

Our augmentation can thus be valuable in three ways. First, as we show, this aug-

mentation can further improve the performance of deep learning based recommender

systems in situations where data are missing by choice – and these situations are

likely the norm rather than the exception ([122]). Second, our augmentation is inter-

pretable; at its core is an activation function based on a microfounded user behavior

model.8 Because of this feature, as we show, the augmentation can be extended in

interpretable ways to capture different user behaviors. Third, our augmentation can

be easily implemented. In its simplest case, it requires only one additional parame-

ter to be estimated (the cost threshold). This helps maintain the scalability of the

recommender system and mitigate overfitting concerns.

Last, our paper is broadly related to the literature on using machine learning

for personalization and targeting. Experimental data are often used for strategy

evaluation in this literature ([58, 72, 152]). Although experiments offer a clean way

to assess causal treatment effects, they may constrain the number of personalization

or targeting actions that can be evaluated in one study. By contrast, we use historical

sales data for model training and evaluation. There is no theoretical upper limit to the

number of recommendations that can be tested. This approach is in line with [89] and

[181], who use clickstream data to study large sets of personalized search actions. As

such, the focus of our paper is prediction, consistent with the literature summarized

in [143], as opposed to treatment effect estimation. However, these two approaches

can complement each other. For instance, predictive models can help select a feasible

number of high-potential recommendation strategies to be tested experimentally.

8In a recent study of brand selfies, [88] also modify and add layers to a neural network. Their
goal is better classification and interpretation.
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1.3 An Augmented Recommender System

In this section, we present the construction of our augmented recommender system.

As an overview, we incorporate a model of missing-by-choice sales records into a

neural network framework. We first present the model and then the neural network

adjustment.

1.3.1 Model of Missing-by-Choice Sales Records

We strive to specify a parsimonious model to capture the data generation process

behind sales records, including the process by which a subset of them are missing.

We distinguish between two types of sales records: latent sales and observed sales.

Latent sales represent the underlying sales outcome for each salesperson-customer

dyad. Observed sales are the sales records that actually appear in the data. Our model

aims to describe the latent sales generation process and the relationship between latent

and observed sales.

Let 𝑦*𝑖𝑗 ∈ 𝑅 denote the latent sales revenue generated by salesperson 𝑖 ∈ {1, ..., 𝐼}

from selling to customer type 𝑗 ∈ {1, ..., 𝐽}.9 Both 𝐼 and 𝐽 are finite numbers but

can be large. Suppose 𝑢𝑖 represents traits of salesperson 𝑖 and 𝑣𝑗 represents traits of

customer type 𝑗. Both 𝑢𝑖 and 𝑣𝑗 can include numerical features (e.g., age, income),

categorical features (e.g., gender, education, occupation), and features extracted from

unstructured data (e.g., facial images). The latent sales generation process follows:

𝑦*𝑖𝑗 = 𝑓(𝑢𝑖, 𝑣𝑗; 𝜃). (1.1)

The 𝑓(·|𝜃) function maps salesperson 𝑖’s traits 𝑢𝑖 and customer type 𝑗’s traits 𝑣𝑗

to the latent sales 𝑦*𝑖𝑗 associated with the salesperson-customer dyad 𝑖𝑗. 𝑓(·|𝜃) is

parameterized by 𝜃 and can take any functional form. As such, 𝑓(·|𝜃) can flexibly

capture the effect of salesperson-customer match, which has been shown to influence
9Customer type is a generic reference in our model. It can be as granular as a specific customer,

or coarsened to describe a group of customers who share certain traits. We will discuss the opera-
tionalization of customer type in subsequent sections. We call the combination of a salesperson and
a customer type a salesperson-customer dyad for brevity.
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sales outcome.

Next, let 𝑦𝑖𝑗 denote the observed sales revenue salesperson 𝑖 generated from selling

to customer type 𝑗. We specify the relationship between latent and observed sales as:

𝑦𝑖𝑗 =

⎧⎨⎩ 𝑦*𝑖𝑗 if 𝑦*𝑖𝑗 > 𝑐

0 otherwise
. (1.2)

In other words, we posit that if the latent sales 𝑦*𝑖𝑗 exceeds a cutoff 𝑐, it becomes an

observed sales record. Otherwise, the observed sales record equals zero, meaning that

salesperson 𝑖 has never made a sale to customer type 𝑗.

To interpret this data generation process, imagine a salesperson who decides

whether to make an effort to sell to a customer type. The cost of selling includes

the time cost, effort cost, and opportunity cost. The benefit of making a sale includes

commissions from the latent sales revenue (which in our setting is prespecified and

known to the salesperson) and any psychological payoff ([163]). This benefit is further

scaled by the perceived probability of sale and adjusted for risk preferences ([144]),

time preferences ([117]), and prediction errors ([131]). As such, the key parameter

𝑐 ∈ 𝑅 represents the adjusted, scaled, net cost of selling, referred to as “net cost”

hereafter for brevity. The salesperson will choose not to sell to the customer type

if the benefit is below cost or, equivalently, if the latent sales revenue 𝑦*𝑖𝑗 is below

net cost 𝑐. This creates a missing-by-choice sales record for the salesperson-customer

dyad 𝑖𝑗.

Analogous arguments hold if a salesperson tries to convert a customer type based

on prior cost-benefit analysis but fails because of higher-than-expected selling cost

or worse-than-expected conversion probability. The same intuition applies – the lack

of sales records for this salesperson-customer dyad likely implies that the associated

latent sales revenue is below (realized) net cost.

By modeling missing-by-choice sales records, we uncover and preserve the infor-

mation value of these seemingly missing observations. To the extent that the match

of salesperson-customer traits matters, salesperson 𝑖’s lack of sales records with cus-

tomer type 𝑗 means that, other things being equal, new salespeople who are similar
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to salesperson 𝑖 should expect lower latent sales revenue from serving customer type

𝑗. The augmented recommender system will recognize this and will be less likely to

recommend customer type 𝑗 to these new salespeople.

We have three comments. First, our model resembles the classic tobit model

of truncated observations ([165]).10 Our model also echos the well-known discrete-

continuous models in marketing (e.g., [38, 180]) in that discrete events (e.g., purchase

incidence, decision to leave a rating, failure to serve a customer) and continuous

quantities (e.g., purchase volume, rating value, sales revenue) can jointly reveal the

same underlying decision process. We are humbled to build on these established

theories to improve the design of neural network structures for better performance.

Second, we do not explicitly model sales effort. However, under the common

assumption that salespeople in equilibrium optimize their effort choices given their

own and customers’ traits, the mapping function 𝑓(·|𝜃), which has no functional form

restrictions, can be seen as already subsuming the effect of effort ([41, 109, 129]).

Third, we intentionally assume a homogeneous net cost 𝑐 across salespeople and

customer types for the main model. This allows us to keep the model as simple

as possible to isolate the mere effect of considering missing-by-choice sales records,

as opposed to the effect of adding more parameters. We extend the analysis to

accommodate heterogeneous net costs across salespeople in Section 1.6.2.

1.3.2 Neural Network Framework

We now incorporate the model of missing-by-choice sales into a neural network frame-

work. We keep our presentation intuitive and refer interested readers to [83] for an

excellent text on the foundation and applications of deep learning.

A neural network is based on a collection of connected units called neurons. A

neuron can process “signals" passed into it and then pass the output signals into its

connected neurons. A signal is a real number. An activation function computes the

10The difference is that the tobit model captures mass points in otherwise-continuous dependent
variables, whereas our observed sales function is allowed to be discontinuous at the mass point of
zero sales.
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output of a neuron based on its inputs. The connections are called edges. Neurons and

edges have weights that adjust as learning proceeds. Typically, neurons are aggregated

into layers. Figure B-1 of the Appendix illustrates a typical neural network structure

where data pass from the input layer to the output layer, possibly after travelling

through a series of middle hidden layers.

We propose a new activation function to be used in the output layer. The idea is

to utilize the hidden layers of the neural network to flexibly capture the latent sales

generation process of Equation (1.1) and then adjust the output sales by imitating

the observed sales generation process of Equation (1.2). The new activation function

is:

𝑔(𝑥) =

⎧⎨⎩ 𝑥 if 𝑥 > 𝑐

0 otherwise
. (1.3)

Recall that 𝑐 is the net cost that governs whether latent sales records are observed.

Computationally, 𝑐 is a hyperparameter to be tuned during neural network opti-

mization ([111]). Note that when 𝑐 equals zero, our proposed activation function

is the same as the well-known Rectified Linear Unit (ReLU) activation function:

𝑔(𝑥) = max{0, 𝑥}.11 In Figure B-2, we offer an illustration of our activation function

when 𝑐 differs from zero.

Figure B-3 summarizes the complete neural network structure underlying our

augmented recommender system. The main augmentation is that we use our proposed

activation function in the output layer. Other layers’ structures remain standard for

a regression problem using neural network models ([14]).

Specifically, we first embed each categorical or unstructured feature of either sales-

people or customer types and then flatten the embedding results. Embedding is a

method used to represent data as a vector of continuous numbers, whereby the contin-

uous vector can meaningfully represent the data in the transformed space ([46]). The

unstructured data we use in this paper are salespeople’s facial image data. Specif-

11When 𝑐 ̸= 0, our activation function is different from the ReLU activation function where the
input is renormalized to �̂� = 𝑥 − 𝑐. ReLU activation is a continuous activation function, whereas
our proposed activation function is discontinuous when 𝑐 ̸= 0. The error back-propagation learning
algorithm is suitable when the activation function is discontinuous ([68]).

25



ically, a face embedding is a vector of continuous numbers that represents features

extracted from the facial image. We then concatenate all the embedding vectors and

pass the concatenating results into a multilayer perceptron (MLP). An MLP is a class

of feedforward neural networks (ANNs) and a universal function approximator per

Cybenko’s theorem ([48]). The goal of the MLP in our framework is to capture the

complex function 𝑓(·|𝜃) that maps salesperson and customer traits into latent sales.

The MLP we consider has two hidden layers with ReLU activation at each layer. We

also use Dropout at each layer to prevent neural networks from overfitting ([155]).

Last, we pass the results from the MLP to the final output layer with our proposed

activation function as specified in Equation (1.3). More details on the neural network

structure can be found in Appendix C.1.

Three comments are in order. First, the neural network structures before the

output layer are not fixed and can be adapted easily based on the type of input data.

For example, if voice data of salespeople and/or customers become available, long

short-term memory recurrent neural networks (LSTM RNNs, [86]) can be integrated

with our proposed activation function in the output layer.

Second, the way we model missing-by-choice sales for the neural network serves

as an example of using domain theories to improve deep learning algorithms. At a

fundamental level, our approach shares the same essence of the invention of Dropout

([155]), Dual Rectified Linear Units (DReLUs, [79]), and Attention in Bidirectional

Encoder Representations from Transformers (BERT, [54]). The difference is that our

technical modification is motivated by a microfounded model of how agents behave

and how their behaviors shape the observed data.

Third, in our proposed framework, sales records are missing because a salesperson

chooses not to sell to a customer type or fails to do so. As previously mentioned, the

assumption is that the salesperson has considered all customer types. We address this

remaining issue in three ways. First, in our main analysis in Section 1.5, we develop

the recommender system focusing on experienced salespeople, who have arguably

considered all customer types. Second, we intentionally classify customers into a

reasonable number of types, such that a salesperson can feasibly consider all types.
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Finally, in extended analysis of Section 1.6.1, we consider and model the probability

that a salesperson has not considered all customer types.

1.4 Data

In this section, we present the data we will use to develop and evaluate the augmented

recommender system. We first introduce the business context. We then describe the

data in detail. Last, we present data patterns that suggest that sales records may be

missing by choice and that salesperson-customer match may influence sales outcome.

1.4.1 Business Context

We collaborate with a major insurance company headquartered in Shanghai, China.

Similar to its counterpart in the U.S., the sales profession in China is considered to

be open to people of various backgrounds, while offering potentially good monetary

reward. The average yearly gross salary for salespeople is around 20,000 USD,12 while

the per capita disposable income, as of 2020, is around 5,000 USD in China.13

The company focuses on providing life insurance, especially critical-illness insur-

ance products, targeting the low- and mid-tier markets. As of 2021, the company has

had hundreds of thousands of employees, established thousands of branches in the

country, and served over a million customers (exact numbers withheld given the con-

fidentiality agreement). Salespeople in the company are responsible for prospecting

customers themselves, often in face-to-face settings.

We interviewed the company’s management and sales force as background re-

search. The productivity of new salespeople emerged as a major challenge. Figure

B-9 presents the proportion of new salespeople who have not made their first sales

among all 123,836 salespeople who joined the company between January 2015 and

November 2020. Three months into their job, 70% of the new salespeople still have

not started their first sale. This has a rather negative impact on sales force morale,

12Source: https://www.erieri.com/salary/job/inside-salesperson/china.
13Source: http://www.stats.gov.cn/english/PressRelease/202101/t20210119_1812523.html.
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efficacy, retention, and recruitment.

According to our interviews, the match between salespeople and customers plays

an important role in driving sales outcome, whereas new salespeople generally do not

know what types of customers are suitable prospects for them. In comparison, how to

explain insurance products to customers does not seem to be a challenge. Sales force

compensation includes a base salary and a fixed percentage of sales revenue. The com-

pensation structure is practically difficult to change ([49] make similar observations).

In addition to managerial constraints, the company is supervised by the China In-

surance Regulatory Commission and its compensation structure is strictly regulated.

Therefore, we focus on non-monetary sales force management strategies and develop

a recommender system to help new salespeople recognize suitable prospects.

1.4.2 Sample, Variables, and Summary Statistics

The company provided all sales records from January 2015 through February 2021,

in the form of unique contracts. Each contract documents the associated salesper-

son’s collectable and storable information, which includes age (when the salesperson

joined the company), gender, education, home province, branch served, title in the

company, years worked at the company, whether the salesperson was referred to join

the company, and whether the salesperson had left the company by February 2021.

We also have access to facial image data that salespeople in our sample consented

to share and use. The social psychological literature has shown that facial appearance

affects perceived trustworthiness (e.g., [29, 154, 159]).14 Meanwhile, trust is known

to shape sales outcome (e.g., [75, 168, 169]). Therefore, We include facial image data

as a potentially useful feature in our recommender system.15

Besides salesperson information, each contract documents the customer’s col-

14This effect can be consequential in a broad range of domains, such as lending ([57]), CEO se-
lection ([160]), science communication ([78]), career development ([121]), and targeting effectiveness
([164]).

15In doing so, we must eliminate salespeople without image data from our model’s training, vali-
dation, and testing. These salespeople account for about 1/3 of the entire sample. We acknowledge
potential self-selection into image-data provision and caution against using our recommender system
without adjustment for salespeople who do not provide image data.
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lectable and storable information, which includes age (at the time of transaction),

gender, marital status, occupation, and relationship with the insured. We use these

variables to characterize a customer type. Finally, each contract documents the asso-

ciated sales revenue, calculated as a standard premium of each transaction, following

industry norm. This serves as the salesperson’s key performance index.

As discussed in Section 1.3.2, we develop our main recommender system using data

of experienced salespeople because they likely have considered all customer types.

Thus, we restrict attention to salespeople who joined the company between January

2015 and July 2020, and who have completed at least five sales. These criteria are

suggested by top management based on knowledge of what makes an experienced

salesperson in the company. This yields 12,149 salespeople and 409,840 insurance

sales records to construct and evaluate our recommender system. Repeat purchase is

rare for the company. We assume each sale is for a different customer for tractability.

On average, each salesperson in the data has achieved 34 sales.

Table A.13 presents the summary statistics of structured salesperson and customer

traits in the data.16 There are several observations to note. The average age of

salespeople when joining the company is 38. This is likely an age with much family

responsibilities, making job success particularly helpful. Meanwhile, most of the

salespeople have not attended college. This echos the general observation of the sales

profession being accessible. In addition, the most frequent customer occupation is

farmer, consistent with the company’s focus on serving low- to mid-tier markets.

As Table A.13 suggests, using raw data on customer traits yields an enormous

number of customer types. Including too many customer types in the recommender

system can be problematic. First, as discussed in Section 1.3.2, it is implausible that

a salesperson, even an experienced one, has considered this many customer types.

Second, it is impractical to offer highly granular recommendations (e.g., a 45-year-

16For the unstructured data in our sample (salesperson facial image data), one approach is to derive
hand-crafted features (e.g., facial width) and then input them into the recommender system. We
take a different approach; we input the raw image data to exploit the joint end-to-end representation
learning advantage of deep learning based recommender systems ([185]). Therefore, we do not
present summary statistics of the image data. Following confidentiality agreement, we will not
report summary statistics of sales revenue either.
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old female lawyer) to new salespeople. Therefore, we dichotomize customer age as

weakly above or below 40, marital status as married or not, and relationship with the

insured as self-insured or not. Finally, we follow the Chinese Occupation Classification

and group customer occupations to seven types.17 This yields 112 customer types in

total. Figure B-10 in the Appendix reports the distribution of customer types for each

customer trait. The recommender system will output one or multiple, depending on

system design, of these 112 customer types for each new salesperson. An example

would be: a female, married customer, who is above 40, works as a technical staff,

and is interested in insuring herself.

1.4.3 Preliminary Data Patterns

We examine the data for distributional insight across customer types. Figure B-11

presents a histogram of the number of customer types each salesperson in our data has

sold to. Most of the salespeople served a small proportion (less than 15%) of the 112

potential customer types. In the most common case, a salesperson served less than

ten customer types. Recall that these are experienced salespeople who arguably have

considered all customer types. As such, there are possibly certain customer types

that certain salespeople either chose not to serve or failed to serve. These would lead

to missing-by-choice sales records in our data.

We also look at the customer type that brings the highest sales revenue for each

salesperson in the data. Across the 12,149 salespeople, there is hardly one customer

type that brings the most sales to all salespeople; rather, these “most valuable” cus-

tomer types are dispersed, spanning 106 out of the 112 customer types in the data.

Furthermore, for each of the 112 customer types in the data, we calculate the per-

centage of salespeople who have made sales to this customer type. As Figure B-12

17The seven occupation types are: 1) managers who work in government, business, and nonprofit
organizations; 2) technical staff (e.g., doctors, lawyers, actors/actresses, researchers); 3) office staff
and public service providers (e.g., administrative staff, administrative arbitrators, policemen, fire-
men); 4) service personnel (e.g., waiters/waitresses, salespeople, babysitters, doormen); 5) farmers,
including personnel working in agriculture, forestry, animal husbandry, and fishery; 6) production
workers in various sectors (e.g., furniture manufacturing, textile, coal chemical production, drug
manufacturing); 7) soldiers and others.
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shows, none of the customer types can attract all salespeople. There is also no-

ticeable heterogeneity in the percentage of salespeople each customer type tends to

attract. These results suggest that there is no customer type that suits all salespeo-

ple. Therefore, a personalized recommender system may add value, compared to a

simpler recommendation to target a specific customer type.

1.5 Evaluating the Augmented Recommender Sys-

tem

We evaluate our augmented recommender system in this section. In particular, we test

whether incorporating missing-by-choice sales records improves deep learning based

recommender system performance. We focus on two commonly used performance

criteria for recommender systems: prediction accuracy and recommendation quality.

In addition, we present a set of interpretable outputs of our recommender system.

1.5.1 Prediction Accuracy

For prediction accuracy, we use the standard metric of mean squared error (MSE):

MSE =
1

𝐼𝐽

𝐼∑︁
𝑖=1

𝐽∑︁
𝑗=1

(𝑦𝑖𝑗 − 𝑦𝑖𝑗)
2. (1.4)

The elements of this equation are defined in Section 1.3. Each data point represents

an interaction between a salesperson (indexed by 𝑖) and a customer type (indexed by

𝑗), including dyads where the salesperson did not sell to the customer type.

Two comments are in order. First, we operationalize 𝑦𝑖𝑗 using the average daily

sales revenue associated with salesperson 𝑖 and customer type 𝑗 during the time

span of our data. Salespeople vary in how often they sell to a customer type and

how much revenue they derive from each sale. Taking the average of sales revenue

over time captures the overall value of each customer type to each salesperson that

encompasses factors such as the density of this customer type in the population, the
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ease of conversion, and the gain from a conversion.

Second, we focus on observed sales (including zero), as opposed to latent sales,

as the outcome measure. The observed sales revenue 𝑦𝑖𝑗 comes from the historical

transaction data by definition. The predicted sales revenue 𝑦𝑖𝑗 is generated by the

recommender system. In our augmented recommender system, 𝑦𝑖𝑗 predicts what

sales revenue salesperson 𝑖 expects to derive from customer type 𝑗, allowing for the

possibility that salesperson 𝑖 does not sell to customer type 𝑗. For a new salesperson,

our system will recommend the customer type(s) that will yield the highest predicted

sales revenue. This allows the recommendation to convey the overall potential of each

customer type, after considering the net cost of selling.

We have a total of 1,360,688 salesperson-customer dyads (data points) for the

𝐼 = 12, 149 salespeople and 𝐽 = 112 customer types. We randomly split these

data into training data (60%), validation data (20%), and test data (20%). We use

the training data to train the recommender system, the validation data for cross-

validation tuning, and the hold-out test data to evaluate the recommender system’s

performance. Out of these salesperson-customer dyads, 1,239,345, or 91%, have no

sales records.

We consider two benchmark recommender systems. For fair comparison, both

benchmarks are deep learning based recommender systems built on the same neural

network structure as our augmented recommender system. The first benchmark,

which we call “Deep Learning — Missing Excluded,” uses only observed sales records

for training. This benchmark serves to test the information value of missing-by-choice

sales. We scale the sample size of the benchmark to be the same as our method via

random resampling. This ensures that our method’s performance improvement, if

any, occurs not simply because it includes more data points.

The second benchmark, “Deep Learning — Linear Activation,” uses the same

training data as our method. All the neural network components before the out-

put layer are also the same. The only difference is that, in the output layer, this

benchmark uses the standard linear activation function, as opposed to the activation

function we propose in Equation 1.3. This benchmark serves to test whether our new
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activation function has value in capturing missing-by-choice sales records.18

Table A.2 presents the MSE on the test data for the two benchmarks and for our

proposed augmented recommender system, referred to as “Deep Learning — Aug-

mented.” We normalize the MSE of the augmented recommender system to be 100,

following our confidentiality agreement with the company. For this and subsequent

metrics, we use block bootstrapping ([97]) to derive standard errors and test the

significance of differences between a benchmark and our augmented recommender

system.

Column (1) of Table A.2 presents the MSEs using all the test data. Our method

shows much greater prediction accuracy, in both significance and magnitude, than the

benchmark that excludes missing sales records. This suggests that missing-by-choice

sales are highly informative and should be included in recommender system training.

Linear activation improves prediction accuracy over the first benchmark, but our

method remains significantly more accurate at the 𝑝 < 0.01 level. This shows that

our proposed activation function itself has value in increasing prediction accuracy.

Key to our augmentation is our treatment of missing-by-choice sales records. In

the spirit of a falsification test, we repeat our MSE calculation only on salesperson-

customer dyads in the test data that have positive sales records. This subsample

mimics an environment in which each salesperson gets to serve all customer types.

Column (2) of Table A.2 shows the results. In this case, the three methods have

similar magnitudes of MSEs. Moreover, the difference between our method and the

linear activation benchmark is statistically insignificant with 𝑝 = 0.31. Therefore,

as expected, our augmentation is more valuable in markets where missing-by-choice

sales are common.

18We do not explicitly examine the benchmark of a deep learning based recommender system
using the ReLU activation. This is because, as discussed, our method nests the ReLU activation as
a special case where the net cost 𝑐 is zero. Whether 𝑐 is zero is an empirical question, whereas our
method offers 𝑐, being it zero or not, a behavioral interpretation.

33



1.5.2 Recommendation Quality

We next evaluate the recommendation quality of our augmented recommender system.

We consider two common evaluation metrics in the literature (e.g., [157, 151, 181]):

F1-score and Normalized Discounted Cumulative Gain (NDCG). Intuitively speaking,

the F1-score measures whether a recommender system is good at identifying items

(e.g., customer types), whereas NDCG measures whether a recommender system is

good at identifying and ranking items.

The F1-score depends on both “precision” and “recall.” Precision is defined as the

number of “relevant” recommendations divided by the total number of recommenda-

tions. In our setting, we define a recommendation as relevant if the salesperson (in

the test data) has indeed had a transaction with the recommended customer type.

Recall is defined as the the number of relevant recommendations divided by the total

number of relevant customer types. The F1-score balances precision and recall to

achieve a single-dimension comparison between different recommender systems:

F1 = 2× Precision× Recall
Precision + Recall

NDCG further takes into account the ranking among recommended items. The

idea is that highly relevant customer types should ideally be highly ranked in the list

of recommended types. We quantify the relevance score by using the actual daily

sales revenue for each salesperson on each customer type. To calculate NDCG, we

divide Discounted Cumulative Gain (DCG) by Ideal Discounted Cumulative Gain

(IDCG). For each salesperson, the DCG measure can be calculated from the formula,

DCG =
∑︀

𝑟 Relevance𝑟/log2(𝑟 + 1), where Relevance𝑟 is the relevance score between

the salesperson and the customer type recommended in ranking position 𝑟 of the list,

and the logarithmic function is used to scale the importance of ranking. By arranging

customer types in descending order of actual daily sales revenue, we can derive IDCG

using the same formula as DCG.

We again compare our method with the two benchmark recommender systems:

Deep Learning — Missing Excluded and Deep Learning — Linear Activation. In ad-
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dition, we consider a non-personalized recommender system that simply recommends

the top customer types based on their associated historical sales revenue. Both the

F1-score and NDCG depend on the number of recommendations a system is designed

to offer. We vary this number from one to three. In addition, both the F1-score and

NDCG are salesperson-specific. We first compute their values for each salesperson in

the test data and then take the average across these salespeople.

Table A.3 presents the F1-score and NDCG results. For both metrics and for all

numbers of recommendations considered, excluding missing sales records from train-

ing leads to the worst recommendation quality. Linear activation improves recommen-

dation quality and our method achieves further, significant improvement (𝑝 < 0.01).

Our method also significantly outperforms the non-personalized recommender system.

This again shows that salesperson-customer match matters for sales outcome.

The goal of our recommender system is to leverage experienced salespeople’s sales

records (and the lack of them) to help new salespeople. So far, we have evaluated

our average recommendation quality for all salespeople in the test data. It remains to

check our recommendation quality for new salespeople. In Table A.4, we present the

F1-score and NDCG for salespeople with different numbers of years working at the

company, fixing the number of recommendations at one. Table A.5 in the Appendix

shows the results with two and three recommendations, respectively. Reassuringly,

our method continues to report significantly higher recommendation quality than

the benchmarks across the board, including the case of relatively inexperienced sales

people.

1.5.3 Recommender System Output Interpretation

Although we focus on prediction accuracy and recommendation quality, we report

the results of our recommender system in this section to facilitate interpretation.

A natural question is which salesperson and customer traits are important. We

use the permutation feature importance technique (e.g., [5]) to answer the question.

This technique is especially useful when the model is “opaque," which is often the

case for neural network models. Specifically, we take a fitted model and randomly
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shuffle each variable. We then look at the decrease in the performance measure being

considered. Shuffling variables of higher importance causes greater decreases in the

performance measure. In Table A.6, we present the decrease in MSE (standardized),

F1-score, and NDCG, where we implement 100 times of permutation for each variable.

Several results are worth noting. First, whether a trait is important depends

on the performance measure. For example, “Title in Company” is the most impor-

tant salesperson trait when we consider recommendation quality and is not when

we consider prediction accuracy. This result highlights the importance of setting

the right performance metric for the recommender system. Second, the facial im-

age data do have noticeable impact on recommender system performance across all

measures, which underscores the value of using a deep learning based recommender

system. Third, across all measures, salespeople’s age, home province, branch served,

and whether they left the company are important traits, while their gender, educa-

tion, and whether they were referred to join the company are less important. Last,

customer age, marital status, and occupation particularly matter for sales outcome.

These results shed light on ways to further improve the recommender system in future

research. For instance, it may be worthwhile to categorize customers into finer types

along more important traits.

For a recommender system, the ultimate question is what customer type is rec-

ommended. The answer depends on the specific salesperson. Note that the results

above show the relative importance of each trait in our deep learning model, which

subsumes the complex interactions among all traits.19 To visualize the importance

of salesperson-customer match, we present the customer type our model recommends

for each salesperson-trait category (e.g., age below 40). Table A.7 of the Appendix

displays the results. To simplify presentation, we examine salesperson traits in isola-

tion, two categories per trait, without including their interactions. For facial image,

we split the salespeople into two groups based on clustering of their facial embedding

vector values. Even with this coarse classification of salespeople, we can see that

19The importance of each trait is analogous to the partial derivative of the outcome measure with
respect to this trait, which subsumes any interaction effect between this trait and others.
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match matters. Out of the 10 salesperson traits, only one (i.e., whether referred to

join the company) does not affect our model’s customer type recommendation. These

results again highlight the value of a personalized recommender system.

Finally, cross-validation yields a positive net cost of selling hyperparameter, 𝑐. Its

magnitude is 4.46% of the average daily sales revenue across all salesperson-customer

dyads (value withheld for confidentiality agreements). However, sales revenue is

widely dispersed, with a standard deviation 21.78 times its mean value. Therefore,

it is possible that a non-negligible fraction of sales revenue falls below the net cost of

selling, causing the associated sales records to be missing by choice.

1.6 Extensions

Because our augmented recommender system is based on a simple behavioral model,

it can be easily extended to capture different market scenarios. In this section, we

model two such extensions and discuss a few others.

1.6.1 Probably Missing-by-Choice Sales Records

For the main analysis so far, we focus on experienced salespeople, assuming that

they have had enough time to consider all customer types. In reality, it is possible

that even experienced salespeople have ignored certain customer types for reasons

unrelated to the value of a customer type.

We address this possibility by embedding a probabilistic model into our aug-

mented recommender system. For each salesperson-customer dyad that has no sales

records, we allow for two possibilities: that the salesperson has considered the cus-

tomer type, as modeled in the main analysis, or the salesperson has not considered

the customer type so that the missing sales record should be excluded from training.

We parameterize the probability that salesperson 𝑖 has considered a customer type

as 1/(1 + 𝑒−𝛼*Experience𝑖), where 𝛼 is a hyperparameter to be tuned through cross-

validation and where experience is measured by the number of years the salesperson

has worked at the company. This probability enters the neural network as the weight
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for each data point.

We repeat the analysis of prediction accuracy and recommendation quality in this

probabilistic framework. We set the number of recommendations to one for the F1-

score and NDCG. Table A.8 presents the results. Compared with the augmented

recommender system in the main analysis (main model), this extended, more flexible

model significantly improves recommendation quality.

1.6.2 Heterogeneous Net Cost of Selling

In the main analysis, we assume a homogeneous net cost of selling, 𝑐, across sales-

people. We now relax this assumption. To keep this extension tractable, we assume

that there exist two segments of salespeople who differ in their net cost of selling.

We again embed a probabilistic model into our augmented recommender system.

We parameterize the probability that salesperson 𝑖 belongs in one of the two segments

as a function of the salesperson’s average number of monthly transactions: 1/(1 +

𝑒−𝛽*Transactions𝑖), where 𝛽 is a hyperparameter to be tuned through cross-validation. As

one would expect, the net cost of selling is likely higher for salespeople who accomplish

fewer transactions each month. This probability enters training as the weight of each

data point in two neural networks separately trained for the two segments.

The bottom row of Table A.8 presents the results. Considering heterogeneous net

cost of selling leads to significantly better prediction accuracy and recommendation

quality. This is expected given the greater flexibility of the extended model.

1.6.3 Other Possible Extensions

The main analysis and both extensions boil down to one central question – how do

we interpret the incidence of sales records? Throughout the paper, we highlight the

importance of offering behaviorally meaningful, microfounded interpretations of this

data feature. The same idea can be applied to potentially many other extensions.

For example, a company may take charge of customer prospecting and then assign

different prospects to different salespeople. This is the telemarketing setting studied in
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[82]. In this case, a salesperson’s sales records with a customer type may be a function

of the company’s job assignment rule. Our method can again be easily extended

to this scenario by weighing each salesperson-customer dyad with the possibility of

encounter.

1.7 Practical Value

We return to the practical motivation of our augmented recommender system. We

simulate whether our recommender system indeed helps new salespeople make their

first sale and helps the company improve sales force management.

For each salesperson in the test sample, we examine two counterfactual scenarios.

We assume that the salesperson approaches customers following either random search

or the recommender system. Random search is a simplification but nevertheless

plausible strategy if a new salesperson has no guidance, consistent with our interview

with the company. With random search, the salesperson randomly chooses a customer

type at each attempt to sell. With a recommender system, we assume that the

salesperson first tries the recommended customer types and, if doing so does not

generate a sale, goes on to approach other customers through random search. For

either approach, if we observe a sale between the salesperson and the chosen customer

type in the company’s historical sales records, we count the sales attempt as a success;

otherwise, we count it as a failure.

Figure B-13a presents the average number of failures before the first sale for ran-

dom search and our method, respectively. We vary the number of recommendations

from one to three. As expected, our method outperforms random search more if it

is allowed to recommend more customer types. For instance, by recommending three

customer types, our method reduces the number of failures from 20 to 12, a 40%

improvement, compared with random search. We present the comparison with other

benchmark recommender system in the Online Appendix, where our model continues

to outperform the benchmarks.

We look further at how our recommender system can help new salespeople specif-

39



ically. We focus on the subsample of salespeople in the test data who have worked

at the company for less than one year. We redo the above analysis and Figure B-13b

presents the results. Indeed, new salespeople tend to go through more failures before

their first sale. Our recommender system can help them significantly expedite their

first success.

Last, we simulate the aggregate implication of expediting sales for the company.

Recall Figure B-9, which presents the proportion of new salespeople yet to make

their first sale as time goes by. We again assume that new salespeople follow random

search when not aided by a recommender system. In addition, we perform a back-of-

envelope calculation of new salespeople’s pace of sales attempts, so that the fraction

of salespeople who have not achieved the first sale over time fits the actual data in

Figure B-9.20 We then use the calculated pace of sales attempts to simulate the

number of salespeople yet to make their first sale over time when a recommender

system is in place.

We present the full results for different recommender systems and different num-

bers of recommendations in the Appendix. Figure B-14 displays the result of using

our augmented recommender system to recommend only one customer type. Even

in this most conservative case, our method greatly improves sales force productivity,

reducing the number of salespeople with no sales by 27% 90 days into their job. Ex-

pediting the first sale can accelerate revenue and reduces attribution. It may also

generate positive ripple effects through better customer satisfaction and sales force

morale.

20The number of days a salesperson takes to make the first sale equals the number of failures
before the first sale multiplied by the number of days a salesperson takes to make a sales attempt
(the pace). We allow the pace of making a sales attempt to be time-varying. There are six 15-
day intervals in Figure B-9. Thus we calculate six corresponding paces based on the proportion of
salespeople who have not made a sale by that time. The results are 2.83, 4.76, 6.16, 7.69, 9.04, and
10.47 days per sales attempt for these six intervals, respectively. The pace slows down possibly due
to frustration.
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1.8 Concluding Remarks

In this paper, we develop a deep learning based recommender system to help new

salespeople recognize customers with high conversion potential. We augment stan-

dard deep learning based recommender systems to capture an important feature of

the sales environment, that experienced salespeople’s failures to convert certain cus-

tomer types is as informative as their success. We develop a parsimonious behavioral

model to capture what we refer to as “missing by choice” sales records in company

databases. We then incorporate the model into a neural network structure by propos-

ing a new activation function. Our augmented recommender system outperforms

common benchmarks in prediction accuracy and recommendation quality. Simula-

tion suggests that our method can markedly improve sales prospecting efficiency and

sales force productivity.

The contributions of this paper are two-fold. Substantively, we develop a data-

driven, automated system to improve performance in the sales function, which is

known for its intense pressure and high stakes. Methodologically, we develop a way

to augment already-powerful deep learning based recommender systems to handle

missing-by-choice observations. Our augmentation performs well, and is simple, in-

terpretable, and easily extendable. We showcase its efficacy in the sales context, but

we expect the framework to be broadly applicable. Again, take the classic example

of customer reviews. Consumers may choose not to review a product on a website if

they feel they have no new opinions to add ([26]). This will lead to missing-by-choice

reviews. An augmented deep learning based recommender system can be applied

to retrieve the opinions these consumers may have had, considering the content of

existing reviews (e.g., [166]) or quality signals from existing product images ([186]).

There are many avenues for future research. First, it will be useful to evaluate

the impact of a recommended system like ours on sales performance in the field.

Various factors need to be unpacked, such as the mere effect of introducing artificial

intelligence into a traditional industry, which can be complex in itself. Second, by

recommending similar customer types to similar salespeople, the recommender system
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may intensify competition. Competition is not a salient concern in our setting because

the potential market of customers is enormous and widely dispersed. It is nevertheless

an interesting topic to explore. Last, as a proof of concept, our recommender system

abstracts away from many rich features of the sales environment, such as salesperson

learning and team dynamics ([115]). Incorporating these features can unlock valuable

opportunities to further improve recommender system design.
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Chapter 2

Training Scalable Personalization

Policies with Constraints

Personalization, which aims to target different marketing actions to different cus-

tomers, has attracted broad attention in both academia and industry. While most

research has focused on training personalization policies without constraints, in prac-

tice, many firms face constraints when implementing these policies. For example,

firms may face volume constraints on the maximum or minimum number of actions

they can take, or on the minimum acceptable outcomes for different customer seg-

ments. They may also face fairness constraints, that require similar actions with

different groups of customers. These constraints can introduce difficult optimization

challenges, particularly when the firm intends to implement personalization policies

at scale. Traditional optimization methods face challenges solving large-scale prob-

lems that contain either many customers or many constraints. We show how recent

advances in linear programming can be adapted to the personalization of market-

ing actions. We provide a new theoretical guarantee comparing how the proposed

method scales compared to state-of-the-art benchmarks (primal simplex, dual sim-

plex and barrier methods). We also extend existing guarantees on optimality and

computation speed, by adapting them to accommodate the characteristics of person-

alization problems. We implement the proposed method, and compare it with these

benchmark methods on feasibility, computation speed, and profit. We conclude that,
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volume and similarity (fairness) constraints should not prevent firms from optimizing

and implementing personalization policies at scale.1

2.1 Introduction

Big data and new methods allow firms to personalize their marketing actions for

different customers ([37]). The growth in industry interest in personalization has been

mirrored by rapid growth in academic interest in personalization (targeting). This

academic attention has primarily focused on training personalization policies without

constraints. However, in practice, internal business rules or society considerations

often impose constraints on firms’ targeting policies. In this paper, we investigate

how to train scalable targeting policies in the presence of constraints.

Constraints on targeting policies are typically of two types. Volume constraints

limit the total number of marketing actions that can be taken. This type of constraint

may result from capacity constraints. For example, a firm’s ability to make outbound

phone calls may be limited by the availability of trained associates to make these

calls. Budget constraints may also impose minimum and/or maximum limits on the

total number of marketing actions. These constraints may operate in aggregate, or

they may apply to specific customer segments. Similarity constraints limit differences

in marketing actions taken with different customer segments. These constraints are

often motivated by concerns for fairness. For example, a constraint might require that

the firm takes similar marketing actions with neighboring zip codes, or that customers

located near one store are treated with similar marketing actions as customers located

near other stores.

While there are many standard methods for optimizing problems with constraints,

large numbers of decision variables and large numbers of constraints can both make

the problem challenging. In a personalization problem, the number of decision vari-

ables and the number of constraints can both potentially be large. For example, if a

1This chapter is collaborated with Haihao Lu (Assistant Professor of Operations Management at
Chicago Booth).
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separate decision is made for each customer, the number of decision variables may be

in the millions. Even where decisions are made at the customer segment level, if there

are a large number of segments, there will be a large number of decision variables.

Similarly, if constraints apply to specific segments, the number of constraints will be

at least as large as the number of segments, and may grow as a polynomial func-

tion of the number of segments. Standard optimization methods are not well-suited

to solving optimization problems with either large numbers of decision variables, or

large numbers of constraints ([16]).

We formulate the personalization problem as a linear programming problem with

constraints, and illustrate how to incorporate both volume constraints and similarity

constraints. We then adapt and apply a recently developed algorithm ([10, 11]), which

is designed to solve large-scale linear programming problems. The algorithm belongs

within the class of first-order methods, which use gradient information to construct

algorithms to find optimal solutions. This class of methods scales very well, and

is widely used in many applications, including many machine learning algorithms

([15]). The algorithm that we adapt leverages the primal-dual hybrid gradient ([27]).

Similar methods are widely used in image processing and computer vision (e.g., [66,

90, 141, 188]). Recent developments have made the algorithm especially suitable for

large-scale linear programming problems (see details in Section 2.4).

We provide two theoretical results. The first result compares the proposed al-

gorithm with state-of-the-art benchmarks: primal simplex, dual simplex and barrier

methods. We prove that the algorithm can solve larger problems (in terms of cus-

tomers and constraints) than any of these methods. The second theoretical result

extends existing guarantees on optimality and computation speed, by adjusting the

method (and existing theory) to accommodate the characteristics of personalization

problems.

To illustrate the practical value of the method, we apply it to an actual personaliza-

tion problem. The problem involves choosing which promotions to send to prospective

customers. The response functions are estimated using a large-scale field experiment

that includes approximately 2.4 million households and five marketing actions. The
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findings provide practical empirical evidence of how the proposed method extends the

scale of solvable personalization problems in the presence of constraints. Our analysis

recognizes that different firms that have access to different hardware resources. As we

change the available hardware, our method consistently solves problems faster, yields

higher profits, and accommodates both a larger number of customers and a larger

number of constraints.

The paper continues in Section 2.2, where we position our contribution with re-

spect to the existing literature. We explicitly model the firm’s optimization problem

in Section 2.3, and discuss how to incorporate different types of volume and similar-

ity constraints. Section 2.4 presents details of the algorithm together with theoretical

guarantees. We describe the data and empirical analyses in Section 2.5. Section 3.5

concludes and highlights promising future research directions.

2.2 Related Literature

Research on methods for training personalization policies using machine learning

methods has grown rapidly growing in recent years. In Table A.10, we summarize

seven recent marketing papers investigating methods for personalizing a range of dif-

ferent marketing actions. The focus in all of these papers is on estimation of response

functions, rather than the optimization of marketing actions with constraints. While

some papers consider budget constraints, these constraints are simple in nature, and

can be solved using simple greedy algorithms. The inclusion of more complicated

constraints, and an increase in either the number of customers or the number of

constraints will require more sophisticated optimization algorithms. We propose a

method that can solve personalization problems that include both many customers,

and many constraints.

Beyond personalization, other research in marketing has investigated how to in-

clude constraints when optimizing marketing actions. Examples include research

studying conjoint analysis ([167]), product line design ([119]), retail assortment ([69]),

and content arrangements on social media ([103]).
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There is a long history of studying the role of fairness in firm’s marketing actions.

Moreover, the fairness of firm’s pricing decisions have probably received more atten-

tion than the fairness of other marketing actions (see for example [4, 7, 19, 24, 177]).

The use of algorithms to make marketing decisions has renewed interest in fairness

as a research topic. A distinguishing feature of algorithm fairness is that the unfair

actions are often an unintended outcome. Algorithms that are designed to optimize

seemingly innocuous goals, can lead to unintended and unanticipated differences in

how customers are treated. For example, [110] documents how an algorithm deliver-

ing advertisements promoting job opportunities led to unintended discrimination. Al-

though the advertisement was designed to be gender neutral, the algorithm optimized

cost effectiveness, which led to the ad being shown to more men than women. They

conclude by showing that this result generalizes across different digital ad platforms.

Similarly, [184] show that the introduction of smart-pricing algorithms increased the

gap between revenue earned by black and white hosts on Airbnb.

There have been several theoretical studies investigating the implications of fair-

ness on firm’s strategies (e.g., [47, 71, 87, 113]). However, research on methods to

anticipate or mitigate algorithmic fairness concerns in marketing are only now be-

ginning to emerge. One notable example is [12], who propose using bias-eliminating

adapted trees to adjust the potential bias in personalization policies. We contribute

to this emerging literature by illustrating how to incorporate fairness concerns, and

how to optimize these problems when the number of customers or constraints is large.

Algorithm fairness has also generated considerable interest in the computer sci-

ence and machine learning literatures. This includes an ongoing debate about the

definition of fairness. The definitions are many and varied (see for example [25], and

[126]). It is beyond the scope of this paper to resolve the differences between these

definitions. Instead, we will interpret a fairness constraint as an example of a Simi-

larity constraint (see the discussion in Section 2.3). The computer science literature

has also proposed different methods to identify and restrict discrimination in policies

trained using algorithms. The methods can be classified into three types: pre-process,

in-process, and post-process (see review papers such as [140]). Our method belongs
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to the in-process class of methods, because we explicitly consider fairness as part of

the policy training process.

The current state-of-the-art methods for solving linear programming problems

are the simplex method ([50]) and the barrier method ([135]). Both methods are

very mature, and are implemented in commercial software for solving LP problems,

such as Gurobi, cplex, etc. They are in general capable to provide reliable solutions

for medium size problems. However, neither method is well-suited to solving per-

sonalization problems that have a large number of customers or a large number of

constraints ([16]). The method that we extend and adapt to solving personaliza-

tion problems is based upon Primal-Dual Hybrid Gradient for Linear Programming

(PDLP). Compared with the simplex and barrier methods, the proposed method only

require matrix-vector multiplications, which allows the method to easily scale up. In

contrast, simplex and barrier methods require solving linear equations using matrix

factorization, which leads to two major challenges when solving large scale instances:

(1) while the original targeting problem can be highly sparse, the matrix factoriza-

tion can be much denser, thus require more memory usage in general; (2) it is indeed

highly challenging (if not impossible) to use the modern computing architectures,

such as distributed system and GPUs, for matrix factorization. On the other hand,

PDLP only requires storing the constraint matrix in memory, and sparse matrix-

vector multiplication has been well scaled on modern computing architectures and

thus are more suitable for larger instances. In light of such a fundamental distinction,

Nesterov [134] formally defines optimization methods that require matrix factoriza-

tion (or linear equation solving) as handling medium-scale problems, and optimization

methods that require matrix-vector multiplication as handling large-scale problems.

The method itself is very new, with the theoretical foundation for the algorithm

described in [10]. This paper provides theoretical guarantees for both optimality and

computation speed. Implementation of the algorithm at scale requires several addi-

tional steps, which are described in [11]). The research teams that authored these

papers include highly skilled data engineers at Google, who are working to compile
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the algorithm within the Google OR-Tools suite.2 Our contribution is to provide the

first documented empirical application of the algorithm. In doing so, we show how to

extend and adapt the method to solve personalization problems with constraints. Our

theoretical findings adapt the guarantees on convergence and optimality to accom-

modate the characteristics of these problems. Moreover, we provide a new theoretical

result, that provides guarantees comparing the performance of the method with sim-

plex and barrier methods.

Personalization and targeting have also received recent interest outside the mar-

keting literature, in both operations research and management. [80] consider the

problem of personalizing product assortments in a dynamic setting, and propose an

index-based MAB method. [32] apply statistical learning to customize revenue man-

agement policies. [53] also use linear programming to solve personalization problem,

where they focus on personalizated reserve prices. Notably, none of these papers

consider the scalability of personalization problems in the presence of constraints.

In the next section, we discuss how to incorporate different types of constraints

into personalization problems.

2.3 Constraints and Problem Setup

In this section we model personalization as a linear programming problem. Suppose

there are 𝐼 considered households and 𝐽 available marketing actions. An example

of a marketing action could be sending a direct mail advertisement offering a "free

trial" or a discount. The set of marketing actions could include a "no action" or null

treatment. Each household belongs to one of 𝐾 customer segments, where 𝐾 ≥ 1

(if 𝐾 = 1 then all customers belong to the same segment). Customer segments

are defined using one or more observable contextual variables, such as gender, race,

geographic locations, or past purchasing.3

2https://developers.google.com/optimization/lp.
3We detail the customer segmentation definition in our data in Section 2.5.1.
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We formulate the a firm’s problem as follows:

max
𝑥𝑗
𝑖

𝐼∑︁
𝑖=1

𝐽∑︁
𝑗=1

𝑟𝑗𝑖𝑥
𝑗
𝑖

s.t. 𝑎𝑗𝑘 ≤
∑︁
𝑖∈𝑆𝑘

𝑥𝑗
𝑖 ≤ 𝑏𝑗𝑘, for 𝑗 = 1, ..., 𝐽, 𝑘 = 1, ..., 𝐾

𝐿𝑘 ≤
∑︁
𝑖∈𝑆𝑘

𝐽∑︁
𝑗=1

𝑐𝑗𝑖𝑥
𝑗
𝑖 ≤ 𝑈𝑘, for 𝑘 = 1, ..., 𝐾

1

𝑛𝑘1

∑︁
𝑖∈𝑆𝑘1

𝑥𝑗
𝑖 ≤ 𝜆𝑘1𝑘2

𝑗

1

𝑛𝑘2

∑︁
𝑖∈𝑆𝑘2

𝑥𝑗
𝑖 , for 𝑗 = 1, ..., 𝐽, 𝑘1 = 1, ..., 𝐾, 𝑘2 = 1, ..., 𝐾

1

𝑛𝑘1

∑︁
𝑖∈𝑆𝑘1

𝐽∑︁
𝑗=1

𝑑𝑗𝑖𝑥
𝑗
𝑖 ≤ 𝛾𝑘1𝑘2

1

𝑛𝑘2

∑︁
𝑖∈𝑆𝑘2

𝐽∑︁
𝑗=1

𝑑𝑗𝑖𝑥
𝑗
𝑖 , for 𝑘1 = 1, ..., 𝐾, 𝑘2 = 1, ..., 𝐾

𝐽∑︁
𝑗=1

𝑥𝑗
𝑖 ≤ 1, for 𝑖 = 1, ..., 𝐼

𝑥𝑗
𝑖 ≥ 0 . (2.1)

For ease of exposition, when we refer to the "personalization with constraints"

problem, we refer to the setup in Equation (2.1).

The firm’s objective in (2.1) is to maximize profits across all households and all

marketing actions. The decision variable, 𝑥𝑗
𝑖 ∈ [0, 1], represents the probability a

given household 𝑖 receives marketing action 𝑗. While 𝑥𝑗
𝑖 will normally take the value

zero or one, a policy could be stochastic (rather than deterministic), so that there is

a random element as to which customer 𝑖 receives action 𝑗. We interpret a no action

or null marketing action as a decision not to implement any of the 𝐽 actions. This

null action could include "business as usual".4

We denote the incremental profit that the firm earns from household 𝑖 if it re-

ceives marketing action 𝑗 as 𝑟𝑗𝑖 . This is calculated as the difference between: (a) the

profit earned from household 𝑖 if it receives marketing action 𝑗, and (b) the profit

4Alternatively, we could treat the null action as a separate action in itself, but we would then
adjust how we measure outcomes. As we discuss in this section, we measure outcomes as the
incremental profit earned from a marketing action compared to the null action. If we treated the
null action as an action in itself, we would measure profits as the profit earned from each action,
rather than the difference in profit compared to the null action.
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earned from household 𝑖 if no action is taken. Without changing the model, we can

alternatively redefine 𝑟𝑗𝑖 to measure increments of revenue, units sold, or some other

managerially relevant observable outcome. Predicting the incremental response to

marketing actions (𝑟𝑗𝑖 ) has been the primary goal of many marketing studies, includ-

ing many of the recent personalization papers listed in Table A.10. In this paper, we

are agnostic to the process and estimator used to estimate 𝑟𝑗𝑖 . Instead, our focus is on

how the firm uses these incremental responses to identify an optimal personalization

policy.5

We recognize that, in practice, some but not all of these constraints may be rele-

vant, and their relevance will vary in different settings. By specifying several different

types of constraints, we aim to provide a menu of options for firms (and researchers)

wanting to incorporate constraints into personalization policies. We discuss the mo-

tivation and interpretation for each set of constraints below.

The first set of constraints 𝑎𝑗𝑘 ≤
∑︀

𝑖∈𝑆𝑘
𝑥𝑗
𝑖 ≤ 𝑏𝑗𝑘 represent volume constraints on

each marketing action. Here, 𝑆𝑘 is the set of households in customer segment 𝑘, 𝑎𝑗𝑘
is the lower bound for the total number of households given marketing action 𝑗 in

customer segment 𝑘, and 𝑏𝑗𝑘 is the upper bound for the total number of customers

given marketing action 𝑗 in customer segment 𝑘. Volume constraints can include both

a minimum number requirement or a maximum number requirement. For example,

while budget constraints impose an upper limit on how many customers receive the

fall Holiday catalog from Saks, agreements with suppliers (who fund the catalog)

mean that there is also a minimum number of customers who can receive the catalog.

Notice that the framework also allows the minimum and maximum volume constraints

to vary by customer segment (𝑘); 𝑎𝑗𝑘 and 𝑏𝑗𝑘 can vary across 𝑘 and 𝑗.

The second set of constraints 𝐿𝑘 ≤
∑︀

𝑖∈𝑆𝑘

∑︀𝐽
𝑗=1 𝑐

𝑗
𝑖𝑥

𝑗
𝑖 ≤ 𝑈𝑘 capture the volume con-

straint on all marketing actions. Here, 𝐿𝑘 denotes the lower bound for a combination

of all marketing actions in customer segment 𝑘, and 𝑈𝑘 denotes the upper bound for

5We discuss how we predict 𝑟𝑗𝑖 in our empirical application in Section 2.5.1. We do note that we
stay in the predict-then-optimize paradigm; the firm firsts predicts 𝑟𝑗𝑖 , and then use the predicted
outcomes to generate optimized decision variables. It is interesting, but beyond the scope of our
paper, to explore how to reconcile the misaligned objectives in prediction and optimization (e.g.,
[65]).
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a combination of all marketing actions in customer segment 𝑘. The combination of

the marketing actions is determined by parameter 𝑐𝑗𝑖 . Here, we allow the combination

ways to differ across different households. This form of volume constraint includes

several common constraints discussed in literature. For example, a budget constraint

often takes this form. In a budget constraint, 𝑐𝑗𝑖 denotes the costs for marketing action

𝑗 to household 𝑖, 𝐿𝑘 is zero, and 𝑈𝑘 denotes the total budget number for customer

segment 𝑘.. It is possible that 𝑐𝑗𝑖 takes the same value across different households

𝑖. Performance constraints may also take this form. Performance constraints impose

requirements on a measurable outcome of the targeting policy. For example, although

a firm’s objective may be to maximize profits (including the cost of the marketing

actions), a manager’s goals might include a requirement that this year’s revenue is no

lower than last year ([137]). In this case, 𝑐𝑗𝑖 denotes the revenue if we give household 𝑖

marketing action 𝑗, 𝐿𝑘 is the performance requirement number for customer segment

𝑘, and 𝑈𝑘 is equal to infinity.

The third set of constraints
∑︀

𝑖∈𝑆𝑘1
𝑥𝑗
𝑖/𝑛𝑘1 ≤ 𝜆𝑘1𝑘2

𝑗

∑︀
𝑖∈𝑆𝑘2

𝑥𝑗
𝑖/𝑛𝑘2 model the simi-

larity constraints for each marketing action. These similarity constraints restrict the

difference in the actions taken with different customer segments, and will often be

motivated by concerns about fairness (see for example, [25, 126]). The total num-

ber of households in customer segment 𝑘 is denoted by 𝑛𝑘, and 𝜆𝑘1𝑘2
𝑗 restricts the

difference between customer segments 𝑘1 and 𝑘2. The constraint specifies that the

difference in the proportion of customers receiving a given marketing action between

two customer segments cannot be larger than 𝜆𝑘1𝑘2
𝑗 . For example, the proportion of

male and female customers receiving a discount cannot vary by more than 5%. This

restriction could be imposed within each zip code. Notice that by exchanging 𝑘1 and

𝑘2, we can also include restrictions in which there is a minimum difference in the

proportion of customers receiving a given marketing action. We might require that

twice as many disadvantaged customers receive discounts as customers who are not

disadvantaged.

The fourth set of constraints
∑︀

𝑖∈𝑆𝑘1

∑︀𝐽
𝑗=1 𝑑

𝑗
𝑖𝑥

𝑗
𝑖/𝑛𝑘1 ≤ 𝛾𝑘1𝑘2

∑︀
𝑖∈𝑆𝑘2

∑︀𝐽
𝑗=1 𝑑

𝑗
𝑖𝑥

𝑗
𝑖/𝑛𝑘2

impose similarity constraints on all marketing actions. The difference between cus-
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tomer segments 𝑘1 and 𝑘2 is restricted by 𝛾𝑘1𝑘2 , and 𝑑𝑗𝑖 is the weighting factor to

determine the combination of all marketing actions.

The last two constraints
∑︀𝐽

𝑗=1 𝑥
𝑗
𝑖 ≤ 1 and 𝑥𝑗

𝑖 ≥ 0 restrict the firm’s action space,

so that each household has at most one marketing action, and 𝑥𝑗
𝑖 is non-negative.

Notice that marketing actions can cause negative treatment effects (𝑟𝑗𝑖 < 0), but it is

not possible to take the negative of a marketing action.

In our theoretical and empirical investigations, we will vary the size of 𝐼 and 𝐾 to

investigate how our proposed method can enlarge the problems that different methods

can solve. Before presenting these findings we first formally specify the optimization

algorithm, and provide guarantees on feasibility, performance and computation speed.

2.4 Algorithm and Theoretical Guarantees

We begin this section by documenting the central ideas in the proposed algorithm.

We then provide theoretical guarantees.

Unlike state-of-the-art solvers for linear programming, such as primal simplex,

dual simplex or barrier methods, the proposed algorithm uses gradient information

to construct the search process for optimal solutions. For this reason, the algorithm

is a first-order method. To write down the gradient, we first simplify the expression

in Equation (2.1) and write down the primal form:

min
𝑥∈𝑅𝐼×𝐽

− 𝑟𝑇𝑥

s.t. 𝐺𝑥 ≥ ℎ

0 ≤ 𝑥 ≤ 1, (2.2)

where we stack all decision variables 𝑥𝑗
𝑖 into 𝑥 ∈ 𝑅𝐼×𝐽 and all predicted profit 𝑟𝑗𝑖 into

𝑟 ∈ 𝑅𝐼×𝐽 . All of our constraints are inequality constraints and we can organize them

into matrix form 𝐺𝑥 ≥ ℎ where 𝐺 ∈ 𝑅𝑀×𝐼 and ℎ ∈ 𝑅𝑀 . Based on our setup in

Equation (2.1), 𝑀 = 𝐽𝐾 + 𝐽𝐾 + 2𝐾 +𝐾(𝐾 − 1)𝐽 +𝐾(𝐾 − 1) + 𝐼.
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Using duality theory, we can also write down the dual form:

max
𝑦∈𝑅𝑀

ℎ𝑇𝑦

s.t. 𝐺𝑇𝑦 = −𝑟

𝑦 ≥ 0. (2.3)

In order to derive the first-order gradient, we write down the primal-dual form of

the problem using Equation (2.2) and Equation (2.3):

min
𝑥∈𝑋

max
𝑦∈𝑌

−𝑟𝑇𝑥+ ℎ𝑇𝑦 − 𝑦𝑇𝐺𝑥, (2.4)

where 𝑋 = {𝑥 ∈ 𝑅𝐼×𝐽 : 0 ≤ 𝑥 ≤ 1} and 𝑌 = {𝑥 ∈ 𝑅𝑀 : 𝑦 ≥ 0}. Then the key

iterations utilizing the gradient information are ([27]):

𝑥𝑛𝑒𝑤 = proj𝑋(𝑥
𝑜𝑙𝑑 + 𝜂𝑟 + 𝜂𝐺𝑇𝑦𝑜𝑙𝑑)

𝑦𝑛𝑒𝑤 = proj𝑌 (𝑦
𝑜𝑙𝑑 + 𝜏ℎ− 𝜏𝐺(2𝑥𝑛𝑒𝑤 − 𝑥𝑜𝑙𝑑). (2.5)

where proj𝑋/proj𝑌 denotes the map that projects onto 𝑋/𝑌 , 𝜂 > 0 is the primal

stepsize and 𝜏 > 0 the dual stepsize. We choose standard default parameters for 𝜂

and 𝜏 in implementation6.

The iterations described in Equation (2.5) are normally called primal-dual hybrid

gradient (PDHG) (e.g., [27, 28]), and we will use the same label. From Equation

(2.5), we can clearly see why our algorithm is scalable: the iterations are "matrix-

free" in that we only require matrix-vector multiplications of the data matrix. In

Theorem 1, we show that our algorithm can solve larger constrained personalization

problems (larger 𝐾 and larger 𝐼) than simplex and barrier methods. Before present

this theorem, we first introduce a modification to Equation (2.5) that is a key to

making the iterations more suitable for linear programming.

Instead of conducting a one-loop iteration PDHG, our algorithm considers a two-

6https://odlgroup.github.io/odl/.
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loop iteration. Let 𝑡 represent the inner loop counter and 𝑛 denotes the outer loop

counter. Suppose we are now at the n-th outer loop. In the inner loop, we form a

sequence of (𝑥𝑛,0, 𝑦𝑛,0), ...., (𝑥𝑛,𝑡, 𝑦𝑛,𝑡) using Equation (2.5). We then use this sequence

to construct a quantity 𝑧𝑛,𝑡 to be used in the outer loop (the details of this transfor-

mation are in Appendix D.1). The stop of the inner loop depends on the normalized

duality gap decay of 𝑧𝑛,𝑡 while 𝑡 increases. In Figure B-15, we offer a simple case to

illustrate why two-loop iterations can help with convergence.

The details of the algorithm are offered in Algorithm 1. Details describing the

construction from (𝑥𝑛,𝑡, 𝑦𝑛,𝑡) to 𝑧𝑛,𝑡, normalized duality gap decay condition and con-

vergence condition are provided in Appendix D.1.

Algorithm 1
Input: Initialize the outer loop: 𝑛 ← 0; Initialize an solution 𝑧0,0 (that is, a pair
of (𝑥0,0, 𝑦0,0));
while do

Initialize the inner loop: 𝑡← 0;
while do

𝑧𝑛,𝑡+1 ← 𝑃𝐷𝐻𝐺(𝑧𝑛,𝑡);
𝑧𝑛,𝑡+1 ←

∑︀𝑡+1
𝑖=1 𝑧

𝑛,𝑖/(𝑡+ 1);
𝑡← 𝑡+ 1;

end while normalized duality gap decay condition holds;
𝑧𝑛+1,0 ← 𝑧𝑛,𝑡;
𝑛← 𝑛+ 1;

end while 𝑧𝑛,0 convergence.

Our first theoretical finding compares the size of the problems the algorithm can

solve with state-of-the-art benchmarks. In particular, in Theorem 1, we show that

the algorithm can solve larger constrained personalization problems than simplex and

barrier methods (given the same hardware resources).

Proposition 1. For a general linear program of the form (2.2), one iteration of Al-

gorithm requires 𝑂(𝑛𝑛𝑧) floating point operations, and one major iteration in simplex

method or barrier method requires 𝑂(min{𝑚3, 𝑛3}), in the worst scenario, where 𝑛𝑛𝑧

is the number of non-zeros, 𝑚 is the number of rows, and 𝑛 is the number of columns

in the constraint matrix 𝐺.
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Proof. In algorithm 1, the major cost per iteration is the two matrix vector multi-

plications in the PDHG update, and each matrix vector multiplication requires 𝑛𝑛𝑧

floating point operations.

The typical implementation of the simplex method solves a linear equation with a

basis matrix in about every 100 iterations. Since the basis matrix is not symmetric,

the linear equation solving is usually by a (sparse) LU decomposition, which requires

𝑂(𝑚3) or 𝑂(𝑛3) floating point operations in the worst case, depending on whether

we use primal simplex or dual simplex.

Each Newton’s step in the barrier method requires to solve a symmetric linear

equation. This step is usually performed by a (sparse) Cholesky decomposition, which

requires 𝑂(𝑚3) or 𝑂(𝑛3) floating point operations in the worst case.

For a general linear program (2.2) with constraint matrix 𝐺, it is very likely that

𝑛𝑛𝑧 ≪ min{𝑚3, 𝑛3}. Indeed, 𝐺 in targeting problem (2.1) is sparse with 𝑛𝑛𝑧 ≈ 2𝐾𝑛

where the majority of nonzeros comes from the similarity constraints. Notice that 𝐾

is usually a small constant as stated in Table A.11, a step of PDLP is usually much

cheaper than a step of the barrier method or a major step in the simplex method for

large instances.

In Theorem 1, we show that Algorithm 1 can achieve global linear convergence

while applied on targeting with constraints problem.

Theorem 1. Algorithm 1 can achieve global linear convergence of the problem in

Equation (2.1). Specifically, Algorithm 1 requires at most 𝑂(log(1
𝜀
)) number of iter-

ations to find an approximate solution to (2.4) such that the distance between this

solution to an optimal solution is at most 𝜀.

The proof of Theorem 1 follows from [11]. Actually, the results in [11] do not

apply directly to our problem (2.2), because we have two-sided constraints 0 ≤ 𝑥 ≤ 1

in (2.2), while the theory in [11] only studies the case with one-sided constraints

𝑥 ≥ 0. The main difficulty of such an extension is to show that the corresponding

primal-dual formulation (2.4) is sharp.
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At a high level, one can show that under the sharpness condition the PDHG

iterates have sublinear convergence rate, i.e.,

metric(𝑧𝑛,𝑡) ≤ 𝐶

𝑡
metric(𝑧𝑛,0) ,

where metric is a non-negative metric to measure the quality of the solution, which is

0 at an optimal solution, and 𝐶 is a problem-dependent constant. Generally speaking,

the restart condition can guarantee that 𝑡 ≥ 2𝐶, then we have

metric(𝑧𝑛+1,0) = metric(𝑧𝑛,𝑡) ≤ 1

2
metric(𝑧𝑛,0) ,

thus the metric halves after one outer iteration. This guarantees the global linear

convergence of Algorithm 1.

In the next section we provide the first documented application of the algorithm,

and compare its performance with state-of-the-art benchmark methods.

2.5 Empirical Validation

We begin this section by introducing the data and business problem that we use the

algorithm to solve. We then compare the method with primal simplex, dual simplex

and a barrier method. Our comparisons include computation time, performance

(profit), and feasibility (was the method able to obtain a solution). We recognize

that different firms have access to different hardware resources, and so we repeat

these comparisons using four different hardware options.

2.5.1 Data and Profit Estimation

The data was provided by a large American retailer. The retailer operates mem-

bership wholesale club stores selling a broad range of products, including electron-

ics, furniture, outdoor, toys, jewelry, clothing, and grocery items. The retailer uses

promotions to attract new members, and has implemented large scale experiments
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to help it personalize which promotions it should send to different prospective cus-

tomers. Customers must register for a club membership in order to purchase, and

the retailer matches the name and address provided at registration to track which

customers responded to each promotional offer.

The data describes a large field experiment conducted by the firm in 2015. The

experiment’s goal was to compare how prospective customers responded to five differ-

ent direct mail promotions and a no action control (a total of six experimental con-

ditions). The households were randomly assigned to the six experimental conditions.

Each prospective customer refers to one prospective household, whose information is

purchased from a third-party commercial data supplier. These households are located

in two states. In later discussions, we will label the states as State A (𝐼 = 1, 061, 438)

and State B (𝐼 = 1, 308, 658). In total, the experiment included approximately 2.4

million unique households.7

The profit earned from each household was measured over the next twelve months.

The profit measure included mailing costs, membership revenue, and profits earned

from purchases in the store (if any). Only a relatively small number of households

responded, and so across the 2.4 million households, the profit was negative for most

households in the five promotion conditions (due to mailing costs), and zero for most

households in the no action control (there were no mailing costs in the no action

control condition). However, for the customers who did respond, the twelve month

profit measure was positive and large. This distribution of outcomes is typical of many

marketing actions. Low response rates are particularly common when prospecting for

new customers.

The firm’s goal was to use the data from these 2.4 million customers as a train-

ing sample to estimate how households in a separate implementation sample would

respond to the six different experimental treatments. The randomized assignment of

customers in this training data allows it to interpret estimated treatment effects as

causal effects. Estimating these treatment effects is outside the scope of this paper.

7The data for three of the experimental conditions in this experiment was previously used in
[153].
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Instead, our focus is on proposing a model to use those estimates to design optimal

personalization policies for the separate implementation sample (of prospective cus-

tomers). For this reason, we relegate to Appendix D.2 an explanation of how we used

the training data to estimate a model that predicts how a customer will respond to

each marketing action, as a function of observable covariates (contextual variables).

2.5.2 Design of the Validation Exercise

We consider three benchmark methods: primal simplex, dual simplex, barrier method.

These are considered state-of-the-art solvers for linear programming problems. We

implement each method using Gurobi, which is a commercial software package explic-

itly designed to solve linear programming problems. Data engineers at Gurobi have

spent years fine-tuning their implementations of these benchmark methods, and the

Gurobi implementations are generally considered amongst the most powerful imple-

mentations of these benchmark methods.

Different firms have access to different hardware resources. To compare how this

affects the performance of the different methods we compare their performance using

four different hardware combinations:

• H1: A MacBook Pro with 8-core CPU and 16GB memory;

• H2: An iMac with 8-core CPU and 64GB memory;

• H3: A computing server resource with 24-core CPU and 256GB memory;

• H4: A computing server resource with 24-core CPU and 512GB memory.

The first two hardware options are likely to be feasible and affordable for essen-

tially any firm. Access to the server-level resources is likely to be limited to medium

and larger firms, or smaller firms with relatively sophisticated technology capabilities.

We compare the different methods using three performance measures. We first

measure feasibility, by asking whether a given method and hardware combination

converges to an optimal solution The second measure focuses on computation time,
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and measures the total time used to solve the problem (from the set of problems

that are actually solved). The third measure focuses on performance and measures

optimal predicted profit. This measure is used to test whether each method delivers

the same outcomes when the problem is solvable. For confidentiality reasons, in all of

the settings, we scale the optimal profits by setting the predicted profit in the solution

produced by our proposed method to 100.

The volume and similarity constraints in Equation (2.1) require definitions of

customer segments. In practice, these segments could be defined using a wide variety

of different measures. For example, the constraints may be defined at the store level.

Predicted store sales performance this year may need to be at least as high as last year,

or the firm may require that the average number of promotions received in households

neighboring each store is similar for each store. Alternatively, the constraints may be

defined using geolocation measures, such as zip codes [94]). When targeting existing

customers, it is common for segmentation to be based upon past purchasing measures,

such as the time since the last purchase, or the number of purchases in the past year.

A primary objective of our empirical analysis is to observe how well different

methods perform when varying the number of constraints (𝐾). For this reason, we

will segment households in the implementation data using zip codes (we observe

each prospective household’s zip code). Zip codes are labelled into a hierarchy. For

example, a four-digit zip code is identified by the first four digits of a five-digit zip

code, and contains all of the five-digit zip codes that share those first four digits.

As a result, the assignment of five-digit zip codes to four-digit zip codes is mutually

exclusive and collectively exhaustive. The same properties apply when we consider

three-digit zip codes (or even two-digit and one-digit zip codes). In Section 2.5.3, we

define the customer segments using either three-digit zip codes, four-digit zip codes

or five-digit zip codes. The combination of segments and markets yields a total of

nine different scenarios. In Table A.11 we label these scenarios, and summarize the

number of segments (𝐾) in each scenario.

We choose the following parameters for the constraints:

• 𝑎𝑗𝑘 = 0 for 𝑗 = 1, ..., 5 and 𝑘 = 1, ..., 𝐾;
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• 𝑏𝑗𝑘 = 0.9𝑛𝑘 for 𝑗 = 1, ..., 5 and 𝑘 = 1, ..., 𝐾;

• 𝐿𝑘 = 0 for 𝑘 = 1, ..., 𝐾;

• 𝑐𝑗𝑖 = 𝑗 for 𝑖 = 1, ..., 𝐼;

• 𝑈𝑘 = 4𝑛𝑘 for 𝑘 = 1, ..., 𝐾;

• 𝜆𝑘1𝑘2
𝑗 = 1.1 for 𝑗 = 1, ..., 5, 𝑘1 = 𝑘2, ..., 𝐾 and 𝑘2 = 1, ..., 𝐾;

• 𝑑𝑗𝑖 = 1 for 𝑖 = 1, ..., 𝐼 and 𝑗 = 1, ..., 5;

• 𝛾𝑘1𝑘2 = 1.25 for 𝑘1 = 𝑘2, ..., 𝐾 and 𝑘2 = 1, ..., 𝐾;

With these parameter choices, the number of constraints in the problem is equal to:

𝑀 = 𝐽𝐾 +𝐾 +𝐾(𝐾 − 1)𝐽/2 +𝐾(𝐾 − 1)/2 + 𝐼.

The parameter choices were identified through experimentation, and were selected

to ensure that the problems are both feasible and non-trivial.We also try to incorpo-

rate the business meaning for each parameter. For example, the maximum amount

for each marketing action 𝑏𝑗𝑘 and a combination of all marketing actions 𝑈𝑘 might

depend on the size of each customer region.

2.5.3 Validation Results

Table A.12 reports the results when using hardware 𝐻1 for each of the nine problem

scenarios. We restrict attention to scenarios that can be solved using at least one of

the methods.

As we can see from Table A.12, our methods can solve all scenarios that can be

solved using state-of-the-art methods and extend the settings that can be solved.

What’s more, based on the optimal profit delivered in all settings, our method indeed

achieves the convergence. One thing we want to stress is that the advantage of our

method lies in the ability to solve larger scale problems, but we do not guarantee to

solve a medium size problem faster than the state-of-the-art method.
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2.6 Conclusion

In this paper, we propose a method for optimizing personalization problems in the

presence of constraints. We focus on two types of constraints. Volume constraints

restrict the total number of marketing actions that can be taken, either through

(predetermined) minimum or maximum thresholds. Similarity constraints limit the

difference in the frequency of marketing actions taken with different customer seg-

ments.

The proposed method departs from existing state-of-the-art methods by arguing

to use the first-order methods for linear programming to increase scalability. The

algorithm overcomes the challenge that first-order methods quickly find moderately

accurate solution but progress towrads an optimal soluiton slows down over time by

proposing a two-loop primal-dual hybrid gradient algorithm.

We provide theoretical guarantees on the performance of the proposed method in

personalization with constraints problem. First, we show that our proposed method

can solver larger problems (in terms of customers and constraints) than any of the

state-of-the-art benchmarks. Second, we adapt existing guarantees on optimality and

computation speed, by accommodating the characteristics of personalization prob-

lems.

We also present the first documented empirical application of the method. In this

application we compare the proposed method to three sophisticated benchmarks:

primal simplex, dual simplex and barrier method. Our comparisons of the proposed

method with these benchmarks reveals that the proposed method can solve larger

problems that include more customers and more constraints. It also offers improve-

ments in computation time, and performance (measure din terms of predicted profit).

These theoretical results and empirical results confirm that designing large-scale per-

sonalization policies with constraints is now feasible.

Much of the recent research in marketing using machine learning has focused

on new methods for estimating customer response functions. Our paper takes a

step in a different direction: using recent advances in optimization methods to help
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firms optimize policies once they have estimated those response functions. Many

interesting problems remain, and these offer promising avenues for future research.

First, as we mentioned in Section 2.3, our approach remains within the predict-

then-optimize paradigm. This framework has a potential limitation: the estimation

goals is not always the same as the optimization goal. [112] propose one approach

to address this misalignment when the personalization problem has no constraints.

Future research could investigate how to address this misalignment in the presence

of constraints. Second, because we use finite sample datasets to estimate customer

response functions, these response estimates are estimated with error. The errors will

affect the performance of optimization methods that rely upon those estimates. It is

unclear how to mitigate the cost of these errors in the optimization step.
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Chapter 3

The Power of Commitment in Group

Search

In this chapter, we build a two-member two-period model to show that when a group

of people with different preferences conduct search and make a decision together, they

can benefit from making a commitment on the number of products to search ex ante

when the search cost is very small or relatively large. The underlying mechanism is

that, because of the preference inconsistency between group members, they tend to

search fewer products and thus have lower expected utility in group search than in

single-agent search, and making a commitment on the number of products to search

helps mitigate the preference inconsistency problem in group search, especially when

the search cost is very small or relatively large. If consumers can observe product

prices before search and the firm sets product prices endogenously, the firm can

benefit from letting consumers commit on the number of products to search ex ante

if consumers search as a group and their search cost is small. We also consider several

extensions to show the robustness and boundary conditions of our findings.1

1This chapter is collaborated with Xinyu Cao (Assistant Professor of Marketing at NYU Stern).
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3.1 Introduction

Though most marketing and economics literature consider people making decisions

individually, there are many scenarios in which a group of people with different pref-

erences need to make a decision together ([3, 35, 101, 130, 150]). For example, house-

hold purchase decisions—especially for “public” goods within the family like housing

or furniture—are often made by family members together (e.g., [35, 51]). In public or

private organizations, most important decisions are also made by a committee rather

than by single individuals [130]. For example, recruiting decisions in a company or

an academic department are often made by a hiring committee [101]

Before making the final choice, group members first need to conduct search to-

gether. Searching as a group—we call it “group search”—has distinct features com-

pared to single-agent search, because group members have different preferences and

they need to integrate their preferences in someway to make a decision together. There

have been a few works investigating the problems in group search ([3, 44, 130, 176]).

One thing we notice is that these works all assume that the group takes the sequential

search strategy, i.e., decision makers decide whether to stop or to continue searching

after evaluating each alternative ([125]). However, there is another search strategy

that is often used in reality—the fixed-sample strategy ([52, 96, 158]), meaning that

decision makers first decide the number of alternatives to search 𝑛, and then search

𝑛 alternatives and choose one from them.

It is understandable that existing works on group search assume the group tak-

ing the sequential search strategy by default, given the traditional belief that the

sequential strategy dominates the fixed-sample strategy (e.g. [23, 77, 124, 148]).

The reason is that the sequential strategy allows decision makers to make use of more

information—it allows decision makers to flexibly decide when to stop searching based

on the information revealed during the search process, instead of having to make a

commitment on the number of alternatives to search ex ante. However, we notice that

this belief is made on the premise of single-agent search, i.e., the search process that

is conducted by a single decision maker. When it comes to group search, as group
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members have divergent preferences, having flexibility in the search process may not

be favorable anymore, and instead, making a commitment ex ante may benefit the

group.

In this paper, we investigate whether the fixed-sample strategy may work better

than the sequential strategy in group search, or in other words, whether the group

can benefit from committing on the number to search ex ante.

We model group search as a game between group members. The group is pre-

sented with one product2 in each period.3 The value of the product to each group

member draws from a common, known distribution. These draws are i.i.d., both

across products and across group members. In the main model, we assume product

values follow a uniform distribution. Each group member incurs search cost 𝑐 to

search one product. When using the fixed-sample strategy, the group members first

vote to decide the number of products to search. After searching the pre-determined

number of products, they vote to select one product as the group’s choice. When

using the sequential strategy, the group members vote to decide whether to stop or

continue searching after searching each product. In the main model, we assume recall

is allowed in the sequential strategy. This assumption makes the sequential strategy

comparable to the fixed-sample strategy in the sense that all searched products can

be selected by the group.

We consider a group with two members, which represents a typical setting where

a couple or a group consisting of two parties make a decision together. We further

simplify the problem by assuming that they can search for at most two periods (prod-

ucts). The two-period (or two-product) assumption is also often seen in literature to

make the analysis tractable (e.g. [99, 105]).

2For simplicity, we will use “products” hereafter to represent the alternatives that the decision
maker(s) look for, but our theory applies to the general case in which the decision maker(s) may
search for a job candidate, etc.

3The fixed-sample strategy is sometimes called a simultaneous search (e.g. [116]) in the literature,
implicitly assuming that decision makers can search all the 𝑛 products simultaneously in one period.
Herein, we assume that irrespective of whether a sequential strategy or a fixed-sample strategy is
used, decision makers can search only one product in a period. Hence, the key difference between the
sequential strategy and the fixed-sample strategy is not timing (whether they can search multiple
products simultaneously), but is whether decision makers make a commitment on the number to
search ex ante.
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For all the decisions in the search process—including the number of products to

search, whether to stop or to continue, and which product to choose—if the two

members vote for the same option, this one becomes the group’s choice, and if the

two members vote for different options, each of their choices has equal probability

to the group’s choice. This tie-breaking rule can be considered as the group goes

through a Nash bargaining and the two members have equal bargaining power. In

Section 3.2 we explain that this voting rule can be considered as the “best” rule in

our model setup.

We want to emphasize that our paper is not to fully solve the problem of group

search. Thus, we are not trying to make the most general model assumptions and

find the optimal search strategy and voting rule for a general case—these are beyond

the scope of this paper. Instead, our goal is to make a point that in group search,

making a commitment can mitigate the inefficiency caused by preference inconsistency

between group members. That is, the fixed-sample strategy can be more favorable

than the sequential strategy under certain conditions. The simplest setup (i.e., a two-

member two-period model) can already capture the key trade-off—the commitment

device of fixed-sample strategy and the flexibility advantage of sequential strategy,

and at the same time, it makes the two search strategies comparable and the problem

analytically tractable, as we explain in details in Section 3.2.1.

Under these assumptions, we analyze the group members’ choices and expected

utilities in equilibrium under the fixed-sample strategy and the sequential strategy,

and compare their expected utilities under the two strategies. We find that the fixed-

sample strategy works better (i.e., leads to higher expected utility) than the sequential

strategy when the unit search cost (relative to the dispersion parameter of the value

distribution) is very small or large enough.

We dig into the mechanism underlying the result. The sequential strategy works

better than the fixed-sample strategy in single-agent search because of its flexibility

advantage—that is, it can flexibility decide how many products to search based on

the information revealed in the search process. This flexibility advantage is more

salient when the search cost is in the middle range, and goes to 0 when the search
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cost becomes 0 or large enough because the two strategies will collapse to the same.

The flexibility advantage still exists in group search but has a smaller magnitude.

Furthermore, compared to single-agent search, group search leads to lower expected

utility, for two reasons: 1) the group’s choice may not be the best choice for each group

member, we call this “divergence effect,” and 2) because of this, the marginal benefit

of searching one more product is lower in group search, and therefore group search

chooses to search fewer products than single-agent search, we call this “sacrifice effect.”

The magnitude of divergence effect does not vary with search cost, but the sacrifice

effect becomes larger when the search cost gets smaller. Under the sequential strategy,

both effects always co-exist. Under the fixed-sample strategy, when the search cost is

small, group search and single-agent search commit to searching two products, and

therefore only the divergence effect exists. When the search cost is small enough,

the sacrifice effect of sequential strategy exceeds its flexibility advantage, and thus

the sequential strategy works worse than the fixed-sample strategy here. When the

search cost is large, group search and single-agent search both commit to searching

one product, so neither divergence effect nor sacrifice effect exists. The sequential

strategy’s flexibility advantage drops faster than its sacrifice effect, and therefore the

sequential strategy works worse than the fixed-sample advantage when the search cost

is relatively large.4 We can see that making a commitment on the number to search

mitigates the inefficiency caused by preference inconsistency between group members,

and therefore can lead to a higher expected utility when the search cost is very small

or relatively large.

We further study the implications on firm’s strategies. We consider a case in

which consumers can directly observe product prices before search, and a monopoly

firm endogenously sets product prices taking consumer search into account. We find

that if consumers conducts single-agent search, the firm can always set higher prices

and earn higher profit under the sequential strategy than under the fixed-sample

strategy. If two consumers search in a group, the firm sets lower prices to encourage

4When the search cost is even larger, the sequential strategy collapse to the same as the fixed-
sample strategy.
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them to search more products, and the firm earns lower profit. More importantly, in

group search, the firm sets higher prices and earns higher profit under the fixed-sample

strategy than under the sequential strategy when the search cost is small. This is

because the group commits to searching two products under the fixed-sample strategy

when the search cost is small, whereas under the sequential strategy, the group does

not commit to the number to search and the firm needs to lower the prices to induce

them to search more products so that the group is more likely to make a purchase.

If the firm can determine the search strategy of consumers by manipulating how to

present products to consumers, then it should induce them to use the fixed-sample

search strategy when the search cost is small.

We also consider several extensions to investigate the robustness and boundary

conditions of our finding. First, we consider an extension in which recall is not al-

lowed in the sequential strategy. Our finding still holds and in a larger parameter

space. Second, we consider an alternative distribution assumption—we assume prod-

uct values follow a normal distribution. We show that our key finding still holds,

i.e., the fixed-sample strategy performs better than the sequential strategy when the

search cost is very small or large enough. Third, we consider alternative voting rules

for the group to determine the number of products to search—unanimity rule (both

members need to agree to stop searching) and “one-is-enough” rule (the group stops

searching as long as one member votes to stop), which are commonly considered quota

rules in search literature (e.g. [3, 176]). We find that under each voting rule, there

is a region in which the fixed-sample strategy works better than the sequential strat-

egy. Although the regions in which our main finding holds are different across voting

rules, further analysis indicates that the underlying mechanisms are consistent. The

results also indicate that if the group can endogenously chooses the voting rule, then

sequential strategy can always work better than the fixed-sample strategy—this can

be considered as a boundary condition of our finding.
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3.1.1 Contributions to Literature

Our work contributes to the recent literature on group search (e.g., [3, 44, 130, 176]).

We notice that all these existing works consider group search problem under the

sequential strategy. For example, [176] considers a two-member sequential search, and

shows that the outcome can converge to a Nash bargaining outcome with bargaining

power determined by the patience of the two players. [3] model group search under

the sequential search strategy and compared it to single-agent search. They show

that the group members are less picky (i.e., searching fewer products) than a single

decision maker. We make a similar point as [3] in the sense that group search has

smaller (expected) number of products to search than single-agent search, but we

further show that this is because of the preference inconsistency problem in group

search, and the search agents’ commitment power under the fixed-sample strategy

can mitigate the preference inconsistency problem in group search. Therefore, the

fixed-sample strategy can worker better than the sequential strategy in group search

under certain conditions.

Our paper also contributes to the search literature by being the first to give a

formal analysis concerning the key driving force of the difference between the fixed-

sample strategy and the sequential strategy. Although [23], [77], [124], and [148]

have all indicated that the sequential strategy dominates the fixed-sample strategy in

single-agent search, they make the argument based on either intuition ([23, 77, 148]) or

numerical analysis ([124]). Under a specific distribution assumption, we analytically

show that the sequential strategy dominates the fixed-sample strategy in single-agent

search. We also show that the flexibility advantage of the sequential strategy first

increases and then decreases with the search cost, and goes to zero when the search

cost approaches 0 or becomes large enough. Furthermore, we show that the fixed-

sample strategy can be better than the sequential strategy in group search, and

we analytically capture the benefit from the commitment power of the fixed-sample

strategy.

Our paper is broadly related to the literature of consumer search (e.g., [20, 104,
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105, 108]). Instead of characterizing the amount of information a consumer learns

from a product, we assume that the value of a product is fully revealed once the

product has been searched, and we capture the intensity of a search process using the

number of products to search. The general implication of our model should still hold

if we use the amount of information to learn to represent the intensity of search. We

also contributes to the literature regarding the implications of consumer search on

firm’s strategy (e.g. [60, 61, 64]) by investigating how firm’s should guide consumers’

search strategy when they search individually or as a group.

There have been some empirical papers studying the comparison between the

fixed-sample strategy and the sequential strategy, and trying to understand which

search strategy consumers really use. [33] and [95] develop methodologies to estimate

search costs for both the fixed-sample and the sequential strategy, and to test which

strategy is used by consumers. [21]’s result is consistent with the sequential strategy

model. However, [52]’s and [96]’s results favor the fixed-sample strategy model. These

papers all assume that the consumers are conducting single-agent search. Our paper

shows that for group search, the fixed-sample strategy can theoretically dominate the

sequential strategy under certain conditions, and our results call for more empiri-

cal studies on group search, especially on testing between the two strategies. From

another angle, our paper implies that the divergence in the empirical findings regard-

ing which search strategy consumers use can potentially be explained by whether

the consumers are conducting group search or single-agent search. It also implies

the importance of distinguishing between group search and single-agent search when

investigating consumers’ search behavior.

Broadly speaking, our research is also related with the literature about group

decision making and group consumption. For example, [101] consider a group de-

cision problem between two agents, and shows that agents will strategically shade

their actions towards the extreme to influence the group decision,5 and the extent

of polarization will be smaller if they reveal their preference sequentially rather than

5This is also why we assume each agent votes for one alternative instead of reporting her utility
from each alternative. Voting for one alternative can be considered as choosing an “extreme.”
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simultaneously. [99] compares sequential versus simultaneous decision-making mech-

anisms in group buying, and show that the sequential mechanism leads to higher

deal success rates and larger expected consumer surpluses. Under different settings,

these two papers show the advantage of the sequential mechanism because it allows

decision makers to make use of more information. Admitting this advantage, we show

that the fixed-sample search strategy (also called simultaneous search strategy) can

work better than the sequential strategy because of its commitment on the number

to search mitigates the preference inconsistency problem in group search.

The paper is organized as follows. In Section 3.2, we set up the main model,

analyze the equilibria in the fixed-sample strategy and in the sequential strategy,

compare group members’ expected utility under the two strategies, and investigate

the underlying mechanism why the fixed-sample strategy can work better in group

search. In Section 3.3, we investigate the implications for firm’s strategy. Section

3.4 are the extensions. Section 3.5 concludes the paper and discusses future research

directions.

3.2 Main Model

In this section, we develop a group search model and compare the fixed-sample search

strategy versus the sequential search strategy under group search. We show that the

commitment device of the fixed-sample strategy can mitigate group members’ diver-

gence problem and make the fixed-sample strategy favorable under certain conditions.

3.2.1 Model Setup

We consider the problem in which a group of decision makers, denoted as 𝐽 , want

to choose one product from a common set of products 𝐼.6 The product values are

unknown to group members, so they need to engage in a search process to learn the

values of products.

6We do not model the formation process of the consideration set (e.g., [127]) and assume that
set 𝐼 is given exogenously.
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The value of product 𝑖 to group member 𝑗 is denoted as 𝑋𝑖𝑗, which is unknown

ex ante. Group member 𝑗 will learn the product value 𝑋𝑖𝑗 immediately once she

searches product 𝑖. 𝑋𝑖𝑗’s are drawn from a common distribution with c.d.f. 𝐹 (·)

and p.d.f. 𝑓(·) and the distribution is known to group members. The common

distribution assumption implies that the products are homogeneous ex ante and thus

the sequence of searching does not matter.7 Following the group search literature (e.g.

[3]), we assume that 𝑋𝑖𝑗’s are independent, both across group members and across

products. It implies that searching one product does not help to learn the value of

other products, and that group members have heterogeneous and independent tastes.8

We assume that all group members search together,9 and each group member

incurs search cost 𝑐 > 0 when the group searches a product.10 Under the fixed-

sample strategy, group members first commit to the number of products to search,

and then search the committed number of products and choose one from them ([158]).

Under the sequential strategy, group members search one product at a time, and

decide whether to stop or to continue searching each time when they have searched a

product ([125]). Here we assume recall is allowed, meaning that if the group continues

searching, the searched products will still be available for them to choose. The recall

assumption makes the sequential strategy comparable to the fixed-sample strategy in

the sense that now under both strategies, they can choose from all searched products.

In contrast, if recall is not allowed in the sequential strategy, the searched products

will be unavailable if the group continues searching. We will show in Section 3.4.1

7In contrast, in [174], products are assumed to be ex ante heterogeneous. The decision maker
knows that product values are drawn from different distributions, and a search strategy includes not
only the number to search but also the sequence of searching.

8In reality, group members’ tastes might be correlated. For example, their tastes might be
positively correlated such that product values can be decomposed as 𝑋𝑖𝑗 = 𝑞𝑖+ 𝜖𝑖𝑗 where 𝑞𝑖 denotes
the quality part of product 𝑖 which group members agree upon, and 𝜖𝑖𝑗 denotes the heterogeneity
of group members’ tastes and is independent across 𝑗. In the case where only the “𝑞𝑖” term exists,
group members have perfectly aligned preferences and their search will be identical to a single-agent
search. We are considering the case in which there is no “𝑞𝑖” term but only the “𝜖𝑖𝑗” term, so that
𝑋𝑖𝑗 ’s are independent across 𝑗.

9Since the preferences of group members are heterogeneous and independent, the group cannot
have only one group member search a product and share the searched information with other group
members.

10Herein, we assume that searching as a group does not dilute the cost of searching for each group
member. The reason is that the cost of searching can be considered as mainly consisting of the cost
of time and effort, which cannot be shared between group members.
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that our finding still holds if recall is not allowed in the sequential strategy. We

assume there is no time discounting in utility, so that the difference between the two

strategies is not driven by their difference in timing.

For tractability, we consider a group with two members (𝐽 = {𝐴,𝐵}), which

represents a typical setting where a couple with inconsistent preferences or a group

consisting of two parties make a decision together. We further simplify the problem

by assuming that they can search for at most two periods. They search one product

a time, so the group can search at most two products. The two-member (e.g., [35])

and two-period/two-product (e.g. [99, 105]) assumptions are often made in literature

to make the problem analytically tractable.

As mentioned in the Introduction, the focus of this paper is not to fully solve the

problem of group search, but to make a point that in group search, making a com-

mitment on the number to search can mitigate the inefficiency caused by preference

inconsistency between group members and lead to higher expected utility. This setup

(i.e., a two-member two-period model) can already capture the key trade-off—the

commitment power of fixed-sample strategy and the flexibility of sequential strategy,

and at the same time, it makes the problem analytically tractable and the two search

strategies comparable, as explained below.

The decisions the group need to make in group search are the number of products

to search (under the fixed-sample strategy), whether to stop or to continue after

searching a product (under the sequential strategy), and which product to choose

among the searched products (under both strategies). For each of the decisions,

group members need to vote in order to reach a group decision. Notice that under

the sequential strategy, whether to stop after searching a product is a binary choice,

but the number of products to search under the fixed-sample strategy is non-binary

when there are more than two products available. Furthermore, if there are more than

two products, deciding which product to choose among the searched products will also

be non-binary voting under both strategies. The two-product assumption makes all

the group decisions in the two search strategies binary (i.e., have two options), and

therefore the two search strategies are theoretically more comparable. However, as
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we will discuss in Section 3.2.4, our insights are also generalizable to the case when

the group can search more than two periods (products).

Given that there are two products, the commonly used voting methods—each

voter selecting one product, (i.e., each voter giving a ranking of candidates), and scor-

ing method (i.e., each voter assigning score {𝑛−1, 𝑛−2, ..., 0} to the 𝑛 candidates)—

collapse to the same one ([138]).11 The commonly used rules to determine the winning

option—the plurality rule (the option with the most votes wins) and the majority rule

(the option that receives more than 50% ×|𝐽 | votes wins)—also become consistent.

(We set a tie-breaking rule that when two options receive the same number of votes,

each of them has equal probability to be the group’s choice.) It has been shown

that when there are two options, the majority rule (and equivalently, the plurality

rule) is the “best” voting rule in the sense that it is the only voting rule that sat-

isfies the key characterizations of voting results—neutrality, anonymity, unanimity

and positive responsiveness (May’s Theorem, [84, 123, 138]). For the group with two

members, specifically, if the two members vote for the same option, this option will be

the group’s choice, and if the two members vote for different options, each member’s

choice has equal probability to be the choice of the group.12 The voting rule also

requires that group members vote simultaneously and one cannot observe the other

group members’ choice until the round of voting is finished.

To make the comparison between the two strategies analytically tractable, we

assume that the distribution 𝐹 (·) is a uniform distribution on [𝜇− 𝑑, 𝜇+ 𝑑], where 𝜇

is the mean and 𝑑 captures the dispersion of the distribution. The uniform distribution

assumption is also often seen in classic search literature (e.g. [158, 162, 178]).13 We

11If there is a centralized planner, the first-best strategy is to add up group members’ utilities for
each product, and then the group can search as a single agent. If there is no centralized planner
and the group adopts the rule that lets each group member reports her utility from each product,
group members will not be truth-telling. Instead, each group member will exacerbate her utility of
the product that she favors ([101]). Thus, the first-best strategy is not achievable here and we need
to assume each group member gives a vote. At the same time, we use single-agent search as the
benchmark and compare group search to it.

12We can think of the group members going through a bargaining process when they disagree,
and every group member has equal bargaining power.

13Notice that we need to make a specific distribution assumption for product values because we
want to compare the utility under the fixed-sample strategy (which involves the 𝐸[max{𝑋1, 𝑋2}])
versus that under the sequential strategy (which involves 𝐸[𝑋 ≥ 𝜉]), and thus we cannot give a
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assume there is no outside option in the main model, and we relax this assumption

in Section 3.3 when discussing the firm’s strategy.

Next, we analyze the group members’ search problem under the fixed-sample

strategy and under the sequential strategy, respectively.

3.2.2 Fixed-sample Strategy and Equilibrium Analysis

Suppose the group adopts the fixed-sample strategy. The game between the group

members has two stages.

At the first stage, each group member 𝑗 proposes the number of products to search

𝑁𝐺𝐹𝑗, 𝑗 ∈ {𝐴,𝐵}, and then the group decides on the number of products to search

𝑁𝐺𝐹 . Across our paper, the first subscript to denote group search 𝐺 or single-agent

search 𝑆, and the second subscript is to denote fixed-sample strategy 𝐹 or sequential

strategy 𝑆. If 𝑁𝐺𝐹𝐴 = 𝑁𝐺𝐹𝐵, then the group will search 𝑁𝐺𝐹 = 𝑁𝐺𝐹𝐴 = 𝑁𝐺𝐹𝐵

products. If 𝑁𝐺𝐹𝐴 ̸= 𝑁𝐺𝐹𝐵, then the number of products to search 𝑁𝐺𝐹 will be

𝑁𝐺𝐹𝐴 or 𝑁𝐺𝐹𝐵 with equal probability. (We start the analysis for a general case

without imposing the constraint that 𝑁𝐺𝐹 ≤ 2, and then we consider the two-period

model where 𝑁𝐺𝐹 ≤ 2.)

At the second stage, the group searches 𝑁𝐺𝐹 products together. After searching

𝑁𝐺𝐹 products, each group member 𝑗 will vote for a product, denoted as product

𝑖*𝐺𝐹𝑗. If the two members vote for the same product (i.e., 𝑖*𝐺𝐹𝐴 = 𝑖*𝐺𝐹𝐵 = 𝑖*𝐺𝐹 ), then

product 𝑖*𝐺𝐹 will be chosen by the group. If the two group members’ choices are

different (i.e., 𝑖*𝐺𝐹𝐴 ̸= 𝑖*𝐺𝐹𝐵), one of the two products will be selected by the group

with equal probability.

We focus on subgame-perfect equilibria and solve the game by backward induc-

tion. At the second stage, suppose the group has determined the number of products

to search to be 𝑁𝐺𝐹 , and now we calculate each group member 𝑗’s expected util-

ity 𝐸𝑈𝐺𝐹𝑗(𝑁𝐺𝐹 ). Let’s think of the problem from member 𝐴’s perspective. Given

member A’s choice 𝑖*𝐺𝐹𝐴, there are three possible scenarios: 1) member 𝐵 votes for

the same product and this product is selected, 2) member B votes for a different

closed form solution with a general distribution assumption.
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product and member 𝐴’s choice is selected, and 3) member B votes for a different

product and member 𝐵’s choice is selected. Since the two members’ valuations are

independent and they make choices simultaneously, given 𝐴’s choice 𝑖*𝐺𝐹𝐴, the 𝑁𝐺𝐹

products are still symmetric from 𝐵’s perspective and have the same probability

of being 𝐵’s choice. Therefore, the probabilities of the three scenario are 1/𝑁𝐺𝐹 ,

(𝑁𝐺𝐹 − 1)/(2𝑁𝐺𝐹 ), and (𝑁𝐺𝐹 − 1)/(2𝑁𝐺𝐹 ), respectively. Then group member A’s

expected utility is:

𝐸𝑈𝐺𝐹𝐴(𝑁𝐺𝐹 ) =

(︂
1

𝑁𝐺𝐹
+

𝑁𝐺𝐹 − 1

2𝑁𝐺𝐹

)︂
𝐸[𝑋𝑖*𝐺𝐹𝐴,𝐴] +

𝑁𝐺𝐹 − 1

2𝑁𝐺𝐹
𝐸[𝑋𝑖*𝐺𝐹𝐵 ,𝐴|𝑖*𝐺𝐹𝐵 ̸= 𝑖*𝐺𝐹𝐴]− 𝑐𝑁𝐺𝐹

=
1

2
𝐸[𝑋𝑖*𝐺𝐹𝐴,𝐴] +

1

2
𝐸[𝑋]− 𝑐𝑁𝐺𝐹 . (3.1)

Notice that 𝐸[𝑋𝑖*𝐺𝐹𝐵 ,𝐴|𝑖*𝐺𝐹𝐵 ̸= 𝑖*𝐺𝐹𝐴] = (𝑁𝐺𝐹𝐸[𝑋]− 𝐸[𝑋𝑖*𝐺𝐹𝐴,𝐴])/(𝑁𝐺𝐹 − 1) because

the 𝑁𝐺𝐹 − 1 products not voted by 𝐴 are symmetric from 𝐴’s perspective ex ante

and they have the same probability of being voted by 𝐵.

Equation (3.1) indicates that, to maximize her utility 𝐸𝑈𝐺𝐹𝐴(𝑁𝐺𝐹 ), group mem-

ber 𝐴 should maximize 𝐸[𝑋𝑖*𝐺𝐹𝐴,𝐴]. Therefore, 𝐴’s optimal strategy at the second

stage is to vote for the product which she draws the highest value from among the

𝑁𝐺𝐹 products. By symmetry, 𝐵’s expected utility has a symmetric formula, and her

optimal strategy at the second stage is also to vote for the one she draws the high-

est value from. That is, for each member 𝑗, 𝐸[𝑋𝑖*𝐺𝐹𝑗 ,𝑗
] = 𝐸[max{𝑋1𝑗, ..., 𝑋𝑁𝐺𝐹𝑗

}] ≡

𝐸𝑚𝑎𝑥(𝑁𝐺𝐹 ). Then both group members’ expected utility given 𝑁𝐺𝐹 is

𝐸𝑈𝐺𝐹𝐴(𝑁𝐺𝐹 ) = 𝐸𝑈𝐺𝐹𝐵(𝑁𝐺𝐹 ) ≡ 𝐸𝑈𝐺𝐹 (𝑁𝐺𝐹 ) =
1

2
𝐸𝑚𝑎𝑥(𝑁𝐺𝐹 ) +

1

2
𝐸[𝑋]− 𝑐𝑁𝐺𝐹 .

(3.2)

The last term represents the search cost, and the first two terms indicate that, for a

two-member group fixed-sample search, the selected product has 1/2 chance of being

the focal group member’s favorite and has 1/2 chance of being an “average” product

for the focal group member.

Now we move backward to the first stage. When proposing the number of prod-

ucts to search, since each member’s choice of 𝑁𝐺𝐹𝑗 has equal probability to be

the choice of the group, each group member 𝑗 chooses 𝑁𝐺𝐹𝑗 ∈ 𝑍+ to maximize
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𝐸𝑈𝐺𝐹 (𝑁𝐺𝐹𝑗)/2 + 𝐸𝑈𝐺𝐹 (𝑁𝐺𝐹𝑗′)/2, 𝑗 = 𝐴,𝐵. Given that member 𝑗 is unable to af-

fect the other member’s choice 𝑁𝐺𝐹𝑗′ , member 𝑗 will just choose 𝑁𝐺𝐹𝑗 to maximize

𝐸𝑈𝐺𝐹 (𝑁𝐺𝐹𝑗). By symmetry, both group members will choose the same number of

products to search in equilibrium, i.e., 𝑁*
𝐺𝐹𝐴 = 𝑁*

𝐺𝐹𝐵 ≡ 𝑁*
𝐺𝐹 .

In the two-period model, the group can search one or two products (𝑁𝐺𝐹 ∈ {1, 2}).

Under the uniform distribution assumption, 𝐸𝑈𝐺𝐹 (𝑁𝐺𝐹 ) = 𝐸[𝑋] − 𝑐 = 𝜇 − 𝑐 if

𝑁𝐺𝐹 = 1, and 𝐸𝑈𝐺𝐹 (𝑁𝐺𝐹 ) = 𝐸𝑚𝑎𝑥(2)/2 + 𝐸[𝑋]/2 − 2𝑐 = 𝜇 + 𝑑/6 − 2𝑐 if 𝑁𝐺𝐹 = 2.

Comparing the expected utility under these two choices, we can get the optimal

number of products to search14

𝑁*
𝐺𝐹 =

⎧⎨⎩ 1 if 𝑐/𝑑 ≥ 1/6

2 if 𝑐/𝑑 < 1/6,
(3.3)

and then the optimal expected utility under fixed-sample strategy is15

𝐸𝑈*
𝐺𝐹 = 𝐸𝑈𝐺𝐹 (𝑁

*
𝐺𝐹 ) =

⎧⎨⎩ 𝜇− 𝑐 if 𝑐/𝑑 ≥ 1/6

𝜇+ 𝑑
6
− 2𝑐 if 𝑐/𝑑 < 1/6.

(3.4)

We denote 𝑡𝐺𝐹 = 1/6, which means the cutoff value of 𝑐/𝑑 when group fixed-sample

search changes from searching two products to searching one product.

3.2.3 Sequential Strategy and Equilibrium Analysis

We now analyze the game when the group adopts the sequential strategy. The game

will proceed in two periods.

In the first period, group members search one product together, and then each

group member votes for one of the two options: 1) to continue searching or 2) to stop

at the current product. As we have assumed, if they disagree on this, each member’s

choice has equal probability to be the choice of the group. If the group decides to
14We take the rule that when two choices of 𝑛 leads to the same expected utility, the smaller 𝑛

will be chosen.
15We restrict the range of 𝑐 such that searching is beneficial, which requires 𝜇− 𝑐 > 0 (recall that

the value of the outside option is normalized to 0). Since we have also assumed 𝑑 < 𝜇, then [𝑑/6, 𝜇),
the range in which 𝑁*

𝐺𝐹 = 1, is a non-empty set.
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continue searching, the group will search one more product in the second period.

After that, they will vote whether to choose the first or the second product (notice

that we assume recall is allowed).

We still focus on subgame-perfect equilibria and solve the game using backward

induction. We first consider each group member’s choice in the second period. Given

that the group have searched two products and the game ends in the second period,

following the same logic as in the fixed-sample strategy, each group member will vote

for the product that delivers the higher value to her.

Now we consider the first period. We analyze from member 𝐴’s perspective. Sup-

pose the values of the first product to the two members are (𝑋1𝐴, 𝑋1𝐵) = (𝑥1𝐴, 𝑥1𝐵).

If the group decides to stop searching, member A will get product value 𝑥1𝐴. If the

group decides to continue searching, we denote group member A’s expected value of

continuing searching as 𝑉 (𝑥1𝐴;𝑥1𝐵) given (𝑋1𝐴, 𝑋1𝐵) = (𝑥1𝐴, 𝑥1𝐵). Knowing that

each group member will vote for the product that delivers the higher value to her, we

can get that

𝑉 (𝑥1𝐴;𝑥1𝐵) = −𝑐+ 𝐹 (𝑥1𝐴)𝐹 (𝑥1𝐵)𝑥1𝐴 + (1− 𝐹 (𝑥1𝐴))(1− 𝐹 (𝑥1𝐵))𝐸[𝑋|𝑋 ≥ 𝑥1𝐴]

+𝐹 (𝑥1𝐴)(1− 𝐹 (𝑥1𝐵))

(︂
1

2
𝑥1𝐴 +

1

2
𝐸[𝑋|𝑋 < 𝑥1𝐴]

)︂
+(1− 𝐹 (𝑥1𝐴))𝐹 (𝑥1𝐵)

(︂
1

2
𝑥1𝐴 +

1

2
𝐸[𝑋|𝑋 ≥ 𝑥1𝐴]

)︂
= −𝑐+ 𝑑

8
+

𝜇+ 𝑥1𝐴

2
+

1

8𝑑
(𝜇− 𝑥1𝐴)(3𝜇− 𝑥1𝐴 − 2𝑥1𝐵). (3.5)

where −𝑐 represents the cost of searching the second product. There are four possible

scenarios when the group continues searching: 𝐹 (𝑥1𝐴)𝐹 (𝑥1𝐵)𝑥1𝐴 represents the case

in which both members prefer the first product, (1− 𝐹 (𝑥1𝐴))(1− 𝐹 (𝑥1𝐵))𝐸[𝑋|𝑋 ≥

𝑥1𝐴] represents the case in which both members prefer the second product, 𝐹 (𝑥1𝐴)(1−

𝐹 (𝑥1𝐵)) (𝑥1𝐴/2 + 𝐸[𝑋|𝑋 < 𝑥1𝐴]/2) represents the case that member A votes for the

first product and member B votes for the second product, and (1−𝐹 (𝑥1𝐴))𝐹 (𝑥1𝐵)(𝑥1𝐴/2+

𝐸[𝑋|𝑋 ≥ 𝑥1𝐴]/2) represents the case that member A votes for the second product

and member B votes for the first product.
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Obviously, a member votes to stop if and only if the value of the first product

exceeds a certain threshold. Suppose group member A’s stopping threshold is 𝜉𝐺

(i.e., vote to stop if and only if 𝑋1𝐴 ≥ 𝜉𝐺), and group member B’s stopping threshold

is 𝜉′𝐺. In equilibrium, at the optimal stopping threshold, a member’s expected value

of voting to stop equals her expected value of voting to continue. Based on this, we

show in appendix E.1 that the optimal stopping threshold satisfies

𝜉*𝐺 = 𝐸𝑋1𝐵
[𝑉 (𝜉*𝐺, 𝑋1𝐵)]. (3.6)

(Notice that this formula does not depend on the value of member B’s stopping

threshold at all.) Plugging in the formula of 𝑉 given by Equation (3.6), we can get

𝜉*𝐺 = 𝜇+ 𝑑(2−
√︂

3 +
8𝑐

𝑑
). (3.7)

Since member B faces a symmetric problem as member A, her optimal stopping

threshold will be the same, i.e., 𝜉′*𝐺 = 𝜉*𝐺. For the stopping threshold to be well-

defined, we need to have 𝜉*𝐺 ≥ 𝜇 − 𝑑, which is equivalent to 𝑐/𝑑 ≤ 3/4. When

𝑐/𝑑 > 3/4, the optimal threshold given by Equation (3.7) is not well-defined, meaning

that the group will stop for any value of the first product.

Knowing the group members’ optimal stopping threshold, we calculate each group

member’s expected utility under the sequential strategy by conditioning on whether

each member’s draw from the first product is higher or lower than the stopping

threshold:

𝐸𝑈*
𝐺𝑆 = 𝐸𝑈𝐺𝑆(𝜉

*
𝐺) = −𝑐+

∫︁ 𝜇+𝑑

𝜉*𝐺

∫︁ 𝜇+𝑑

𝜉*𝐺

𝑥1𝐴𝑓(𝑥1𝐴)𝑓(𝑥1𝐵) 𝑑𝑥1𝐴 𝑑𝑥1𝐵

+

∫︁ 𝜇+𝑑

𝜉*𝐺

∫︁ 𝜉*𝐺

𝜇−𝑑

(︂
1

2
𝑥1𝐴 +

1

2
𝑉 (𝑥1𝐴;𝑥1𝐵)

)︂
𝑓(𝑥1𝐴)𝑓(𝑥1𝐵) 𝑑𝑥1𝐴 𝑑𝑥1𝐵

+

∫︁ 𝜉*𝐺

𝜇−𝑑

∫︁ 𝜇+𝑑

𝜉*𝐺

(︂
1

2
𝑥1𝐴 +

1

2
𝑉 (𝑥1𝐴;𝑥1𝐵)

)︂
𝑓(𝑥1𝐴)𝑓(𝑥1𝐵) 𝑑𝑥1𝐴 𝑑𝑥1𝐵

+

∫︁ 𝜉*𝐺

𝜇−𝑑

∫︁ 𝜉*𝐺

𝜇−𝑑

𝑉 (𝑥1𝐴;𝑥1𝐵)𝑓(𝑥1𝐴)𝑓(𝑥1𝐵) 𝑑𝑥1𝐴 𝑑𝑥1𝐵, (3.8)
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where 𝑓(𝑥) = 1𝜇−𝑑≤𝑥≤𝜇+𝑑/(2𝑏) is the p.d.f. of the distribution of 𝑋𝑖𝑗. We then get

that:

𝐸𝑈*
𝐺𝑆 = 𝜇+ 𝑑

[︂
1

8
+

1

48

√︂
3 + 8

𝑐

𝑑
+

5

12
* 𝑐
𝑑

(︂
−6 +

√︂
3 + 8

𝑐

𝑑

)︂]︂
(3.9)

for 𝑐/𝑑 ≤ 3/4. When 𝑐/𝑑 > 3/4, the group will only search one product in equilibrium,

so 𝐸𝑈*
𝐺𝑆 = 𝜇− 𝑐.

3.2.4 Fixed-sample versus Sequential Strategy

Comparing group members’ expected utilities under the fixed-sample strategy and

under the sequential strategy given by equations (3.4) and (3.9), we get the key

result of this paper, as summarized below:

Proposition 2. Suppose product values are i.i.d. and follow a uniform distribution

𝑈 [𝜇−𝑑, 𝜇+𝑑]. For a two-member two-period group search: The fixed-sample strategy

dominates the sequential strategy when the unit search cost is small enough (𝑐/𝑑 ∈

[0, 𝑡1), where 𝑡1 = 1/400(−9+
√
281) ≈ 0.019), or large enough (𝑐/𝑑 ∈ (𝑡2, 3/4), where

𝑡2 = 1/400(79 + 3
√
449) ≈ 0.356). When the unit search cost is in the middle range

(𝑡1 < 𝑐/𝑑 < 𝑡2), the sequential strategy dominates the fixed-sample strategy. When

𝑐/𝑑 ≥ 3/4, the fixed-sample strategy and the sequential strategy collapse to the same.

The proof of Proposition 2 is available in Appendix E.2. We notice that the condi-

tion regarding search cost 𝑐 is relative to 𝑑, the dispersion parameter which captures

the potential benefit from the search — decision makers gain more from the search

when they have more uncertainty about the product values ex ante ([158]). Thus,

Proposition 2 shows that in group search, the fixed-sample strategy dominates the

sequential strategy when the unit search cost is low enough or high enough relative

to the potential benefit from the search. Figure B-16 illustrates the result of Propo-

sition 2: the vertical axis indicates the difference in expected utility between the

fixed-sample strategy and the sequential strategy, and the horizontal axis indicates

𝑐/𝑑.

To understand the mechanisms behind Proposition 2, we start from analyzing the

two search strategies in a two-period single-agent search, which serves as a benchmark.
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The detailed analysis is in Appendix E.4. Comparing the expected utility under the

two strategies in single-agent search, we get the following result.

Suppose product values are i.i.d. and follow a uniform distribution 𝑈 [𝜇−𝑑, 𝜇+𝑑].

For a two-period single-agent search:

1. The sequential strategy dominates the fixed-sample strategy for any search cost

𝑐 ∈ (0, 𝑑];

2. The fixed-sample strategy leads to a higher expected value of the selected prod-

uct than the sequential strategy when 𝑐/𝑑 < 𝑡𝑆𝐹 , and leads to a lower expected

value of the selected product than the sequential strategy when 𝑐/𝑑 ≥ 𝑡𝑆𝐹 ;

3. The fixed-sample strategy has a higher expected search cost than the sequen-

tial strategy when 𝑐/𝑑 < 𝑡𝑆𝐹 , and has a lower expected search cost than the

sequential strategy when 𝑐/𝑑 ≥ 𝑡𝑆𝐹 ;

4. The difference in expected utility between the sequential strategy and the fixed-

sample strategy approaches 0 when 𝑐/𝑑 approaches 0, increases in 𝑐 when 𝑐/𝑑 <

𝑡𝑆𝐹 , decreases in 𝑐 when 𝑐/𝑑 ≥ 𝑡𝑆𝐹 , and becomes 0 again when 𝑐/𝑑 = 1.

𝑡𝑆𝐹 = 1/3 denotes the cutoff value of 𝑐/𝑑 that single-agent fixed-sample search changes

from searching two products to searching one product.

We observe that, the fixed-sample strategy commits to searching two products

when 𝑐/𝑑 < 𝑡𝑆𝐹 , and commits to searching one product when 𝑐/𝑑 ≥ 𝑡𝑆𝐹 ; in contrast,

for any 𝑐 ∈ (0, 𝑑), the sequential strategy has positive probability of searching either

one (probability 1 −
√︀
𝑐/𝑑) or two products (probability

√︀
𝑐/𝑑), and is more likely

to search one product when 𝑐 is closer to 𝑑. This reflects the flexibility advantage of

the sequential strategy—that is, the decision maker can decide whether to search the

second product after the first product’s information is revealed, so that she can avoid

under-searching (when the first draw is of low value) or over-searching (when the first

draw is high enough). This flexibility advantage is more salient in the middle range

of 𝑐/𝑑: when 𝑐/𝑑 is close to 0, the sequential strategy is very likely to search two

products, and when 𝑐/𝑑 approaches 1, the sequential strategy is very likely to search
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only one product, so the difference between the two strategies is very small when 𝑐/𝑑

is close to 0 or 1.

For the group search, the flexibility advantage of sequential strategy still exists

and is also more salient when 𝑐 is in the middle range, but its overall magnitude

is smaller. When 𝑐/𝑑 is very small or relatively large, the flexibility advantage of

sequential strategy becomes dominated by the fixed-sample strategy. We dig into the

underlying reason below.

Similar as in Lemma 3.2.4, we also decompose the expected utility in group search

into two parts—the expected value of the selected product and the expected search

cost, and compare their values in the two strategies. The fixed-sample strategy leads

to a higher expected value of the selected product when 𝑐/𝑑 ∈ [0, 𝑡𝐺𝐹 ), and leads to a

lower expected value of the selected product when 𝑐/𝑑 ∈ [𝑡𝐺𝐹 , 3/4). The expected cost

of fixed-sample strategy is higher than the sequential strategy when 𝑐/𝑑 ∈ [0, 𝑡𝐺𝐹 ),

and lower when 𝑐/𝑑 ∈ [𝑡𝐺𝐹 , 3/4). (Proof available in Appendix E.3.) We can see

that the pattern in group search is similar as that in single-agent search. Only the

cutoff value shifts from 𝑡𝑆𝐹 = 1/3 to 𝑡𝐺𝐹 = 1/6.

We further compare how group search differs from single-agent search under the

two strategies, respectively. Lemma 3.2.4 shows the comparisons.

Suppose product values are i.i.d. and follow a uniform distribution 𝑈 [𝜇−𝑑, 𝜇+𝑑].

Agents can search for at most two products.

1. For the sequential strategy, for all 𝑐/𝑑 ∈ [0, 1], group search has lower stopping

threshold (𝜉*𝐺 < 𝜉*𝑆), smaller expected number of products to search (𝐸[𝑁*
𝐺𝑆] <

𝐸[𝑁*
𝑆𝑆]), and lower expected utility (𝐸𝑈*

𝐺𝑆 < 𝐸𝑈*
𝑆𝑆) than single-agent search.

The gap in their expected utility decreases with 𝑐/𝑑;

2. For the fixed-sample strategy,

• On 𝑐/𝑑 ∈ (0, 𝑡𝐺𝐹 ), both group search and single-agent search choose to

search two product (𝑁*
𝐺𝐹 = 𝑁*

𝑆𝐹 = 2); group search has lower expected

utility and the gap is constant (𝐸𝑈*
𝐺𝐹 − 𝐸𝑈*

𝑆𝐹 = −𝑑/6).
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• On 𝑐/𝑑 ∈ [𝑡𝐺𝐹 , 𝑡𝑆𝐹 ), group search chooses to search one product, and

single-agent search chooses to search two products (𝑁*
𝐺𝐹 < 𝑁*

𝑆𝐹 ); group

search has lower expected utility than single-agent search and the gap in

their expected utility decreases with 𝑐/𝑑.

• On 𝑐/𝑑 ∈ [𝑡𝑆𝐹 , 1), both group search and single-agent search commit to

searching one product only (𝑁*
𝐺𝐹 = 𝑁*

𝑆𝐹 = 1), and their expected utility

is the same.

The proof of Lemma 3.2.4 is available in Appendix E.5. Figure B-17 illustrates

Lemma 3.2.4 and Lemma 3.2.4, and it can help us understand how they lead to

the result in Proposition 1. The green line shows the difference in expected utility

between fixed-sample strategy and sequential strategy under single-agent search. The

blue (orange) line compares the expected utility of group search versus single-agent

search under fixed-sample (sequential) strategy. Notice that the orange line and the

green line coincide when 𝑐/𝑑 > 3/4.

In the first part of Lemma 3.2.4, we show that group search has lower stopping

threshold and expected utility than single-agent search under the sequential strat-

egy.16 This is because the marginal benefit of searching one more product is lower

in group search due to preference inconsistency—even if a member finds the next

product to be of higher value, the next product may not be chosen by the group since

the other member may not find it of higher value, whereas in single-agent search, the

search agent can decide which product to choose by herself. Therefore, group mem-

bers lower their stopping threshold. Group search has lower expected utility than

single-agent search for two reasons: the first is that group search lowers the stop-

ping threshold (and therefore searches fewer products in expectation) compared to

single-agent search, we call it the “sacrifice effect,” and even if the number of searched

products is the same, a group member cannot decide the final choice of the group

on her own, we call it the “divergence effect.” Both effects are a result of preference

16[3] shows that for infinite-horizon sequential search, group search has lower stopping threshold,
smaller expected number of searched products, and lower expected utility compared to single-agent
search. Our finding echoes that of [3] but under a finite-horizon setting.
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inconsistency between group members, but they are two different channels through

which group search affects the expected utility, so we distinguish the two effects. The

magnitude of divergence effect does not vary with search cost, but the sacrifice effect

increases when search cost gets smaller—this is because when search cost gets smaller,

decision maker(s) tend to search more, and then group members sacrifice more due

to divergence. Under the sequential strategy, the two effects co-exist, and thus we

can see that the gap in expected utility between group search and single-agent search

under sequential strategy (reflected by the orange line in Figure B-17) gets larger

when 𝑐/𝑑 gets closer to 0.

However, these two effects do not always co-exist under the fixed-sample strategy.

The second part of Lemma 3.2.4 compares the fixed-sample strategy in group search

versus in single-agent search. When 𝑐/𝑑 < 𝑡𝐺𝐹 , both group search and single-agent

search commit to searching two products, so the “sacrifice effect” does not exist here.

The “divergence effect” still exists, so group search still has a lower expected utility

than single-agent search, and the gap in expected utility between group search and

single-agent search is fixed at −𝑑/6 (blue line in Figure B-17). When 𝑐/𝑑 ∈ [𝑡𝐺𝐹 , 𝑡𝑆𝐹 ),

group search leads to a smaller number of products to search than single-agent search

(𝑁*
𝐺𝐹 = 1, 𝑁*

𝑆𝐹 = 2), so both the “sacrifice effect” and the “divergence facotr” exist,

and the gap in expected utility between group search and single-agent search decreases

with 𝑐/𝑑. When 𝑐/𝑑 ≥ 𝑡𝑆𝐹 , both strategies commit to searching only one product.

Neither the “sacrifice effect” nor the “divergence effect” exists here, so group search

and single-agent search achieve the same expected utility. The reason why the gap

in expected utility keeps constant when 𝑐/𝑑 < 𝑡𝐺𝐹 and disappear when 𝑐/𝑑 > 𝑡𝑆𝐹

is because the search agent(s) need to commit on the number of products to search

ex ante under the fixed-sample strategy. Thus, the commitment device of the fixed-

sample strategy helps mitigate the impact of preference inconsistency when the search

cost is relatively small or large.

Combining the insights from Lemma 3.2.4–Lemma 3.2.4, we have a clear picture

of the results in Proposition 2, as illustrated below.

When the search cost is small (𝑐/𝑑 < 𝑡𝐺𝐹 ), the sacrifice effect does not exist under

86



the fixed-sample strategy, but exists under the sequential strategy. As 𝑐 approaches

0, the sacrifice effect under the sequential strategy gets larger, and the flexibility

advantage of sequential strategy becomes smaller. When the search cost is small

enough, the sacrifice effect of sequential strategy exceeds its flexibility advantage,

and therefore the sequential strategy becomes worse than the fixed-sample strategy.

To put it mathematically, while the gap in expected utility between group search

and single-agent search under the fixed-sample strategy is constant when 𝑐/𝑑 < 𝑡𝐺𝐹

(reflected by the blue line), this gap under the sequential strategy gets larger as 𝑐/𝑑

is closer to 0 (reflected by the orange line) and exceeds the gap under the fixed-

sample strategy when 𝑐/𝑑 is close enough to 0 (when 𝑐/𝑑 = 0, 𝐸𝑈*
𝐺𝑆 − 𝐸𝑈*

𝑆𝑆 =

(−5/24 + 1/16
√
3)𝑑 ≈ −0.172𝑑 < −𝑑/6 = 𝐸𝑈*

𝐺𝐹 − 𝐸𝑈*
𝑆𝐹 ). Thus, when 𝑐/𝑑 is small

enough (𝑐/𝑑 < 𝑡1), the sequential strategy leads to a lower expected utility than the

fixed-sample strategy for group search.

When 𝑐/𝑑 is large (𝑐/𝑑 > 𝑡𝑆𝐹 ), group search and single-agent search has the same

expected utility under the fixed-sample strategy since they both commit to searching

only one product (blue line), but group search still has a lower expected utility than

single-agent search under the sequential strategy (orange line), and the flexibility

advantage of sequential strategy gets smaller as 𝑐/𝑑 gets closer to 1 (green line). We

can see that the green line drops faster (in absolute value) than the orange line. Thus,

when 𝑐/𝑑 is large enough (𝑐/𝑑 > 𝑡2), the flexibility advantage of sequential strategy

becomes smaller than the sacrifice in expected utility of sequential strategy under

group search, and then the sequential strategy will lead to a lower expected utility

than the fixed-sample strategy under group search.

To put it in another way, in the region when the search cost is small enough,

the sequential strategy works worse than the fixed-sample strategy because it does

not search enough—it sacrifices the stopping threshold and the expected number of

products to search too much due to preference inconsistency, and the fixed-sample

strategy is able to mitigate this problem because it can make a commitment on the

number of products to search. In the region when the search cost is large enough, the

sequential strategy works worse than the fixed-sample strategy because its risk of over-
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search—if the focal member finds the first product satisfying but the other member

finds the first product unsatisfying, searching one more product is “over-searching”

for the focal member and it is too costly now given the high search cost.

Although our analysis is based on a two-member two-period model, the intuition is

generalizable to the case with more than two periods (products). Given any number of

products available for search, there always exists a threshold that for search cost lower

than this threshold, group search and single-agent search choose the same number of

products to search under the fixed-sample strategy, and therefore only the divergence

effect exists under the fixed-sample strategy, whereas both the divergence effect and

the sacrifice effect exist under the sequential strategy. Furthermore, the sequential

strategy’s flexibility advantage goes to 0 when the search approaches 0. Therefore,

when the search cost is small enough, the sacrifice effect of the sequential strategy

will exceed its flexibility advantage, and then the sequential strategy will perform

worse than the fixed-sample strategy. Similarly, given any number of products, when

the search cost is large enough, group search and single-agent search will both choose

to search one product under the fixed-sample strategy, so neither divergence effect

nor sacrifice effect exists here. Both effects still exist under the sequential strategy,

and the flexibility advantage of the sequential strategy becomes smaller than the two

effects when the search cost is large enough. Thus, the sequential strategy will also

perform worse than the fixed-sample strategy when the search cost is large enough.

The literature of time inconsistent preference (e.g., [6, 74, 102, 136]) has shown

that when there exists time inconsistent preferences, commitment can be preferable to

flexibility as it can mitigate the problems (for example, self-control problems) caused

by time inconsistent preferences. Time inconsistent preference is essentially preference

inconsistency between today’s self and tomorrow’s self. In our context, the preference

inconsistency is between two group members, and we show that commitment can

mitigate the problem caused by preference inconsistency in search.
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3.3 Implications for Firm’s Strategy

We now consider the implications when consumers can directly observe the product

prices before conducting search and the firm endogenously decides product prices,

taking consumer search into account. Suppose a monopoly firm sells two products,

and consumers have unit demand (i.e., will buy at most one product). Consumer

𝑗’s utility from product 𝑖 is 𝑋𝑖𝑗 − 𝑝𝑖. The utility of the outside option is normalized

to 0, so consumer 𝑗 is willing to buy product 𝑖 if and only if 𝑋𝑖𝑗 − 𝑝𝑖 ≥ 0 and

𝑋𝑖𝑗 − 𝑝𝑖 ≥ 𝑋𝑖′𝑗 − 𝑝𝑖′ where 𝑖′ ̸= 𝑖. For tractability, we assume 𝑋𝑖𝑗’s are i.i.d. and

follow the uniform distribution on [0, 1]. Searching will reveal the value of 𝑋𝑖𝑗. Since

product prices can be observed before searching, products are no long homogeneous

ex ante. We assume consumers can decide which product to search first. It is easy to

see that no matter under the sequential strategy or under the fixed-sample strategy

when searching one product only, rational consumers should start from the product

with lower price. Thus, we can assume 𝑝1 ≤ 𝑝2 without loss of generalizability.

Without loss of generalizability, we assume the marginal cost of producing each

product to be 0. The seller chooses 𝑝1, 𝑝2 to maximize her profit 𝜋 = {𝑝1𝐷1 + 𝑝2𝐷2},

where 𝐷𝑖 is the purchase probability of product 𝑖. Notice that 𝐷𝑖 is a function of

𝑝1, 𝑝2 and also consumers’ search cost 𝑐 and search strategy. Next, we solve this

problem under fixed-sample strategy and sequential strategy. The detailed analysis

is in Appendix E.6, and we only sketch the key points here.

3.3.1 Single-agent search

Fixed-sample strategy under single-agent search

If the consumer searches one product only, the optimal price is 𝑝*1 = 1/2 and the

firm’s optimal profit is 𝜋*
𝑆𝐹1 = 1/4. If the consumer searches two products, the

optimal prices are 𝑝*1 = 𝑝*2 = 1/
√
3 and the firm’s optimal profit is 𝜋*

𝑆𝐹2 = 2/(3
√
3).

We notice that 𝜋*
𝑆𝐹2 > 𝜋*

𝑆𝐹1, meaning that without other constraints, it is more

profitable for the firm to let the consumer search two products. This is intuitive—the

firm does not bear the search cost, and the consumer is more likely to find a product
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value higher than the price when searching two products.

Taking consumer’s searching behavior into consideration, the firm determines

prices accordingly. In equilibrium, when 𝑐 ≤ 𝑐𝑆𝐹2 = 1/(9
√
3), the consumer searches

two products, 𝑝*1 = 𝑝*2 = 1/
√
3 and the profit is 𝜋*

𝑆𝐹 = 2/(3
√
3). When 𝑐𝑆𝐹2 < 𝑐 <

𝑐𝑆𝐹1, the firm lowers the prices to induce the consumer keeps searching two products

(the optimal prices in this part are solved numerically). When 𝑐 ≥ 𝑐𝑆𝐹1 = 1/8, the

firm sets 𝑝*1 = 1−
√
2𝑐, the consumer searches one product only, and the firm’s profit

is 𝜋*
𝑆𝐹 =

√
2𝑐(1 −

√
2𝑐). We plot the how the optimal prices and the firm’s profit

changes with search cost 𝑐 in Figure B-18(a) (black line). Notice that when the con-

sumer searches two products, it is optimal for the firm to set 𝑝*1 = 𝑝*2. When the

consumer searches one product, 𝑝*2 can be any value higher than or equal to 𝑝*1

Sequential strategy under single-agent search

Suppose the consumer will stop searching if and only if the first product’s value

𝑋1 ≥ 𝜉*𝑆. At the stopping threshold 𝜉*𝑆, the value to stop should be equal to the value

to continue, so 𝜉*𝑆 should satisfy the following equation

(𝜉*𝑆 − 𝑝1)
+ = −𝑐+ Pr(𝑋2 − 𝑝2 > (𝜉*𝑆 − 𝑝1)

+)[𝑋2 − 𝑝2|𝑋2 − 𝑝2 ≥ (𝜉*𝑆 − 𝑝1)
+]

+Pr(𝑋2 − 𝑝2 ≤ (𝜉*𝑆 − 𝑝1)
+) * (𝜉*𝑆 − 𝑝1)

+ (3.10)

where (𝜉*𝑆 − 𝑝1)
+ = max{𝜉*𝑆 − 𝑝1, 0}.

We solve for 𝜉*𝑆 and the optimal prices by discussing whether 𝜉*𝑆 ≥ 𝑝1 or 𝜉*𝑆 < 𝑝1,

and whether 𝑝2 − 𝑝1 + 𝜉*𝑆 ≥ 1 or 𝑝2 − 𝑝1 + 𝜉*𝑆 < 1. We find that for all search cost

𝑐 ∈ [0, 1/2], the stopping threshold is 𝜉*𝑆 = 1−
√
2𝑐, the optimal case is 𝜉*𝑆 ≥ 𝑝1, and

the two products’ optimal prices are equal, i.e., 𝑝*1 = 𝑝*2. When 𝑐 ≤ 𝑐𝑆𝑆 = 2/3−1/
√
3,

the firm can choosing the inner solution (i.e., 𝜉*𝑆 > 𝑝1) to optimize its profit. The

optimal prices are 𝑝*1 = 𝑝*2 = 1/
√
3 and the firm’s profit is 𝜋*

𝑆𝑆 = 2/(3
√
3). When

𝑐 > 𝑐𝑆𝑆, the firm has to lower the price to satisfy the boundary constraint (i.e.,

𝜉*𝑆 = 𝑝1). The optimal prices are 𝑝*1 = 𝑝*2 = 1 −
√
2𝑐 and the firm’s profit is 𝜋*

𝑆𝑆 =

(1 −
√
2𝑐)(2

√
2𝑐 − 2𝑐). Figure B-18(a) (blue line) plots the optimal prices and the
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firm’s profit.

3.3.2 Group search

Now we consider group search. The same as in the main model, we assume the group

has two parties (i.e., two consumers). They search together and will buy at most

one product together. For any decision, if the two members disagree, each member’s

choice has equal probability to be the group’s choice.

Fixed-sample strategy under group search

Similarly, we write down group members’ expected utility when searching one product

and when searching two products, and the firm’s profit function accordingly. In

equilibrium, when 𝑐 < 𝑐𝐺𝐹2, the firm charges 𝑝*1 = 𝑝*2 = 1/
√
3, the group searches

two products, and the firm’s profit is 𝜋*
𝐺𝐹 = 2/(3

√
3). When 𝑐 > 𝑐𝐺𝐹2, the group

searches only one product: in particular, if 𝑐𝐺𝐹2 < 𝑐 < 𝑐𝐺𝐹1, the firm sets 𝑝*1 = 1/2

and earns profit 𝜋*
𝐺𝐹 = 1/4, and if 𝑐 > 𝑐𝐺𝐹1, the firms set 𝑝*1 = (5−

√
1 + 48𝑐)/6 and

earns profit 𝜋*
𝐺𝐹 = (1 − 12𝑐 +

√
1 + 48𝑐)/9. When the group searches one product,

𝑝*2 can be any value higher than or equal to 𝑝*1. Figure B-18(b) (black line) plots the

optimal prices and firm’s profit.

Sequential strategy under group search

Suppose each group member 𝑗 votes to stop after searching the first product if and

only if 𝑋1𝑗 ≥ 𝜉*𝐺. We solve for the optimal stopping threshold as well as the optimal

prices and the firm’s profit. When 𝑐 < 𝑐𝐺𝑆1, the optimal scenario satisfies 𝜉*𝐺 ≥ 𝑝*1 =

𝑝*2, and the group can potentially search two products. In particular, when 𝑐 < 𝑐𝐺𝑆2,

the firm can choose the inner solution to optimize the profit (i.e., 𝑝*1 = 𝑝*2 < 𝜉*𝐺), and

when 𝑐𝐺𝑆2 < 𝑐 < 𝑐𝐺𝑆1, the firm needs to lower the prices to satisfy the boundary

conditions (i.e., 𝑝*1 = 𝑝*2 = 𝜉*𝐺). (The values of optimal prices are solved numerically.)

When 𝑐 > 𝑐𝐺𝑆1, 𝜉*𝐺 = 0, i.e., the group always stop after searching the first product.

That is why there is a price jump at 𝑐 = 𝑐𝐺𝑆1—the firm charges a higher optimal
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price when the group searches only one product. In this range, the optimal prices

and firm’s profit under group sequential search is the same as in group fixed-sample

search. The optimal prices and firm’s profit is plotted in Figure B-18(b) (blue line).

3.3.3 Implications

We first compare the optimal prices and the firm’s profit under the two strategies in

single agent search (Figure B-18(a)). The two strategies lead to the same prices and

profit when 𝑐 ≤ 𝑐𝑆𝐹2. The firm can charge a higher price under the sequential strategy

than under the fixed-sample strategy when 𝑐𝑆𝐹2 < 𝑐 < 𝑐𝑆𝐹1. This is because under

the fixed-sample strategy the firm needs to lower the price to induce the consumer

to search two products. Even when the two strategies set the same price (when 𝑐 >

𝑐𝑆𝐹1), the firm’s profit is still higher under the sequential strategy because the fixed-

sample strategy commits to searching only one product in this range, whereas under

the sequential strategy, there is still some chance that the consumer will search two

products and thus will be more likely to purchase. Therefore, for single-agent search,

the flexibility advantage of the sequential strategy not only benefits the consumer,

but also benefits the firm.

Comparing group search to single-agent search, we find that the firm’s profit is

lower in group search for both strategies. Thus, the preference inconsistency between

group members not only hurts group members’ utility, but also hurts the firm’s profit.

This is because the firm needs to set a lower price to induce the group to search, and

also because the preference inconsistency makes the group less likely to purchase.

Both effects hurt the firm’s profit.

More importantly, we compare the two strategies under group search. The fixed-

sample strategy leads to higher optimal prices when the search cost is very small

(𝑐 < 𝑐𝐺𝐹2) or relatively large (𝑐0 < 𝑐 < 𝑐𝐺𝑆1), where 𝑐0 denotes the cross point of the

black line and the blue line in Figure B-18(b). The fixed-sample strategy also leads

to higher profit than the sequential strategy when 𝑐 < 𝑐𝐺𝐹2, has a lower profit when

𝑐𝐺𝐹2 < 𝑐 < 𝑐𝐺𝑆1. Their profits become the same when 𝑐 > 𝑐𝐺𝑆1. We analyze the

underlying intuition below.

92



When 𝑐 < 𝑐𝐺𝐹2, the group commits to searching two products under the fixed-

sample strategy and the firm is able to charge the optimal price accordingly; under the

sequential strategy, the group never commits to searching two products, and therefore

the firm needs to lower the price to encourage the group to search two products. Thus,

the optimal prices and the firm’s profit is lower under the sequential strategy than

under the fixed-sample strategy when 𝑐 < 𝑐𝐺𝐹2. When 𝑐𝐺𝐹2 < 𝑐 < 𝑐𝐺𝑆1, the group

commits to searching only one product under the fixed-sample strategy, but is still

possible to search two products under the sequential strategy, so there exists a range

(𝑐0 < 𝑐 < 𝑐𝐺𝑆1) in which the optimal prices are lower under the sequential strategy

than under the fixed-sample strategy. However, the firm’s profit is higher under the

sequential strategy since the group may still search two products. When 𝑐 > 𝑐𝐺𝑆1,

the group will only search one product under both strategies, so the firm sets the

same prices and earns the same profit under two strategies.

To summarize, when consumers search individually, the firm always earn a higher

profit under the sequential strategy, whereas when consumers search as a group and

the search cost is small, the firm can earn a higher profit under the fixed-sample

strategy than under the sequential strategy.

Suppose the firm can determine which search strategy consumers adopt by ma-

nipulating how it provides product offerings to consumers—i.e., asking consumers to

determine how many products to search ex ante (fixed-sample strategy) or allowing

consumers to decide whether to continue searching in the searching process (sequen-

tial strategy). Then if the consumers search and make a decision individually, the firm

should always induce consumers to follow the sequential search strategy. However,

for consumers who search and make a decision together as a group, the firm should

ask the group to follow the fixed-sample strategy when the search cost is small, and

allow them to follow the sequential strategy otherwise.
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3.4 Extensions

3.4.1 Recall Not Allowed in Sequential Strategy

In the main model, we assume recall is allowed in sequential strategy. In this sub-

section, we consider an extension in which recall is not allowed in the sequential

strategy.

In a two-period group sequential search without recall, if the group continues

searching, the group will have to take the second product since they cannot get back

to choose the first product, so both members’ expected value of continuing search

given (𝑋1𝐴, 𝑋1𝐵) = (𝑥1𝐴;𝑥1𝐵) is 𝑉 (𝑥1𝐴;𝑥1𝐵) = 𝐸[𝑋]− 𝑐 for any value of (𝑥1𝐴;𝑥1𝐵).

Following the same logic in Section 3.2.3, 𝜉*𝐺𝑛𝑟 = 𝐸𝑋1𝑗
[𝑉 (𝜉*𝐺𝑛𝑟, 𝑋1𝑗)] still holds here,

where 𝜉*𝐺𝑛𝑟 represents the optimal stopping threshold and “nr" means “no recall.”

Then we can solve that the optimal threshold is 𝜉*𝐺𝑛𝑟 = 𝐸[𝑋]− 𝑐 = 𝜇− 𝑐. Plugging

in the value of 𝜉*𝐺𝑛𝑟 and 𝑉 (𝑥1𝐴;𝑥1𝐵) to the equation of expected utility as given by

Equation (3.8), we can get that

𝐸𝑈*
𝐺𝑆𝑛𝑟 = 𝜇− 𝑐+

𝑑

8

(︂
1− 4

𝑐

𝑑
+ 3

(︁ 𝑐
𝑑

)︁2
)︂

(3.11)

Comparing Equation (3.11) with Equation (3.4), we can get the following result.

Proposition 3. Suppose product values are i.i.d. and follow a uniform distribution

𝑈 [𝜇− 𝑑, 𝜇+ 𝑑]. For a two-member two-period group search, the fixed-sample strategy

leads to higher expected utility than the sequential strategy (without recall) when the

unit search cost is small enough (𝑐/𝑑 < 𝑡1𝑛𝑟 = (
√
5− 2)/3 ≈ 0.079), or large enough

(𝑐/𝑑 > 𝑡2𝑛𝑟 = 1/3).

Proposition 2 and Proposition 3 tell us that no matter recall is allowed or not in

the sequential strategy, the fixed-sample strategy can work better than the sequential

strategy when search cost is small enough or large enough. Further comparing Propo-

sition 3 with Proposition 2, we get the follow corollary For two-member two-period

group search, 𝑡1 < 𝑡1𝑛𝑟, 𝑡2 > 𝑡2𝑛𝑟. That is, the fixed-sample strategy is preferable to
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the sequential strategy without recall in a larger range of search cost than when it is

compared to sequential strategy with recall.

This result is intuitive. When recall is not allowed in the sequential strategy, the

flexibility advantage of sequential strategy is reduced because the search agents do

not have the option to choose the first product any more once they decide to continue

searching, and therefore the fixed-sample strategy is able to dominate the sequential

strategy in a larger parameter space.

3.4.2 Alternative Distribution Assumption: Normal Distribu-

tion

In the main model, we assume product values 𝑋𝑖𝑗 are i.i.d. and follow a uniform

distribution. Now we consider an extension of alternative distribution. In particular,

we assume product values are i.i.d. and follow a uniform distribution 𝑁(𝜇, 𝜎2), which

is also a commonly seen distribution assumption in search literature (e.g., [34, 106,

170]). The other assumptions are the same as in the main model.

For the fixed-sample strategy, the expected utility is 𝐸𝑈𝐺𝐹 (𝑁𝐺𝐹 = 1) = 𝜇 − 𝑐 if

the group searches one product, and is 𝐸𝑈𝐺𝐹 (𝑁𝐺𝐹 = 2) = 1/2𝐸𝑚𝑎𝑥(2)+1/2[𝑋]−2𝑐 =

𝜇 + 𝜎/(2
√
𝑝𝑖) − 2𝑐, where 𝐸𝑚𝑎𝑥(2) = 𝜇 + 𝜎/

√
𝑝𝑖 based on the result of [132]. Thus,

𝑁*
𝐺𝐹 = 2 if 𝑐 < 𝜎/(2

√
𝑝𝑖), and 𝑁*

𝐺𝐹 = 1 otherwise. For the sequential strategy, we

follow the same analysis as in Section 3.2.3, but we are not able to given a closed-

form solution to the optimal stopping threshold 𝜉*𝐺 under the normal distribution.

We assume product values follow the standard normal distribution, and numerically

solve for the optimal stopping threshold 𝜉*𝐺 and the expected utility 𝐸𝑈*
𝐺𝑆.

Figure B-19 shows the difference in expected utility between the two strategies,

𝐸𝑈*
𝐺𝐹 − 𝐸𝑈*

𝐺𝑆, under the standard normal distribution. We can see that our main

result still holds: there exist two threshold 𝑐1, 𝑐2 that when the search cost is very

small (𝑐 < 𝑐1) or relatively large (𝑐 > 𝑐2), the fixed-sample strategy leads to a higher

expected utility than the sequential strategy. Under the standard normal distribution,

𝑐1 ≈ 0.102 and 𝑐2 ≈ 0.818.
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3.4.3 Alternative Voting Rules

In the main model, we essentially assume the group adopts the majority rule in voting.

The majority rule is a quota rule with 𝛼 = 0.5.17 In this subsection, we follow [3] and

consider the quota rule with different 𝛼. In particular, we consider the unanimity

rule and “one-is-enough” rule. For the sequential strategy, the unanimity rule (i.e.,

quota rule with 𝛼 = 1) means that the group will stop search (𝑁𝐺𝑆 = 1) only when

both group members agree, and will continue search (𝑁𝐺𝑆 = 2) otherwise. For the

fixed-sample strategy, to make it comparable to the sequential strategy, we assume

that the group will search one product if and only if both members vote to search one

product, and will search two products otherwise. Under the sequential strategy, the

“one-is-enough” rule means that the group will stop search (𝑁𝐺𝑆 = 1) as long as one

group member votes to stop, and will continue search only when no group member

votes to stop. Under the fixed-sample strategy, comparably, we assume that the group

will search two products only when both members vote for 𝑁𝐺𝐹 = 2, and will search

one product otherwise. For both the sequential and the fixed-sample strategies, if the

group have decided to search two products and need to vote between the two searched

products, we following the same voting rule as in the main model.

For the fixed-sample strategy, changing the rule for determining 𝑁𝐺𝐹 does not

affect the 𝑁*
𝐺𝐹 in equilibrium, because by symmetry, the two group members will

vote for the same 𝑁𝐺𝐹 in equilibrium. Thus, no matter they adopt the unanimity

rule or the “one-is-enough” rule, the number of products to search in equilibrium is

the same as in the main model, and then the expected utility in equilibrium will also

be the same as in the main model. Below we are going to analyze the expected utility

under the sequential strategy if the group adopt the two rules, respectively.

Unanimity Rule: Suppose the group takes the unanimity rule in the sequential

strategy, which means that the group will stop searching only when group members

vote to stop. After searching the first product, member A’s expected value of con-

17[3] assume the group adopt the “quota rule” when deciding whether to stop or continue searching,
meaning that the group will stop at a candidate if at least 𝛼𝑁 members (out of 𝑁 group members)
agree to stop (they assume no recall for sequential search), and they consider how group members’
utility changes with 𝛼.
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tinuing search 𝑉 (𝑥1𝐴;𝑥1𝐵) is the same as in the main model since what may happen

after continuing search is the same. We show in Appendix that the optimal stopping

threshold satisfies 𝜉*𝐺𝑈 = 𝐸[𝑉 (𝜉*𝐺𝑈 , 𝑋𝐵)|𝑋𝐵 ≥ 𝜉*𝐺𝑈 ] (the subscript 𝑈 represents the

unanimity voting rule).

“One-is-enough” Rule: Suppose the group takes the “one-is-enough” voting rule

in the sequential strategy, which means that the group will stop searching as long as

one group member votes to stop. Similarly as above, 𝑉 (𝑥1𝐴;𝑥1𝐵) is the same as in

the main model. The optimal stopping threshold satisfies 𝜉*𝐺𝑂 = 𝐸[𝑉 (𝜉*𝐺𝑂, 𝑋𝐵)|𝑋𝐵 <

𝜉*𝐺𝑂] (the subscript 𝑂 stands for the “one-is-enough” voting rule).

Based on the analysis above, we solve for the optimal stopping thresholds 𝜉*𝐺𝑈 , 𝜉
*
𝐺𝑂

and group members’ expected utilities 𝐸𝑈*
𝐺𝑆𝑈 , 𝐸𝑈*

𝐺𝑆𝑂, and get the following result.

Proposition 4. Suppose product values are i.i.d. and follow a uniform distribution

𝑈 [𝜇− 𝑑, 𝜇+ 𝑑]. For a two-member two-period group search,

1. If the group take the unanimity voting rule, the fixed-sample strategy leads to a

higher expected utility than the sequential strategy when the unit search cost is

large enough (𝑐/𝑑 ∈ (𝑡𝑢, 3/4), where 𝑡𝑢 ≈ 0.289), and leads to a lower expected

utility when 𝑐/𝑑 ∈ (0, 𝑡𝑢).

2. If the group take the “one-is-enough” voting rule, the fixed-sample strategy leads

to a higher expected utility than the sequential strategy when the unit search cost

is small enough (𝑐/𝑑 ∈ (0, 𝑡𝑜), where 𝑡𝑜 ≈ 0.044), and leads to a lower expected

utility when 𝑐/𝑑 ∈ (𝑡𝑜, 1).

Figure B-20 shows how the expected utility of fixed-sample strategy compares to

that of sequential strategy under unanimity voting rule (𝐸𝑈*
𝐺𝐹 −𝐸𝑈*

𝐺𝑆𝑈) and under

“one-is-enough” voting rule (𝐸𝑈*
𝐺𝐹 −𝐸𝑈*

𝐺𝑆𝑂), and we can clearly observe the results

given by Proposition 4.

The intuition is as follows. If the group takes the unanimity rule, the group is less

likely to stop since both members need to agree in order to stop. Recall that in the

main model, the reason why group sequential search performs worse than group fixed-

sample search when search cost is very small is because of a larger “sacrifice effect”.
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Now under the unanimity rule, the expected number of products to search becomes

larger than in the main model—it becomes harder for the group to stop because both

members need to agree, and therefore the sacrifice effect becomes smaller. Then the

advantage of fixed-sample strategy at small search cost disappears. In contrast, when

the search cost is large, over-search becomes costly and group sequential search under

unanimity rule becomes even more likely to over-search compared to the main model.

Thus, the sequential strategy performs worse than the fixed-sample strategy when

the search cost is large enough (𝑐/𝑑 > 𝑡𝑢), and this range is larger than in the main

model (𝑡𝑢 < 𝑡2).

If the group takes the “one-is-enough” rule, the group is more likely to stop be-

cause the group stops searching as long as one group member votes to stop. Then

the expected number of products to search is smaller compared to the main model,

meaning that the sacrifice effect becomes even larger when the search cost is small.

Therefore, the fixed-sample strategy performs better than the sequential strategy

when the search cost is very small (𝑐/𝑑 < 𝑡𝑜), and this is a larger range of search cost

than in the main model (𝑡𝑜 > 𝑡1). In contrast, when the search cost is large, group

sequential search is less likely to over-search under the “one-is-enough” rule, and thus

the commitment power of fixed-sample strategy cannot win the flexibility advantage

of sequential strategy anymore in this range of search cost.

Focusing on group sequential search, [3] find that unanimity voting rule can be

optimal when group members are patient enough (equivalent to small enough search

cost in our setting), and the optimal number of votes needed to stop decreases as

group members become less patient (equivalent to larger search cost in our setting).

Our result here echoes the findings in [3], but we also take fixed-sample strategy into

consideration. In our main model, we show that under the commonly used plurality

rule (or majority rule), the sequential strategy performs worse than the fixed-sample

strategy when the search cost is small enough or large enough due to preference

inconsistency between group members, and the fixed-sample strategy mitigates the

preference inconsistency problem because it can commit on the number of products to

search. In this extension, we show that the sequential strategy can overcome the pref-
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erence inconsistency problem by taking a stricter voting rule (the unanimity voting

rule) when the search cost is small, or taking a less strict voting rule (the “one-is-

enough” voting rule) when the search cost is large. In other words, if the voting rule

can be endogenously determined according to the search cost, than the sequential

strategy still dominates the fixed-sample strategy because it has the flexibility ad-

vantage and the preference inconsistency problem can be mitigated by choosing the

proper voting rule—this can be considered as a boundary condition for our findings.

However, if the voting rule is exogenously determined, the fixed-sample strategy can

perform better than the sequential strategy when the search cost is small enough

or large enough (under the plurality/majority voting rule), when the search cost is

small enough (under the “one-is-enough” voting rule), or when the search cost is large

enough (under the “unanimity” voting rule).

3.5 Concluding Remarks

In this paper, we build a two-member two-period model to show that when people

search and make a decision together as a group, they can benefit from making a

commitment on the number of products to search when the search cost is very small

or relatively large, because the commitment mitigates the preference inconsistency

problem in group search. We further consider the case in which consumers can observe

product prices before search and the firm sets product prices endogenously. We find

that when consumers search as a group, the firm can benefit from letting consumers

make a commitment on the number of products to search when the search cost is

small. We also consider several extensions to the main model to show the robustness

and boundary conditions of our finding.

This paper has several limitations. First, for analytical tractability, we assume

that the group has two members, and they can search for at most two periods (prod-

ucts). Given that recall is allowed in the sequential strategy, a model with more

than two group members or more than two time periods will be very complicated

and have no analytical solutions. We allow recall in the sequential strategy to make
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the sequential strategy comparable to the fixed-sample strategy, and because of this

assumption, we have to sacrifice the generalizability of the model to some extent. But

this model can already capture the key trade-off between the fixed-sample strategy

and the sequential strategy, and allow us to make our point. Second, since we need

to compare the expected utility between the two search strategies, we have to make

specific distribution assumptions for product values. Our extension shows that the

key result also holds under the normal distribution assumption, which is also a typical

distribution assumption in search literature. We want to re-emphasize that the focus

of this paper is to make a point that the fixed-sample strategy can perform better

than the sequential strategy under group search because of the commitment device.

The exact region for the fixed-sample strategy to work better may depend on the

problem setting (for example, the voting rule).

Our results have real-world implications in several dimensions. First, we provide

a general guidance that a group may consider making a commitment on the search

intensity if they need to search and make a decision together. Second, our results

shed light on how a seller should guide consumers to search when consumers are

involved in group search and purchase decisions. Last but not least, the results can

help us understand some empirical facts. For example, why some empirical evidence

suggests that consumers are conducting fixed-sample search, and why employers often

use the fixed-sample strategy to search job candidates, as what we often observe in

the academic job market.

There are several potential directions for future researches. First, researchers can

further investigate the group search strategy under more general assumptions. For

example, it can interesting to know when group members should search together, and

when group members can search individually first and then share their findings.18

Second, it will be interesting to further investigate firm’s optimal strategies when

consumers are searching as a group. The third is to empirically test whether con-

sumers are searching as a group and test which search strategy is used in a group

search setting.

18We thank anonymous reviewers for this comment.
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Appendix A

Tables

Table A.1: Summary Statistics of Salesperson and Customer Traits.

Variable Mean # Types Most Frequent Type
Salesperson Traits (𝑁 = 12,149)
Age (When Joining Company) 38 45 37
Gender (Female = 1) 0.74 2 1
Education - 7 High School
Home Province - 33 Hebei
Branch Served - 25 Hebei
Title in Company - 7 Entry Level
Years Worked at Company 1.4 7 1
Whether Referred to Join (Referred = 1) 0.98 2 1
Whether Left Company (Left = 1) 0.1 2 0
Customer Traits (𝑁 = 409,840)
Age (at Time of Transaction) 38 64 32
Gender (Female = 1) 0.58 2 1
Marital Status - 4 Married
Occupation - 1100 Farmer
Relationship with the Insured - 26 Self
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Table A.2: Prediction Accuracy.

Recommender System MSE
(1) (2)

All Test Data Positive Sales
Deep Learning — Missing Excluded 139.84*** 101.92***
Deep Learning — Linear Activation 100.91*** 100.56
Deep Learning — Augmented (Our Method) 100 100
# Observations 272,138 24,169

Notes. Each observation is a salesperson-customer dyad in the test data. Significance pertains
to comparison with our method. *** 𝑝 < 0.01.
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Table A.3: Recommendation Quality.

Recommender System # Recommendations
1 2 3

F1-Score
Non-Personalized Recommender System 0.044*** 0.075*** 0.105***
Deep Learning — Missing Excluded 0.025*** 0.044*** 0.058***
Deep Learning — Linear Activation 0.074*** 0.122*** 0.155***
Deep Learning — Augmented (Our Method) 0.081 0.132 0.165

NDCG
Non-Personalized Recommender System 0.241*** 0.305*** 0.351***
Deep Learning — Missing Excluded 0.140*** 0.187*** 0.215***
Deep Learning — Linear Activation 0.371*** 0.452*** 0.481***
Deep Learning — Augmented (Our Method) 0.385 0.462 0.490
# Observations 2,430 2,430 2,430

Notes. Each observation is a salesperson in the test data. Significance pertains to comparison
with our method. *** 𝑝 < 0.01.
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Table A.4: Recommendation Quality by Salesperson Experience (One Customer
Type Recommended).

Recommender System Years Worked at Company
0 1 2-6

F1-Score
Non-Personalized Recommender System 0.046*** 0.046*** 0.041***
Deep Learning — Missing Excluded 0.023*** 0.025*** 0.027***
Deep Learning — Linear Activation 0.081*** 0.074*** 0.070***
Deep Learning — Augmented (Our Method) 0.085 0.085 0.074

NDCG
Non-Personalized Recommender System 0.126*** 0.209*** 0.361***
Deep Learning — Missing Excluded 0.065*** 0.107*** 0.231***
Deep Learning — Linear Activation 0.220*** 0.298*** 0.560***
Deep Learning — Augmented (Our Method) 0.231 0.316 0.572
# Observations 671 884 875

Notes. Each observation is a salesperson in the test data. Significance pertains to comparison
with our method. *** 𝑝 < 0.01.
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Table A.5: Recommendation Quality by Salesperson Experience (Multiple Customer
Types Recommended).

Recommender System Years Worked at Company
0 1 2-6

When Two Customer Types Are Recommended
F1-Score

Non-Personalized Recommender System 0.072*** 0.076*** 0.076***
Deep Learning — Missing Excluded 0.038*** 0.043*** 0.051***
Deep Learning — Linear Activation 0.119*** 0.122*** 0.124***
Deep Learning — Augmented (Our Method) 0.127 0.138 0.131

NDCG
Non-Personalized Recommender System 0.179*** 0.273*** 0.434***
Deep Learning — Missing Excluded 0.095*** 0.150*** 0.296***
Deep Learning — Linear Activation 0.290*** 0.390*** 0.639***
Deep Learning — Augmented (Our Method) 0.299 0.404 0.646
When Three Customer Types Are Recommended

F1-Score
Non-Personalized Recommender System 0.093*** 0.105*** 0.115***
Deep Learning — Missing Excluded 0.046*** 0.056*** 0.069***
Deep Learning — Linear Activation 0.142*** 0.154*** 0.167***
Deep Learning — Augmented (Our Method) 0.147 0.170 0.174

NDCG
Non-Personalized Recommender System 0.223*** 0.321*** 0.478***
Deep Learning — Missing Excluded 0.117*** 0.177*** 0.329***
Deep Learning — Linear Activation 0.332*** 0.429*** 0.648***
Deep Learning — Augmented (Our Method) 0.336 0.442 0.657
# Observations 671 884 875

Notes. Each observation is a salesperson in the test data. Significance pertains to comparison with
our method. *** 𝑝 < 0.01.
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Table A.6: Importance of Salesperson and Customer Traits.

Variable Performance Measure
MSE F1 NDCG

Salesperson Traits
Facial Image 0.79 0.011 0.022
Age (When Joining Company) 1.33 0.023 0.078
Gender (Female = 1) 0.18 0.005 0.014
Education 0.34 0.003 0.011
Home Province 1.38 0.024 0.090
Branch Served 2.02 0.012 0.034
Title in Company 0.40 0.027 0.101
Years Worked at Company 1.09 0.005 0.010
Whether Referred to Join (Referred = 1) 0.00 0.000 0.000
Whether Left Company (Left = 1) 2.69 0.022 0.074
Customer Traits
Age (at Time of Transaction) 1.94 0.023 0.067
Gender (Female = 1) 0.14 0.016 0.050
Marital Status 0.80 0.042 0.155
Occupation 3.97 0.054 0.194
Relationship with the Insured 1.17 0.010 0.040
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Table A.8: Extensions to the Augmented Recommender System.

Recommender System Performance Measure
MSE F1-Score NDCG

Deep Learning — Augmented (Main Model) 100 0.081 0.385
Deep Learning — Probabilistically Missing Sales (Extension) 99.82 0.083*** 0.397***
Deep Learning — Heterogeneous Cost of Selling (Extension) 99.12*** 0.087*** 0.412**
# Observations 272,138 2,430 2,430

Notes. For MSE, each observation is a salesperson-customer dyad in the test data. For the F1-score
and NDCG, each observation is a salesperson in the test data. Significance pertains to comparison
with the main model. *** 𝑝 < 0.01, ** 𝑝 < 0.05.
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Table A.10: Constraints in Recent Targeted Marketing Papers.

Paper Problem Constraint Optimization
Algorithm

[22] Solicitations for charity No Constraints -

[112] Proactive retention cam-
paigns

Budget Constraint Greedy

[153] Promotions to prospective
customers

Budget Constraint Greedy

[182] Ranking for query-based
search

No Constraints -

[59] Pricing for a digital firm No Constraints -

[73] Coupons for retailer cus-
tomers

Budget Constraint Greedy

[179] Targeted discounts to retain
customers

No Constraints -
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Table A.11: Segments, Markets and Scenarios.

State A State B Both States
1,061,438 Customers 1,308,658 Customers 2,370,096 Customers

Number of Segments
3-digit Zip 10 14 24
4-digit Zip 53 77 130
5-digit Zip 208 264 472
Scenario
3-digit Zip S1 S4 S7
4-digit Zip S2 S5 S8
5-digit Zip S3 S6 S9
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Table A.12: Algorithms’ Performance Comparison.

Problem Setting Algorithm
Primal Simplex Dual Simplex Barrier Our Algorithm

Feasibility
S1 (State A + 3 digits) Yes Yes Yes Yes
S2 (State A + 4 digits) No Yes Yes Yes
S4 (State B + 3 digits) Yes Yes Yes Yes
S5 (State B + 4 digits) No No No Yes
S7 (All + 3 digits) No Yes Yes Yes

Computation Time (in seconds)
S1 (State A + 3 digits) 10992 474 378 211
S2 (State A + 4 digits) - 24700 13104 1984
S4 (State B + 3 digits) 35513 1697 766 3204
S5 (State B + 4 digits) - - - 126253
S7 (All + 3 digits) - 56823 24700 15317

Optimal Profits
S1 (State A + 3 digits) 100 100 100 100
S2 (State A + 4 digits) - 100 100 100
S4 (State B + 3 digits) 100 100 100 100
S5 (State B + 4 digits) - - - 100
S7 (All + 3 digits) - 100 100 100
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Table A.13: Summary Statistics of Targeting Vari-
ables.

Variable Mean Median Standard
Deviation

Single Family 0.808 1.000 0.394
Multi Family 0.188 0.000 0.391
Member Tier 5.365 5.000 2.476
Child 0.231 0.000 0.422
Female 0.317 0.000 0.465
Male 0.658 1.000 0.474
Home Value Tier 4.071 2.000 3.506
Family Number 2.491 2.000 1.691
Length of Residence 11.94 8.000 11.68
Income (in 1,000s) 63.83 50.00 52.46
Age 50.03 50.00 16.96
Age Type 0.824 1.000 0.381
Homeowner 0.663 1.000 0.473
Renter 0.243 0.000 0.429
Condo Owner 0.033 0.000 0.179
Residential 0.682 1.000 0.466
Condominium 0.305 0.000 0.172
Duplex 0.025 0.000 0.157
Apartment 0.002 0.000 0.047
Agricultural 0.009 0.000 0.096
Mobile Homes 0.025 0.000 0.155
Distance 10.84 8.095 8.183
Comp. Distance 9.240 6.433 7.664
3yr Response 0.121 0.994 0.205
Penetration Rate 0.093 0.069 0.071
F Flag 0.590 1.000 0.492
M Flag 0.280 0.000 0.449
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Appendix B

Figures

Figure B-1: A Typical Neural Network Structure.
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Figure B-2: Proposed Activation Function (Example of 𝑐 = 1).

𝑥
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1 2

1

2
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Figure B-3: Our Proposed Neural Network Structure.
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Figure B-4: Illustration of Face Embedding Derivation
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Figure B-6: Training and Validation Loss: Missing Values Excluded.
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Figure B-7: Training and Validation Loss: Linear Activation.
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Figure B-8: Training and Validation Loss: Augmented.
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Figure B-9: Proportion of New Salespeople Who Have Not Made Their First Sale.
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Figure B-10: Distribution of Customer Types for Each Customer Trait.
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Figure B-11: Most Salespeople Served Just A Few Customer Types.
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Figure B-12: Percentage of Salespeople Who Served Each Customer Type.
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Figure B-13: Number of Failures before the First Sale.

(a) All Salespeople (b) New Salespeople
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Figure B-14: Proportion of New Salespeople Who Have Not Made Their First Sale,
Revisited.

128



Figure B-15: Illustration of Differences between one-loop and two-loop iterations.
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Figure B-16: Illustration of Proposition 2: Comparing Expected Utilities under the
Two Strategies.
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Figure B-17: Illustration of Lemma 3.2.4 and Lemma 3.2.4.
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Figure B-18: Optimal Prices and Profit under Single Agent and Group Search.

(a) Single-Agent Search (b) Group Search
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Figure B-19: Comparing Expected Utilities of the Two Strategies under Standard
Normal Distribution Assumption.
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Figure B-20: Compare Fixed-Sample Strategy to Sequential strategy under Alterna-
tive Voting Rules.
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Appendix C

Chapter 1 Appendix

C.1 Details on the Augmented Recommender Sys-

tem

We implement the augmented recommender system using the Keras functional API.

The main components of the hidden layers in our augmented recommender system

are the embedding layer and the MLP.

The embedding of the categorical features is implemented through Keras Embed-

ding and the output embedding dimension is set as min{50,𝑚/2}, where 𝑚 is the

number of categories per feature ([98]). We derive the face embeddings using the

dlib library.1 The output is a 128-dimensional vector for each face. The pre-trained

network is a ResNet network with 29 convolutional layers, which is based on [91] with

fewer layers and filters. The network is trained on the Labeled Faces in the Wild

(LFW) dataset, which includes around 3 million images.2 We illustrate the deriva-

tion of face embeddings in Figure B-4. The embedding vector itself does not carry

interpretable information. But similar faces have smaller distances in the embedding

space.

Our MLP includes the now-common ReLU activation function in each layer ([67]).

We also use Dropout at each layer to prevent neural networks from overfitting and set
1http://blog.dlib.net/2017/02/high-quality-face-recognition-with-deep.html.
2http://vis-www.cs.umass.edu/lfw.
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the fraction of dropout at 0.5 ([156]). We use stochastic gradient descent and early

stopping ([142]) to obtain the number of epochs. The number of hidden layers is set at

two ([184]), while the number of units in each layer is derived through cross-validation.

For the “Deep Learning — Missing Excluded” benchmark, we minimize its valida-

tion loss (MSE) on the validation data that have positive sales records. This replicates

the construction of the optimal neural network underlying this benchmark.

Figure B-5 summarizes the neural network structure of our augmented recom-

mender system, the “Deep Learning — Augmented” model. The tenth input in Figure

B-5 is our facial embeddings derived using the dlib library.

While using the “Deep Learning — Augmented” method, we also need to fine-

tune the net cost of selling, 𝑐. We first obtain the lowest and highest predicted

values of sales revenue generated from the MLP. We evenly split the interval between

these two values to ten blocks and use the eleven endpoints as starting values of 𝑐

to train the neural network. We obtain the 𝑐 that generates the smallest MSE on

the validation data. We then take the two endpoints surrounding this 𝑐, use them to

define a new interval, evenly split this new interval to ten blocks, and use the eleven

new endpoints as new values of 𝑐 to train the neural network. We iterate this process

until convergence, defined as the MSE on the validation data ceasing to decrease or

the optimal 𝑐 ceasing to change (difference smaller than 0.00001).

Figures B-6, B-7, and B-8 respectively summarize the training and validation loss

across epochs for the “Deep Learning — Missing Excluded,” “Deep Learning — Linear

Activation,” and “Deep Learning — Augmented” methods. We scale the training loss

at epoch 1 to 100, following our confidentiality agreement with the company.

C.2 Recommended Customer Type by Salesperson

Trait

We present a simplified illustration of the output of our augmented deep learning

based recommender system. The actual output is at the individual-salesperson level.

136



To simplify presentation, we group salespeople based on their traits. We divide each

of the 10 salesperson traits into two levels. Specifically, for the non-binary traits,

we divide salespeople’s age when joining the company to below or weakly above

40, education to below or weakly above college, title in the company to entry level

or above, and years working at company to weakly below or above one year. For

salespeople’s home province and branch served, we focus on the two most frequent

types for either. These are Hebei and Jiangxi for salespeople’s home province and

Hebei and Jiangsu for branch served. Last, for facial image, we split the salespeople

into two groups using K-means clustering based on their facial embedding vector

values. This yields 20 scenarios (10 salesperson traits and two levels per trait). For

each of the 20 scenarios, we output the most recommended customer type using our

augmented recommender system. Table A.7 presents the results.

C.3 Proportion of New Salespeople Yet to Make Their

First Sale

Figure B-9 of the paper presents the proportion of new salespeople who have not made

their first sale as time goes by. We examine how a recommender system changes this

proportion. For each recommender system, we vary the number of recommended

customer types from one to three. Section 1.7 of the paper describes the calculation

in detail. We use block bootstrapping to test the statistical significance of differences

between recommender systems. Table A.9 presents the results. In all cases, our

method outperforms all benchmark recommender systems significantly (𝑝 < 0.01).
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Appendix D

Chapter 2 Appendix

D.1 Details of Algorithm 1

Let’s first define the mapping from (𝑥, 𝑦) to 𝑧. Recall that 𝜂 > 0 denotes the primal

step-size and 𝜏 > 0 the dual stepsize. Let’s introduce two new parameters 𝜔 > 0

and 𝜎 > 0 such that 𝜂 = 𝜎/𝜔 and 𝜏 = 𝜔𝜎. We call 𝜔 the primal weight and 𝜎 the

stepsize. Then we have:

||𝑧|| =
√︂

𝜔||𝑥||22 +
||𝑦||22
𝜔

.

To under the normalized duality gap decay condition, let’s first define the normal-

ized duality gap. The normalized duality gap with radius 𝑅 at 𝑣 = (𝑥, 𝑦) is defined

as

𝜌𝑅(𝑣) =
1

𝑅
max

𝑣∈{𝑣∈𝑉 :||𝑣−𝑣||≤𝑅}
{𝐿(𝑥, 𝑦)− 𝐿(�̂�, 𝑦)},

where 𝐿(𝑥, 𝑦) is the primal-dual form for a general primal-dual problem min𝑥∈𝑋 max𝑦∈𝑌 𝐿(𝑥, 𝑦)

and 𝑣 = (�̂�, 𝑦). The normalized duality gap decay condition referred in Algorithm 1

is defined as:

𝜌||𝑧𝑛,𝑡−𝑧𝑛,0||(𝑧
𝑛,𝑡) ≤ 0.5𝜌||𝑧𝑛,0−𝑧𝑛−1,0||(𝑧

𝑛,0).

Lastly, the algorithm convergence is defined as follows. Suppose 𝑍* is the set of

optimized solutions. Define dist(𝑧, 𝑍*) = inf𝑧∈𝑍* ||𝑧 − 𝑧|| and a tolerance level 𝜖.

Then the algorithm converges when dist(𝑧, 𝑍*) ≤ 𝜖.
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D.2 Profit Estimation and Prediction

The outcome for a customer as a function of the marketing action report the target-

ing variables we use to estimate the prediction model used to predict profit for each

household under each marketing action and control condition. To increase the preci-

sion of the profit prediction, we use all households in the two states (𝑁 = 2, 370, 096)

in this step. We use 𝑂𝑖 to denote all of these covariates for household 𝑖, 𝑊 𝑗
𝑖 denotes

the treated condition for marketing action 𝑗 = 1, ..., 5 and household 𝑖, and 𝑃 𝑗
𝑖 the

profit for marketing action 𝑗 = 0, 1, ..., 5 and household 𝑖. 𝑗 = 0 indicates the control

condition. Notice that for each household 𝑖, at most one 𝑊 𝑗
𝑖 can be equal to one.

Households allocated to the control condition will have all 𝑊 𝑗
𝑖 to be zero. We use

𝑃 𝑜𝑏𝑠
𝑖 to denote the observed profit for household 𝑖, which is the achieved profit under

the assigned treatment condition.

There exists many models we can use to achieve the profit prediction. Comparing

the differences between different models is not the goal of our paper, and we choose to

use LASSO with a full set of interactions to predict the profit given recommendations

from literature (e.g., [13, 153]). We first use all observed data and LASSO to estimate

the following model:

𝑃 𝑜𝑏𝑠
𝑖 = 𝑓(𝑊 𝑗

𝑖 , 𝑂𝑖) + 𝜖𝑖 = 𝛼 + 𝛽𝑊 𝑗
𝑖 + 𝛾𝑂𝑖 + 𝛿𝑊 𝑗

𝑖 𝑂𝑖 + 𝜖𝑖,

where 𝑊 𝑗
𝑖 𝑂𝑖 denotes a full interaction of treatment 𝑊 𝑗

𝑖 with all covariates 𝑂𝑖. LASSO

can help to select which covariates are important. Once we have an estimated model

𝑓(𝑊 𝑗
𝑖 , 𝑂𝑖), 𝑗 = 1, ..., 5, we can then derive predicted profit for each household under

each marketing action 𝑃 𝑗
𝑖 = 𝑓(𝑊 𝑗

𝑖 = 1,𝑊 𝑗′

𝑖 = 0, 𝑂𝑖) for 𝑗 = 0, 1, ..., 5 and 𝑗′ ̸= 𝑗.

This 𝑃 𝑗
𝑖 will be the 𝑟𝑗𝑖 in Equation 2.1. We simplify the estimation and prediction step

to focus on the optimization step for targeting with constraints problem. In Section

3.5, we discuss several interesting directions to think about the interaction between

prediction and optimization.

Other parameters in the constraints in Equation (2.1) are normally determined

by the firm given the needs. In Section 2.5.3, we offer one set of parameters in the
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constraints that make the problem feasible and non-trivial to validate the performance

of our method against the state-of-the-art solvers.

Table A.13 reports the summary statistics for all of the targeting variables we

use in the estimation and prediction model. The meaning of all variables are as

follows. Single (Multi) Family is a binary flag indicating whether the home is a single

(multi) family home. Member Tier is a tier assigned to each household by the retailer.

Lower tier indicates higher value. There are in total 10 tiers and we use binary flags

for the first 9 tiers in profit prediction. Child is a binary flag indicating whether the

household has a child. Female (Male) is a binary flag indicating whether the head

of the household is a female (male). There exists households that we don’t know the

gender of the head. Home Value Tier is an offered tier classification for estimated

household value. Higher tier implies higher value and households that do not have

estimated home value are in tier 11. There are in total 11 tiers and we use binary flags

for the first 10 tiers in profit prediction. Family Number is the number of persons in

the household. Length of Residence is the length of residence in current home. Income

is estimated household income. Age is the age of head of household. Age Type is a

binary flag indicating whether the age is estimated. Homeowner (Renter or Condo

Owner) is a binary flag indicating whether the household is a homeowner (renter or

condo owner). Residential (Condominium or Duplex or Apartment or Agricultural

or Mobile Homes) is a binary flag indicating the property type. Distance (Comp.

Distance) is the distance to nearest store for this retailer (competitors’ store). 3yr

Response is the carrier-route level average response rate to marketing activities of

this retailer in the last three years. Penetration Rate is the percentage of households

that are members in a ZIP code area. F (M ) Flag is a binary flag indicating whether

the retailer considers a ZIP code as “far" ("medium) from the retailer’s closet store.
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Appendix E

Chapter 3 Appendix

E.1 Proof of 𝜉*𝐺 = 𝐸𝑋1𝐵
[𝑉 (𝜉*𝐺, 𝑋1𝐵)] in Group Sequen-

tial Search

When 𝑋1𝐴 = 𝜉𝐺, if A votes to stop, her expected value is Pr(𝑋1𝐵 ≥ 𝜉′𝐺) * 𝜉𝐺 +

Pr(𝑋1𝐵 < 𝜉′𝐺) * (𝜉𝐺/2 + 𝐸[𝑉 (𝜉𝐺, 𝑋1𝐵/2)|𝑋1𝐵 < 𝜉′𝐺]), and if A votes to continue, her

expected value is Pr(𝑋1𝐵 ≥ 𝜉′𝐺) * (𝜉𝐺/2 + 𝐸[𝑉 (𝜉𝐺, 𝑋1𝐵)|𝑋1𝐵 ≥ 𝜉′𝐺]/2) + Pr(𝑋1𝐵 <

𝜉′𝐺) * 𝐸[𝑉 (𝜉𝐺, 𝑋1𝐵)|𝑋1𝐵 < 𝜉′𝐺]). At the optimal stopping threshold, her expected

value of voting to stop should be equal to her expected value of voting to continue.

Rearranging the equation, we can get 𝜉*𝐺 = Pr(𝑋1𝐵 ≥ 𝜉′𝐺) * 𝐸[𝑉 (𝜉𝐺, 𝑋1𝐵)|𝑋1𝐵 ≥

𝜉′𝐺])+Pr(𝑋1𝐵 < 𝜉′𝐺)*𝐸[𝑉 (𝜉𝐺, 𝑋1𝐵)|𝑋1𝐵 < 𝜉′𝐺]) = 𝐸𝑋1𝐵
[𝑉 (𝜉*𝐺, 𝑋1𝐵)]. We notice that

this equation does not depend on the value of member B’s stopping threshold 𝜉′𝐺.

E.2 Proof of Proposition 2:

Fixed-Sample vs. Sequential in Group Search

First, let’s look at the difference between the expected utility under the fixed-

sample strategy versus under the sequential strategy. Denote 𝑡 = 𝑐/𝑑, and 𝑔(𝑡) ≡

(𝐸𝑈*
𝐺𝐹 − 𝐸𝑈*

𝐺𝑆)/𝑑 = (2 + 24𝑡−
√
3 + 8𝑡− 20𝑡

√
3 + 8𝑡)/48 when 𝑡 ∈ [0, 1/6), 𝑔(𝑡) =

(−6 + 72𝑡 −
√
3 + 8𝑡 − 20𝑡

√
3 + 8𝑡)/48 when 𝑡 ∈ [1/6, 3/4), and 𝑔(𝑡) = 0 when

143



𝑡 ∈ [3/4, 1]. We notice that 𝑔(0) = 𝑑/48(2 −
√
3) > 0, 𝑔(𝑡) strictly decreases in 𝑡 on

𝑡 ∈ [0, 1/6),1 and 𝑔(1/6) = 𝑑(6 − 13
√︀

13/3/3)/48 < 0. Thus, there exists a unique

𝑡1 ∈ (0, 1/6) such that 𝑔(𝑡1) = 0 and 𝑔(𝑡) > 0 for any 𝑡 ∈ (0, 𝑡1). We solve that

𝑡1 = 1/400(−9+
√
281) ≈ 0.019. On 𝑡 ∈ [1/6, 3/4), 𝑔(𝑡) first increases then decreases

in 𝑡,2 and ℎ(3/4) = 0. There exists a unique 𝑡2 such that ℎ(𝑡2) = 0 and ℎ(𝑡) > 0 for

any 𝑡 ∈ (𝑡2, 1). We solve that 𝑡2 = (79 + 3
√
449)/400 ≈ 0.356.

E.3 Compare the Expected Value and Search Cost

in Fixed-Sample vs. Sequential in Group Search

First, we compare the expected search cost under the two strategies.

Based on the analysis in Section 3.2.2, under the fixed-sample strategy, the search

cost is 2𝑐 when 𝑐/𝑑 < 1/6, and 𝑐 when 𝑐/𝑑 ≥ 1/6. Based on the analysis in Section

3.2.3, the expected search cost under the sequential strategy is 𝑐(5−
√︀

3 + 8𝑐/𝑑)/2 for

𝑐/𝑑 ≤ 3/4, and is 𝑐 when 𝑐/𝑑 ∈ (3/4, 1]. It is easy to see that 𝑐 < 𝑐(5−
√︀

3 + 8𝑐/𝑑)/2 <

2𝑐.

Second, we compare the expected value of the selected product under the two

strategies.

The expected value of the selected product under the fixed-sample strategy is

𝜇 + 𝑑 * 𝑡/6 when 𝑡 < 1/6 and 𝜇 when 𝑡 ≥ 1/6. The expected value of the selected

product under the sequential strategy can be calculated using the expected utility plus

the expected search cost, which equals 𝜇+𝑑(6−4𝑡
√
3 + 8𝑡+

√
3 + 8𝑡) for 𝑡 ∈ [0, 3/4],

and is 𝜇 for 𝑡 ∈ (3/4, 1]. Then, the difference in the expected value of the selected

products between the fixed-sample strategy and the sequential strategy is 𝐷𝑉 =

𝑑(2+4𝑡
√
3 + 8𝑡−

√
3 + 8𝑡)/48 when 𝑡 ≤ 1/6, 𝐷𝑉 = 𝑑(−6+4𝑡

√
3 + 8𝑡−

√
3 + 8𝑡)/48

when 𝑡 ∈ (1/6, 3/4], and 𝐷𝑉 = 0 for 𝑡 ∈ (3/4, 1]. It is easy to verify that, within each

region, 𝐷𝑉 increases with 𝑡 (the expected value for fixed-sample strategy is constant

1On 𝑡 ∈ [0, 1/6), 𝑔′(𝑡) = 1/48(24−4/
√
3 + 8𝑡−(80𝑡)/

√
3 + 8𝑡−20

√
3 + 8𝑡 < 1/48(24−20

√
3) < 0.

2𝑔′(𝑡) is positive when 1/6 < 𝑡 < 1/150(14 + 3
√
519) ≈ 0.549, and is negative when 1/150(14 +

3
√
519) < 𝑡 ≤ 1.
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within each region, and the expected value for sequential strategy decreases with 𝑐/𝑑).

When 𝑡 = 0, 𝐷𝑉 = 𝑑(2 −
√
3)/48 > 0, so 𝐷𝑉 > 0 for 𝑡 ∈ [0, 1/6). When 𝑡 = 3/4,

𝐷𝑉 = 0, so 𝐷𝑉 < 0 for 𝑡 ∈ [1/6, 3/4].

E.4 Proof of Lemma 3.2.4:

Fixed-Sample vs. Sequential in Single-Agent Search

For the problem of two-period single-agent search, all the assumptions are the same

as in our main model for group search except that there is only one decision maker.

Under the fixed-sample strategy, the decision maker chooses the number of prod-

ucts to search 𝑛 ∈ {1, 2} to maximize her expected utility 𝐸𝑈𝑆𝐹 (𝑛) = 𝐸max(𝑛)− 𝑐𝑛.

Comparing 𝐸𝑈𝑆𝐹 (1) = 𝜇 − 𝑐 and 𝐸𝑈𝑆𝐹 (2) = 𝜇 + 𝑑/3 − 2𝑐, we get that the opti-

mal number of products search is 𝑁*
𝑆𝐹 = 1 when 𝑐/𝑑 ≥ 1/3 and 𝑁*

𝑆𝐹 = 2 when

𝑐/𝑑 < 1/3. Then the expected utility is 𝐸𝑈*
𝑆𝐹 ≡ 𝐸𝑈𝑆𝐹 (𝑁

*
𝑆𝐹 ) = 𝜇−𝑐 when 𝑐/𝑑 ≥ 1/3

and 𝐸𝑈*
𝑆𝐹 = 𝜇 + 𝑑/3 − 2𝑐 when 𝑐/𝑑 < 1/3. We denote 𝑡𝑆𝐹 = 1/3, which means

the cutoff value of 𝑐/𝑑 that single-agent fixed-sample search changes from searching

two products to searching one product. Under the sequential strategy, the optimal

stopping threshold should be equal to the expected value of continuing search, i.e.,

𝜉*𝑆 = −𝑐+(1−𝐹 (𝜉*𝑆))𝐸[𝑋|𝑋 ≥ 𝜉*𝑆]+𝐹 (𝜉*𝑆)𝜉
*
𝑆. Solving this equation, we get the opti-

mal stopping threshold 𝜉*𝑆 = 𝜇+ 𝑑− 2
√
𝑐𝑑. Then the expected utility is 𝐸𝑈𝑆𝑆(𝜉

*
𝑆) =∫︀ 𝜉*𝑆

𝜇−𝑑
𝑉 (𝑥1)𝑓(𝑥1) 𝑑𝑥1 +

∫︀ 𝜇+𝑑

𝜉*𝑆
𝑥1𝑓(𝑥1) 𝑑𝑥1 − 𝑐, where 𝑉 (𝑥1) means the expected value

of continuing search when the first draw is 𝑥1. We can calculate that 𝑉 (𝑥1) =

−𝑐+
∫︀ 𝑥1

𝜇−𝑑
𝑥1𝑓(𝑥2) 𝑑𝑥2+

∫︀ 𝜇+𝑑

𝑥1
𝑥2𝑓(𝑥2) 𝑑𝑥2 = −𝑐+[𝜇2+2𝜇(𝑑−𝑥1)+(𝑥1+𝑑)2]/(4𝑑). Plug-

ging this into 𝐸𝑈𝑆𝑆(𝜉
*
𝑆), we get that 𝐸𝑈*

𝑆𝑆 ≡ 𝐸𝑈𝑆𝑆(𝜉
*
𝑆) = 𝜇+𝑑/3−2𝑐+2/3*𝑐

√︀
𝑐/𝑑.

The expected utilities under the fixed-sample strategy and under the sequential strat-

egy have been shown in the paper. We now compare the expected utilities under these

two strategies. When 𝑐/𝑑 ∈ (0, 1/3), 𝐸𝑈*
𝑆𝑆 −𝐸𝑈*

𝑆𝐹 = 2/3 * 𝑐
√︀
𝑐/𝑑 > 0. When 𝑐/𝑑 ∈

[1/3, 1), 𝐸𝑈*
𝑆𝑆−𝐸𝑈*

𝑆𝐹 = 𝑑/3(1−3𝑐/𝑑+2𝑐/𝑑
√︀

𝑐/𝑑) = 𝑑/3(1−
√︀
𝑐/𝑑)2(2

√︀
𝑐/𝑑+1) > 0.

Thus, we get the first claim in Lemma 3.2.4: for a two-period single-agent search, the
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sequential strategy (with recall) always dominates the fixed-sample strategy.

Given the formula of 𝐸𝑈*
𝑆𝑆 −𝐸𝑈*

𝑆𝐹 , it is easy to see that 𝐸𝑈*
𝑆𝑆 −𝐸𝑈*

𝑆𝐹 equals 0

when 𝑐 = 0, increases in 𝑐 when 𝑐 ∈ (0, 𝑑/3), decreases in 𝑐 when 𝑐 ∈ (𝑑/3, 𝑑),3 and

becomes 0 again when 𝑐 = 𝑑. This is the fourth claim in Lemma 3.2.4.

Let’s compare the expected search cost under the fixed-sample strategy versus

under the sequential strategy. Under the sequential strategy, the number of products

to search is 𝑁*
𝑆𝑆 = 1 with probability

√︀
𝑐/𝑑, and 𝑁*

𝑆𝑆 = 2 with probability 1−
√︀

𝑐/𝑑.

Thus, the expected search cost is 2𝑐(1 −
√︀

𝑐/𝑑) + 𝑐
√︀

𝑐/𝑑 = 2𝑐 − 𝑐
√︀

𝑐/𝑑. Under the

fixed-sample strategy, the number of products to search is 𝑁*
𝑆𝐹 = 1 when 𝑐/𝑑 ≥ 1/3,

and 𝑁*
𝑆𝐹 = 2 when 𝑐/𝑑 < 1/3. Thus, the search cost is 𝑐 when 𝑐/𝑑 ≥ 1/3 and 2𝑐

when 𝑐/𝑑 < 1/3. Therefore, the difference in the expected search cost under the

fixed-sample strategy versus under the sequential strategy is 𝑐 − (2𝑐 − 𝑐
√︀
𝑐/𝑑) =

𝑐(
√︀
𝑐/𝑑 − 1) < 0 when 𝑐/𝑑 ∈ (1/3, 1), and 2𝑐 − (2𝑐 − 𝑐

√︀
𝑐/𝑑) = 𝑐

√︀
𝑐/𝑑 > 0 when

𝑐/𝑑 ∈ (0, 1/3). This is the third claim in Lemma 3.2.4.

Lastly, we compare the expected value of the selected product under the fixed-

sample strategy versus under the sequential strategy. Under the sequential strategy,

the expected value of the selected product is 𝜇+𝑑/3−2𝑐+2/3*𝑐
√︀
𝑐/𝑑+(2𝑐−𝑐

√︀
𝑐/𝑑) =

𝜇 + 𝑑/3 − 𝑐
√︀

𝑐/𝑑/3. Under the fixed-sample strategy, the expected value of the

selected product is 𝜇 when 𝑐/𝑑 ≥ 1/3 and 𝜇 + 𝑑/3 when 𝑐/𝑑 < 1/3. Therefore,

the difference in the expected values of the selected product under the two strategies

is 𝜇 − (𝜇 + 𝑑/3 − 𝑐
√︀

𝑐/𝑑/3) = 𝑑/3 * (𝑐/𝑑
√︀

𝑐/𝑑 − 1) < 0 when 𝑐/𝑑 ∈ (1/3, 1) and

𝜇 + 𝑑/3 − (𝜇 + 𝑑/3 − 𝑐
√︀

𝑐/𝑑/3) = 𝑐
√︀

𝑐/𝑑/3 > 0 when 𝑐/𝑑 ∈ (0, 1/3). This is the

second claim in Lemma 3.2.4.

E.5 Proof of Lemma 3.2.4: Group Search vs. Single-

Agent Search

Sequential strategy

3Denote
√︀
𝑐/𝑑 = 𝑡, 𝐸𝑈*

𝑆𝑆 − 𝐸𝑈*
𝑆𝐹 = 𝑑/3(1 − 3𝑡2 + 2𝑡3) ≡ 𝑔(𝑡). 𝑔′(𝑡) = −2𝑑𝑡(1 − 𝑡) < 0 when

𝑡 ∈ (1/3, 1).
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The expected number of searched products in single-agent search is 𝐸[𝑁*
𝑆𝑆] =

1+Pr(𝑋 < 𝜉*𝑆) = 2−
√
𝑡 (denote 𝑐/𝑑 = 𝑡) for any 𝑡 ∈ [0, 1]. The expected number of

searched products in group search is 𝐸[𝑁*
𝐺𝑆] = 1 + Pr(𝑋1𝐴 < 𝜉*𝑆) * Pr(𝑋1𝐵 < 𝜉*𝑆) +

Pr(𝑋1𝐴 ≥ 𝜉*𝑆) *Pr(𝑋1𝐵 < 𝜉*𝑆)/2+Pr(𝑋1𝐴 < 𝜉*𝑆) *Pr(𝑋1𝐵 ≥ 𝜉*𝑆)/2 = (5−
√
3 + 8𝑡)/2

when 𝑡 ∈ [0, 3/4), and 𝑁*
𝐺𝑆 = 1 when 𝑡 ∈ [3/4, 1]. For 𝑡 ∈ [0, 3/4), 𝐸[𝑁*

𝑆𝑆]−𝐸[𝑁*
𝐺𝑆] =

(
√
3 + 8𝑡− 2

√
𝑡− 1) > 04. For 𝑡 ∈ [3/4, 1], 𝐸[𝑁*

𝑆𝑆]− 𝐸[𝑁*
𝐺𝑆] = 1−

√
𝑡 ≥ 0 (the “=”

holds only when 𝑡 = 1).

The expected utility in single-agent search is 𝐸𝑈*
𝑆𝑆 = 𝜇+𝑑*(1/3−2𝑡+2/3* 𝑡

√
𝑡).

The expected utility in group search is 𝐸𝑈*
𝐺𝑆 = 𝜇+ 𝑑 * (1/8 +

√
3 + 8𝑡/48 + 5𝑡(−6 +

√
3 + 8𝑡)/12) for 𝑡 ∈ [0, 3/4], and 𝐸𝑈*

𝐺𝑆 = 𝜇 − 𝑑 * 𝑡 for 𝑡 ∈ [3/4, 1]. For 𝑡 ∈ [0, 3/4],

𝐸𝑈*
𝑆𝑆 −𝐸𝑈*

𝐺𝑆 = 𝑑/48 * [10−
√
3 + 8𝑡+4𝑡(6+8

√
𝑡− 5
√
3 + 8𝑡)] ≡ ℎ1(𝑡). It is easy to

show that 6+ 8
√
𝑡− 5
√
3 + 8𝑡 < 0 and it decreases in 𝑡, and then we know that ℎ1(𝑡)

decreases in 𝑡. For 𝑡 ∈ [3/4, 1], 𝐸𝑈*
𝑆𝑆−𝐸𝑈*

𝐺𝑆 = 𝑑*(1/3−𝑡+2/3*𝑡
√
𝑡) ≡ ℎ2(𝑡). ℎ′

2(𝑡) =

𝑑(−1 +
√
𝑡) < 0, so ℎ2(𝑡) decreases in 𝑡. ℎ1(3/4) = ℎ2(3/4) = 𝑑/12(−5 + 3

√
3) > 0,

and ℎ2(1) = 0, so 𝐸𝑈*
𝑆𝑆−𝐸𝑈*

𝐺𝑆 decreases in 𝑡 and 𝐸𝑈*
𝑆𝑆−𝐸𝑈*

𝐺𝑆 > 0 for all 𝑡 ∈ [0, 1].

We have proved the claims under the sequential strategy.

Fixed-sample strategy

For group search, 𝑁*
𝐺𝐹 = 2 when 𝑐/𝑑 ∈ (0, 𝑡𝐺𝐹 ) and 𝑁*

𝐺𝐹 = 1 when 𝑐/𝑑 ∈ [𝑡𝐺𝐹 , 1),

where 𝑡𝐺𝐹 = 1/6. For single-agent search, 𝑁*
𝑆𝐹 = 2 when 𝑐/𝑑 ∈ (0, 𝑡𝑆𝐹 ) and 𝑁*

𝐺𝐹 = 1

when 𝑐/𝑑 ∈ [𝑡𝑆𝐹 , 1), where 𝑡𝑆𝐹 = 1/3. Then it is easy to see that 𝑁*
𝐺𝐹 < 𝑁*

𝑆𝐹 when

𝑐/𝑑 ∈ [𝑡𝐺𝐹 , 𝑡𝑆𝐹 ), and the same number of searched products in other region of search

cost.

𝐸𝑈*
𝐺𝐹 = 𝜇+𝑑/6−2𝑐 if 𝑐/𝑑 ∈ (0, 𝑡𝐺𝐹 ) and 𝐸𝑈*

𝐺𝐹 = 𝜇−𝑐 if 𝑐/𝑑 ∈ [𝑡𝐺𝐹 , 1). 𝐸𝑈*
𝑆𝐹 =

𝜇+𝑑/3−2𝑐 if 𝑐/𝑑 ∈ (0, 𝑡𝑆𝐹 ) and 𝐸𝑈*
𝑆𝐹 = 𝜇−𝑐 if 𝑐/𝑑 ∈ [𝑡𝑆𝐹 , 1). When 𝑐/𝑑 ∈ (0, 𝑡𝐺𝐹 ),

𝐸𝑈*
𝐺𝐹−𝐸𝑈*

𝑆𝐹 = −𝑑/6 < 0; when when 𝑐/𝑑 ∈ [𝑡𝐺𝐹 , 𝑡𝑆𝐹 ), 𝐸𝑈*
𝐺𝐹−𝐸𝑈*

𝑆𝐹 = 𝑐−𝑑/3 < 0;

when 𝑐/𝑑 ∈ [𝑡𝑆𝐹 , 1), 𝐸𝑈*
𝐺𝐹 − 𝐸𝑈*

𝑆𝐹 = 0. So we have proved the claims under the

fixed-sample strategy.

43 + 8𝑡− (2
√
𝑡+ 1)2 = 2[(1−

√
𝑡)2 + 𝑡] > 0
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E.6 Firm’s Strategy

E.6.1 Fixed-sample strategy under single-agent search

Suppose the consumer searches one product only. Her expected utility is 𝐸[max{𝑋1−

𝑝1, 0}] − 𝑐 = (1 − 𝑝1)
2/2 − 𝑐. The firm’s profit is 𝜋𝑆𝐹1(𝑝1) = 𝑝1 Pr(𝑋1 − 𝑝1 ≥ 0) =

𝑝1(1− 𝑝1), which is optimized at 𝑝1 = 1/2 and 𝜋*
𝑆𝐹1 = 1/4 correspondingly.

Suppose the consumer searches two products. Her expected utility is 𝐸[max{𝑋1−

𝑝1, 𝑋2−𝑝2, 0}]−2𝑐 = −(𝑝2−𝑝1)
3/6+(𝑝2−𝑝1)

2/2− (1−𝑝21)(𝑝2−𝑝1)/2+(1−𝑝1)
2(2+

𝑝1)/3− 2𝑐.5 The firm’s profit is 𝜋𝑆𝐹2(𝑝1, 𝑝2) = 𝑝1 Pr(𝑋1 − 𝑝1 ≥ 𝑋2 − 𝑝2 ∧𝑋1 − 𝑝1 ≥

0) + 𝑝2 Pr(𝑋2 − 𝑝2 ≥ 𝑋1 − 𝑝1 ∧ 𝑋2 − 𝑝2 ≥ 0) = 𝑝1(1 + 2(𝑝2 − 𝑝1)/2 − (𝑝2 − 𝑝1)
2 −

2(𝑝2 − 𝑝1)𝑝1 − 𝑝21) + 𝑝2(1 − 2(𝑝2 − 𝑝1)/2 + (𝑝2 − 𝑝1)
2 − 𝑝21), which is optimized at

𝑝1 = 𝑝2 = 1/
√
3 and 𝜋*

𝑆𝐹2 = 2/(3
√
3) correspondingly.

The consumer will search two products if and only if 𝑐 ≤ (1+3𝑝1−𝑝2)(1−𝑝2)2/6 ≡

𝑐𝑆𝐹2(𝑝1, 𝑝2), will search one product if 𝑐𝑆𝐹2(𝑝1, 𝑝2) < 𝑐 ≤ 𝑐𝑆𝐹1(𝑝1) = (1− 𝑝1)
2/2, and

will not search any product if 𝑐 > 𝑐𝑆𝐹1(𝑝1).

We notice that 𝜋*
𝑆𝐹2 > 𝜋*

𝑆𝐹1, meaning that without other constraints, it is more

profitable for the firm to let the consumer search two products. This is intuitive—the

firm does not bear the search cost, and the consumer is more likely to find a product

value higher than the price when searching two products.

Combining the analysis above, we get the following four scenarios:

1. When 𝑐 < 𝑐𝑆𝐹2 = 1/(9
√
3), the firm charges 𝑝*1 = 𝑝*2 = 1/

√
3 and the consumer

searches two products. The firm’s profit is 𝜋*
2 = 2/(3

√
3).

2. When 𝑐 > 𝑐𝑆𝐹2, the firm adjusts 𝑝1, 𝑝2 to make 𝑐 ≤ 𝑐𝑆𝐹2(𝑝1, 𝑝2) = (1 + 3𝑝1 −

𝑝2)(1− 𝑝2)
2/6 so that the consumer still searches two products, and maximize

𝜋𝑆𝐹2(𝑝1, 𝑝2) = 𝑝1/2 * (1 + 2(𝑝2 − 𝑝1) − (𝑝2 − 𝑝1)
2 − 2(𝑝2 − 𝑝1)𝑝1 − 𝑝21) + 𝑝2/2 *

(1 − 2(𝑝2 − 𝑝1) + (𝑝2 − 𝑝1)
2 − 𝑝21) at the same time, until the search cost 𝑐 is

large enough such that 𝜋𝑆𝐹2(𝑝
*
1, 𝑝

*
2) cannot exceed 1/4.

5When deriving these equations, we implicitly assume that 𝑝1, 𝑝2 ∈ [0, 1]. Otherwise the consumer
has no incentive to search the products at all, and the demand must be 0.
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3. Then the firm should set 𝑝*1 = 1/2 (𝑝*2 can be any value higher than 1/2) and

the consumer searches one product only. The firm’s profit is 𝜋*
1 = 1/4.

4. When 𝑐 > 𝑐𝑆𝐹1 = 1/8, the consumer does not want to search one product at

𝑝*1 = 1/2, and the firm should set 𝑝*1 = 1−
√
2𝑐 (𝑝*2 can be any value higher than

1 −
√
2𝑐), so that the consumer is on the boundary of being willing to search

one product (𝑐 = 𝑐𝑆𝐹1(𝑝
*
1) = (1− 𝑝*1)

2) and the firm extracts the highest profit

possible, which equals 𝜋*
1 =
√
2𝑐(1−

√
2𝑐). Notice that 𝑐 ≤ 1/2. Otherwise the

firm cannot earn positive profit.

Scenario 2 cannot be solved analytically. Thus, we numerically solve Scenario 2,

and plot the how the optimal prices and the firm’s profit changes with search cost 𝑐 in

Figure B-18(a) (black line). The numerical solution indicates that it is still optimal

for the firm to set 𝑝*1 = 𝑝*2 in Scenario 2, and there is no range of 𝑐 that satisfies

Scenario 3.

To summarize, when 𝑐 < 𝑐𝑆𝐹2, the consumer searches two products, 𝑝*1 = 𝑝*2 =

1/
√
3 and the profit is 𝜋*

𝑆𝐹 = 2/(3
√
3) (Scenario 1). When 𝑐𝑆𝐹2 < 𝑐 < 𝑐𝑆𝐹1, the firm

lowers the prices to induce the consumer keeps searching two products (Scenario 2).

When 𝑐 > 𝑐𝑆𝐹1, the firm sets 𝑝*1 = 1−
√
2𝑐 (and 𝑝*2 can be any value greater than or

equal to 1 −
√
2𝑐), the consumer searches one product only, and the firm’s profit is

𝜋*
𝑆𝐹 =

√
2𝑐(1−

√
2𝑐) (Scenario 4).

E.6.2 Sequential strategy under single-agent search

Suppose the consumer will stop searching if and only if the first product’s value

𝑋1 ≥ 𝜉*𝑆. At the stopping threshold 𝜉*𝑆, the value to stop should be equal to the value

to continue, so 𝜉*𝑆 should satisfy the following equation (𝜉*𝑆−𝑝1)+ = −𝑐+Pr(𝑋2−𝑝2 >

(𝜉*𝑆−𝑝1)+)𝐸[𝑋2−𝑝2|𝑋2−𝑝2 ≥ (𝜉*𝑆−𝑝1)+]+Pr(𝑋2−𝑝2 ≤ (𝜉*𝑆−𝑝1)+)*(𝜉*𝑆−𝑝1)+where

(𝜉*𝑆 − 𝑝1)
+ = max{𝜉*𝑆 − 𝑝1, 0}.

We solve for 𝜉*𝑆 by considering the following two scenarios, which are differentiated

by whether the value of 𝐹 (𝜉*𝑆 + 𝑝2 − 𝑝1).
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1. If 𝑝2 − 𝑝1 + 𝜉*𝑆 ≥ 1, then 𝜉*𝑆 − 𝑝1 ≥ 1 − 𝑝2 ≥ 0 and 𝐹 (𝜉*𝑆 + 𝑝2 − 𝑝1) = 1.

Given 𝐹 (𝜉*𝑆 + 𝑝2 − 𝑝1) = 1, there is actually no 𝜉*𝑆 that can satisfy equation

(3.10), because the consumer will never choose to continue searching at the

cutoff. In other words, we can consider the stopping threshold as 𝜉*𝑆 = 0. It

means that the consumer will stop searching for sure after searching the first

product. Then 𝐷1 = Pr(𝑋1 ≥ 𝑝1) = 1− 𝑝1 and 𝐷2 = 0. The firm chooses 𝑝1 to

maximize Π = 𝑝1(1− 𝑝1), subject to the constraint that 𝐸𝑈 = 𝐸[𝑋]− 𝑝1− 𝑐 =

1/2− 𝑝1 − 𝑐 ≥ 0. Then the optimal price is 𝑝*1 = 1/2− 𝑐. 𝑝*2 can be any value

that satisfies 𝑝*2 ≥ 1 + 𝑝*1 = 3/2− 𝑐.

2. If 𝑝2− 𝑝1 + 𝜉*𝑆 < 1, then 𝐹 (𝜉*𝑆 + 𝑝2− 𝑝1) = 𝜉*𝑆 + 𝑝2− 𝑝1. We further classify the

following two subcases:

(a) If 𝜉*𝑆 ≥ 𝑝1, then from equation (3.10) we can get 𝜉*𝑆 = 1 −
√
2𝑐 + 𝑝1 − 𝑝2.

This leads to 𝑝2 ≤ 1−
√
2𝑐. We can get that 𝐷1 = Pr(𝑋1 ≥ 𝜉*𝑆 ∧𝑋1−𝑝1 ≥

0)+Pr(𝑋1 < 𝜉*𝑆 ∧𝑋1−𝑝1 ≥ 𝑋2−𝑝2∧𝑋1−𝑝1 ≥ 0) =
√
2𝑐−𝑝1+𝑝2+(1−

2
√
2𝑐+ 2𝑐− 𝑝22)/2 and 𝐷2 = Pr(𝑋1 < 𝜉*𝑆 ∧𝑋1− 𝑝1 < 𝑋2− 𝑝2 ∧𝑋2− 𝑝2 ≥

0) = −𝑐 + (1 + 2𝑝1 − 𝑝2)(1 − 𝑝2)/2. The firm chooses 𝑝1, 𝑝2 to maximize

𝑝1𝐷1 + 𝑝2𝐷2, subject to the constraint that 𝑝1 ≤ 𝑝2 ≤ 1−
√
2𝑐.

(b) If 𝜉*𝑆 ≤ 𝑝1, then from equation (3.10) we can get 𝜉*𝑆 = 𝑝1−
√︀

(1− 𝑝2)2 − 2𝑐.

From (1−𝑝2)2−2𝑐 ≥ 0 we get that 𝑝2 ≤ 1−
√
2𝑐. The purchase probabilities

are 𝐷1 = 1 − 𝑝1 and 𝐷2 = (1 − 𝑝2)(𝑝1 −
√︀
1− 2𝑐− 2𝑝2 + 𝑝22). The firm

chooses 𝑝1, 𝑝2 to maximize 𝑝1𝐷1 + 𝑝2𝐷2, subject to the constraint that

𝑝1 ≤ 𝑝2 ≤ 1−
√
2𝑐.

We solve for the optimal 𝑝*1, 𝑝*2 in Scenario 2(a) and 2(b) numerically, and then

compare the firm’s profit under the three scenarios. We find that Scenario 1 and

Scenario 2(b) are in fact never optimal. Figure B-18(a) (blue line) plots the optimal

prices and the firm’s profit. For all search cost 𝑐 ∈ [0, 1/2], the optimal case is

Scenario 2(a), and the two products’ optimal prices are equal, i.e., 𝑝*1 = 𝑝*2. When

𝑐 ≤ 𝑐𝑆𝑆 = 2/3−1/
√
3, the firm can optimize its profit by choosing the inner solution,

i.e., the optimal prices are 𝑝*1 = 𝑝*2 = 1/
√
3 and the firm’s profit is 𝜋*

𝑆𝑆 = 2/(3
√
3).
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When 𝑐 > 𝑐𝑆𝑆, the firm has to lower the price to satisfy the boundary constraint,

i.e., the optimal prices are 𝑝*1 = 𝑝*2 = 1 −
√
2𝑐 and the firm’s profit is 𝜋*

𝑆𝑆 = (1 −
√
2𝑐)(2

√
2𝑐− 2𝑐). On the entire range, the stopping threshold is 𝜉*𝑆 = 1−

√
2𝑐.

E.6.3 Fixed-sample strategy under group search

Suppose the group searches one product. Each member 𝑗 votes to buy the product

if 𝑋1𝑗 − 𝑝1 ≥ 0, votes not to buy otherwise. If the two members disagree on whether

to buy or not to buy, each of their choices has equal probability to be the group’s

choice. We can calculate the expected utility from member A’s perspective, and

member B’s expected utility will be the same: 𝐸𝑈𝐺𝐹 (𝑁𝐺𝐹 = 1) = −𝑐+Pr(𝑋1𝐴−𝑝1 ≥

0∧𝑋1𝐵−𝑝1 ≥ 0)*𝐸[𝑋1𝐴−𝑝1|𝑋1𝐴−𝑝1 ≥ 0]+Pr(𝑋1𝐴−𝑝1 ≥ 0∧𝑋1𝐵−𝑝1 < 0)𝐸[𝑋1𝐴−

𝑝1|𝑋1𝐴− 𝑝1 ≥ 0]/2+Pr(𝑋1𝐴− 𝑝1 < 0∧𝑋1𝐵 − 𝑝1 ≥ 0)𝐸[𝑋1𝐴− 𝑝1|𝑋1𝐴− 𝑝1 < 0]/2 =

−𝑐+(1− 𝑝1)(2− 3𝑝1)/4 The firm’s expected profit is 𝜋𝐺𝐹1(𝑝1) = 𝑝1 * [Pr(𝑋1𝐴− 𝑝1 ≥

0∧𝑋1𝐵−𝑝1 ≥ 0+Pr(𝑋1𝐴−𝑝1 ≥ 0∧𝑋1𝐵−𝑝1 < 0)/2)+Pr(𝑋1𝐴−𝑝1 < 0∧𝑋1𝐵−𝑝1 ≥

0)/2] = 𝑝1 * [(1−𝑝1)
2+(1−𝑝1)*𝑝1] = 𝑝1(1−𝑝1) Without other constraints, 𝜋𝐺𝐹1(𝑝1)

is maximized at 𝑝1 = 1/2, and the corresponding profit is 𝜋*
𝐺𝐹1 = 1/4.

If the group searches two products, each member has three options: votes to

buy product 1, votes to buy product 2, and votes not to buy either. Since the two

members’ product values’ are independent, their choices are also independent. For

each member 𝑗, she will vote for product 1 with probability 𝑞1 = Pr(𝑋1𝑗 − 𝑝1 ≥

𝑋2𝑗 − 𝑝2 ∧ 𝑋1𝑗 − 𝑝1 ≥ 0) = 1/2 − 𝑝1 + 𝑝2 − 𝑝22/2, she will vote for product 2 with

probability 𝑞2 = Pr(𝑋2𝑗−𝑝2 ≥ 𝑋1𝑗−𝑝1∧𝑋2𝑗−𝑝2 ≥ 0) = (1+2𝑝1−𝑝2)(1−𝑝2)/2, and

she will vote for neither product with probability 𝑞0 = Pr(𝑋1𝑗 − 𝑝1 < 0 ∧𝑋2𝑗 − 𝑝2 <

0) = 𝑝1𝑝2. We can check that 𝑞1 + 𝑞2 + 𝑞0 = 1. Each member’s expected utility is

(we omit member subscript 𝑗 for simplicity, now the subscript refers to the product)

𝐸𝑈𝐺𝐹 (𝑁𝐺𝐹 = 2) = −2𝑐+(𝑞21+𝑞1𝑞2/2+𝑞1𝑞0/2)*𝐸[𝑋1−𝑝1|𝑋1−𝑝1 ≥ 𝑋2−𝑝2∧𝑋1−𝑝1 ≥

0]+(𝑞1𝑞2/2)*𝐸[𝑋2−𝑝2|𝑋1−𝑝1 ≥ 𝑋2−𝑝2∧𝑋1−𝑝1 ≥ 0]+(𝑞1𝑞2/2)*𝐸[𝑋1−𝑝1|𝑋1−𝑝1 <

𝑋2−𝑝2∧𝑋2−𝑝2 ≥ 0]+(𝑞1𝑞2/2+𝑞22+𝑞2𝑞0/2)*𝐸[𝑋2−𝑝2|𝑋1−𝑝1 < 𝑋2−𝑝2∧𝑋2−𝑝2 ≥

0]+ (𝑞0𝑞1/2) *𝐸[𝑋1− 𝑝1|𝑋1− 𝑝1 < 0∧𝑋2− 𝑝2 < 0]+ (𝑞0𝑞2/2) *𝐸[𝑋2− 𝑝2|𝑋1− 𝑝1 <

0∧𝑋2 − 𝑝2 < 0] = −2𝑐+ [9𝑝21 + 3𝑝1(−2− 7𝑝2 + 4𝑝22) + 7− 6𝑝2 + 9𝑝22 − 4𝑝32] /12. The
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firm’s expected profit is 𝜋𝐺𝐹2(𝑝1, 𝑝2) = 𝑝1*(𝑞21+𝑞1𝑞2/2+𝑞1𝑞0/2+𝑞1𝑞2/2+𝑞0𝑞1/2)+𝑝2*

(𝑞1𝑞2/2 + 𝑞1𝑞2/2 + 𝑞22 + 𝑞2𝑞0/2 + 𝑞0𝑞2/2) = [−2𝑝21 + 𝑝1(1 + 4𝑝2 − 3𝑝22) + (1− 𝑝2)
2𝑝2]/2.

Without other constraints, 𝜋𝐺𝐹2(𝑝1, 𝑝2) is maximized at 𝑝1 = 𝑝2 = 1/
√
3, and the

corresponding profit is 𝜋*
𝐺𝐹2 = 2/(3

√
3). We can see that given the consumer(s)

search two products, the firm’s profit under group search is the same as that under

single-agent search.

Comparing group members’ expected utility, we get that the group searches two

products when 𝑐 ≤ 𝑐𝐺𝐹2(𝑝1, 𝑝2) = (1− 𝑝2)(1 + 9𝑝1 − 5𝑝2 − 12𝑝1𝑝2 + 4𝑝22)/12, searches

one product when 𝑐𝐺𝐹2(𝑝1, 𝑝2) < 𝑐 ≤ 𝑐𝐺𝐹1(𝑝1) = (1 − 𝑝1)(2 − 3𝑝1)/4, and does not

search any product when 𝑐 > 𝑐𝐺𝐹1(𝑝1).

Then we have the following four scenarios: (denote 𝑐𝐺𝐹2 = 𝑐𝐺𝐹2(1/
√
3, 1/
√
3) =

−1/4 + 17/36
√
3 ≈ 0.023, and 𝑐𝐺𝐹1 = 𝑐𝐺𝐹1(1/2) = 1/16 = 0.0625)

1. When 𝑐 < 𝑐𝐺𝐹2, the firm charges 𝑝*1 = 𝑝*2 = 1/
√
3, the group searches both

products, and the firm’s expected profit is 𝜋*
𝐺𝐹2 = 2/(3

√
3).

2. When 𝑐 > 𝑐𝐺𝐹2, the firm adjusts 𝑝1, 𝑝2 to make 𝑐𝐺𝐹2(𝑝1, 𝑝2) ≥ 𝑐 and maximizes

𝜋𝐺𝐹2(𝑝1, 𝑝2), until 𝑐 is too large such that 𝜋𝐺𝐹2(𝑝1, 𝑝2) ≤ 1/4.

3. Then it is no longer profitable for the firm to induce the group to search two

products. The firm should set 𝑝*1 = 1/2 (𝑝2 can be any value higher than or

equal to that), the group searches one product only, and the firm’s expected

profit is 𝜋*
𝐺𝐹1 = 1/4.

4. When 𝑐 > 𝑐𝐺𝐹1, the group is no longer willing to search at 𝑝1 = 1/2, so the

firm should lower the price accordingly to make 𝑐 = 𝑐𝐺𝐹1(𝑝1), which leads to

𝑝*1 = (5−
√
1 + 48𝑐)/6, and 𝜋*

𝐺𝐹1 = (1−12𝑐+
√
1 + 48𝑐)/9. Notice that 𝑐 ≤ 1/2,

otherwise 𝑝*1 < 0.

We solve scenario 2 numerically, and compare the firm’s profit between Scenario

2 and 3. Figure B-18(b) (black line) plots the optimal prices and firm’s profit. The

result indicates that, Scenario 2 is never optimal. When 𝑐 < 𝑐𝐺𝐹2, the firm charges

𝑝*1 = 𝑝*2 = 1/
√
3, the group searches two products, and the firm’s profit is 𝜋*

𝐺𝐹 =
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2/(3
√
3) (Scenario 1). When 𝑐 > 𝑐𝐺𝐹2, the group searches only one product. When

𝑐𝐺𝐹2 < 𝑐 < 𝑐𝐺𝐹1, the firm sets 𝑝*1 = 1/2 and earns profit 𝜋*
𝐺𝐹 = 1/4 (Scenario 3),

and when 𝑐 > 𝑐𝐺𝐹1, the firms set 𝑝*1 = (5 −
√
1 + 48𝑐)/6 and earns profit 𝜋*

𝐺𝐹 =

(1 − 12𝑐 +
√
1 + 48𝑐)/9 (Scenario 4). In the latter two cases, 𝑝*2 can be any value

higher than or equal to 𝑝*1.

E.6.4 Sequential strategy under group search

To write down the demand for the two products, we define the following ten events

and their corresponding possibility: 𝑞1 = Pr(𝑋1𝑗 ≥ 𝜉*𝐺∧𝑋1𝑗−𝑝1 ≥ 0), 𝑞2 = Pr(𝑋1𝑗 ≥

𝜉*𝐺∧𝑋1𝑗−𝑝1 < 0), 𝑞3 = Pr(𝑋1𝑗 < 𝜉*𝐺∧𝑋1𝑗−𝑝1 ≥ 0), 𝑞4 = Pr(𝑋1𝑗 < 𝜉*𝐺∧𝑋1𝑗−𝑝1 < 0),

𝑞5 = Pr(𝑋1𝑗 ≥ 𝜉*𝐺∧𝑋1𝑗−𝑝1 ≥ 0∧𝑋1𝑗−𝑝1 ≥ 𝑋2𝑗−𝑝2), 𝑞6 = Pr(𝑋1𝑗 ≥ 𝜉*𝐺∧𝑋2𝑗−𝑝2 ≥

0 ∧ 𝑋2𝑗 − 𝑝2 ≥ 𝑋1𝑗 − 𝑝1), 𝑞7 = Pr(𝑋1𝑗 ≥ 𝜉*𝐺 ∧ 𝑋1𝑗 − 𝑝1 < 0 ∧ 𝑋2𝑗 − 𝑝1 < 0),

𝑞8 = Pr(𝑋1𝑗 < 𝜉*𝐺∧𝑋1𝑗−𝑝1 ≥ 0∧𝑋1𝑗−𝑝1 ≥ 𝑋2𝑗−𝑝2), 𝑞9 = Pr(𝑋1𝑗 < 𝜉*𝐺∧𝑋2𝑗−𝑝2 ≥

0∧𝑋2𝑗−𝑝2 ≥ 𝑋1𝑗−𝑝1), 𝑞10 = Pr(𝑋1𝑗 < 𝜉*𝐺∧𝑋1𝑗−𝑝1 < 0∧𝑋2𝑗−𝑝2 < 0). The first four

events belong to the case in which the group searches only one product, and the last

six events belong to the case in which the group searches two products. We can then

write the demand for the two products as: 𝐷1 = 𝑞1[𝑞1+𝑞2/2+𝑞3/2+𝑞4/4]+𝑞2[𝑞1/2+

𝑞3/4] + 𝑞3[𝑞1/2+ 𝑞2/4] + 𝑞4𝑞1/4+ 𝑞5[𝑞8/2+ 𝑞9/4+ 𝑞10/4] + 𝑞6𝑞8/4+ 𝑞7𝑞8/4+ 𝑞8[𝑞5/2+

𝑞6/4+𝑞7+𝑞8/4+𝑞9/2+𝑞10/2]+(𝑞9+𝑞10)[𝑞5/4+𝑞8/2] and 𝐷2 = 𝑞5𝑞9/4+𝑞6[𝑞8/4+𝑞9/2+

𝑞10/4]+𝑞7𝑞9/4+𝑞8[𝑞6/4+𝑞9/2]+𝑞9[𝑞5/4+𝑞6/2+𝑞7/4+𝑞8/2+𝑞9+𝑞10/2]+𝑞10[𝑞6/4+𝑞9/2].

We solve 𝜉*𝐺 by considering the following scenarios. If 𝜉*𝐺 − 𝑝1 ≥ 0, then when

𝑋1𝐴 = 𝜉*𝐺 and A votes to stop, her expected value is 𝑞1 * (𝜉*𝐺−𝑝1)+𝑞3 * ((𝜉*𝐺−𝑝1)/2+

𝐸[𝑉 (𝜉*𝐺, 𝑋1𝐵)|𝑝1 ≤ 𝑋1𝐵 < 𝜉*𝐺]/2)+𝑞4((𝜉
*
𝐺−𝑝1)/4+𝐸[𝑉 (𝜉*𝐺, 𝑋1𝐵)|𝑋1𝐵 < 𝑝1]/2); when

A votes to continue, her expected value is 𝑞1 * ((𝜉*𝐺 − 𝑝1)/2 + 𝐸[𝑉 (𝜉*𝐺, 𝑋1𝐵)|𝑋1𝐵 ≥

𝜉*𝐺]/2) + 𝑞3𝐸[𝑉 (𝜉*𝐺, 𝑋1𝐵)|𝑝1 ≤ 𝑋1𝐵 < 𝜉*𝐺]) + 𝑞4𝐸[𝑉 (𝜉*𝐺, 𝑋1𝐵)|𝑋1𝐵 < 𝑝1]). To write

down the continuation value, let’s define the following quantities: 𝑝𝑣1(𝑥) = Pr(𝑋2𝑗 −

𝑝2 ≥ 0 ∧𝑋2𝑗 − 𝑝2 ≥ 𝑥− 𝑝1), 𝑝𝑣2(𝑥) = Pr(𝑋2𝑗 − 𝑝2 < 0 ∧𝑋2𝑗 − 𝑝2 ≥ 𝑥− 𝑝1). Then if

𝑥1𝐵 ≥ 𝑝1, we have 𝑉 (𝜉*𝐺, 𝑥1𝐵) = −𝑐+𝐹 (𝜉*𝐺+𝑝2−𝑝1)𝐹 (𝑥1𝐵+𝑝2−𝑝1)(𝜉*𝐺−𝑝1)+𝑝𝑣1(𝜉
*
𝐺)*

𝑝𝑣1(𝑥1𝐵)𝐸[𝑋2𝐴−𝑝2|𝑋2𝐴 ≥ 𝜉*𝐺+𝑝2−𝑝1∧𝑋2𝐴−𝑝2 ≥ 0]+𝑝𝑣1(𝜉
*
𝐺)*𝑝𝑣2(𝑥1𝐵)(𝐸[𝑋2𝐴−

𝑝2|𝑋2𝐴 ≥ 𝜉*𝐺 + 𝑝2 − 𝑝1 ∧ 𝑋2𝐴 − 𝑝2 ≥ 0]/2) + 𝑝𝑣2(𝜉
*
𝐺) * 𝑝𝑣1(𝑥1𝐵)(𝐸[𝑋2𝐴 − 𝑝2|𝑋2𝐴 ≥
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𝜉*𝐺+𝑝2−𝑝1∧𝑋2𝐴−𝑝2 < 0]/2)+𝑝𝑣1(𝜉
*
𝐺)*𝐹 (𝑥1𝐵+𝑝2−𝑝1)((𝜉*𝐺−𝑝1)/2+𝐸[𝑋2𝐴−𝑝2|𝑋2𝐴 ≥

𝜉*𝐺 + 𝑝2 − 𝑝1 ∧𝑋2𝐴 − 𝑝2 ≥ 0]/2) + 𝑝𝑣2(𝜉
*
𝐺) * 𝐹 (𝑥1𝐵 + 𝑝2 − 𝑝1)((𝜉

*
𝐺 − 𝑝1)/2) + 𝐹 (𝜉*𝐺 +

𝑝2− 𝑝1) * (1−𝐹 (𝑥1𝐵 + 𝑝2− 𝑝1))((𝜉
*
𝐺− 𝑝1)/2+𝐸[𝑋2𝐴− 𝑝2|𝑋2𝐴 < 𝜉*𝐺 + 𝑝2− 𝑝1]/2). If

𝑥1𝐵 < 𝑝1, 𝑉 (𝜉*𝐺, 𝑥1𝐵) = −𝑐+ 𝐹 (𝜉*𝐺 + 𝑝2 − 𝑝1)𝐹 (𝑥1𝐵 + 𝑝2 − 𝑝1)(𝜉
*
𝐺 − 𝑝1)/2 + 𝑝𝑣1(𝜉

*
𝐺) *

𝑝𝑣1(𝑥1𝐵)𝐸[𝑋2𝐴−𝑝2|𝑋2𝐴 ≥ 𝜉*𝐺+𝑝2−𝑝1∧𝑋2𝐴−𝑝2 ≥ 0]+𝑝𝑣1(𝜉
*
𝐺)*𝑝𝑣2(𝑥1𝐵)(𝐸[𝑋2𝐴−

𝑝2|𝑋2𝐴 ≥ 𝜉*𝐺 + 𝑝2 − 𝑝1 ∧ 𝑋2𝐴 − 𝑝2 ≥ 0]/2) + 𝑝𝑣2(𝜉
*
𝐺) * 𝑝𝑣1(𝑥1𝐵)(𝐸[𝑋2𝐴 − 𝑝2|𝑋2𝐴 ≥

𝜉*𝐺 + 𝑝2 − 𝑝1 ∧ 𝑋2𝐴 − 𝑝2 < 0]/2) + 𝑝𝑣1(𝜉
*
𝐺) * 𝐹 (𝑥1𝐵 + 𝑝2 − 𝑝1)(𝐸[𝑋2𝐴 − 𝑝2|𝑋2𝐴 ≥

𝜉*𝐺+𝑝2−𝑝1∧𝑋2𝐴−𝑝2 ≥ 0]/2)+𝐹 (𝜉*𝐺+𝑝2−𝑝1)*𝑝𝑣1(𝑥1𝐵)((𝜉
*
𝐺−𝑝1)/2+𝐸[𝑋2𝐴−𝑝2|𝑋2𝐴 <

𝜉*𝐺+ 𝑝2− 𝑝1]/2)+𝐹 (𝜉*𝐺+ 𝑝2− 𝑝1) * 𝑝𝑣2(𝑥1𝐵)(𝜉
*
𝐺− 𝑝1)/2. We can then write down the

expected utility in this case.

Let’s consider the case where 𝜉*𝐺 − 𝑝1 < 0, then when 𝑋1𝐴 = 𝜉*𝐺 and A votes to

stop, her expected value is 𝑞1 * (𝜉*𝐺 − 𝑝1)/2 + 𝑞4(𝐸[𝑉 (𝜉*𝐺, 𝑋1𝐵)|𝑋1𝐵 < 𝜉*𝐺]/2); when

A votes to continue, her expected value is 𝑞1 * ((𝜉*𝐺 − 𝑝1)/4 + 𝐸[𝑉 (𝜉*𝐺, 𝑋1𝐵)|𝑋1𝐵 ≥

𝑝1]/2) + 𝑞2(𝐸[𝑉 (𝜉*𝐺, 𝑋1𝐵)|𝑝1 > 𝑋1𝐵 ≥ 𝜉*𝐺]/2) + 𝑞4𝐸[𝑉 (𝜉*𝐺, 𝑋1𝐵)|𝑋1𝐵 < 𝜉*𝐺]). Simi-

lar to previous case, we can write down if 𝑥1𝐵 < 𝑝1, 𝑉 (𝜉*𝐺, 𝑥1𝐵) = −𝑐 + 𝑝𝑣1(𝜉
*
𝐺) *

𝑝𝑣1(𝑥1𝐵)𝐸[𝑋2𝐴−𝑝2|𝑋2𝐴 ≥ 𝜉*𝐺+𝑝2−𝑝1∧𝑋2𝐴−𝑝2 ≥ 0]+𝑝𝑣1(𝜉
*
𝐺)*𝑝𝑣2(𝑥1𝐵)(𝐸[𝑋2𝐴−

𝑝2|𝑋2𝐴 ≥ 𝜉*𝐺 + 𝑝2 − 𝑝1 ∧ 𝑋2𝐴 − 𝑝2 ≥ 0]/2) + 𝑝𝑣2(𝜉
*
𝐺) * 𝑝𝑣1(𝑥1𝐵)(𝐸[𝑋2𝐴 − 𝑝2|𝑋2𝐴 ≥

𝜉*𝐺+𝑝2−𝑝1∧𝑋2𝐴−𝑝2 < 0]/2)+𝑝𝑣1(𝜉
*
𝐺)*𝐹 (𝑥1𝐵+𝑝2−𝑝1)(𝐸[𝑋2𝐴−𝑝2|𝑋2𝐴 ≥ 𝜉*𝐺+𝑝2−

𝑝1∧𝑋2𝐴−𝑝2 ≥ 0]/2)+𝐹 (𝜉*𝐺+𝑝2−𝑝1)*𝑝𝑣1(𝑥1𝐵)(𝐸[𝑋2𝐴−𝑝2|𝑋2𝐴 < 𝜉*𝐺+𝑝2−𝑝1]/2).

If 𝑥1𝐵 ≥ 𝑝1, 𝑉 (𝜉*𝐺, 𝑥1𝐵) = −𝑐+𝐹 (𝜉*𝐺+𝑝2−𝑝1)𝐹 (𝑥1𝐵 +𝑝2−𝑝1)(𝜉
*
𝐺−𝑝1)/2+𝑝𝑣1(𝜉

*
𝐺)*

𝑝𝑣1(𝑥1𝐵)𝐸[𝑋2𝐴−𝑝2|𝑋2𝐴 ≥ 𝜉*𝐺+𝑝2−𝑝1∧𝑋2𝐴−𝑝2 ≥ 0]+𝑝𝑣1(𝜉
*
𝐺)*𝑝𝑣2(𝑥1𝐵)(𝐸[𝑋2𝐴−

𝑝2|𝑋2𝐴 ≥ 𝜉*𝐺 + 𝑝2 − 𝑝1 ∧ 𝑋2𝐴 − 𝑝2 ≥ 0]/2) + 𝑝𝑣2(𝜉
*
𝐺) * 𝑝𝑣1(𝑥1𝐵)(𝐸[𝑋2𝐴 − 𝑝2|𝑋2𝐴 ≥

𝜉*𝐺+𝑝2−𝑝1∧𝑋2𝐴−𝑝2 < 0]/2)+𝑝𝑣1(𝜉
*
𝐺)*𝐹 (𝑥1𝐵+𝑝2−𝑝1)((𝜉*𝐺−𝑝1)/2+𝐸[𝑋2𝐴−𝑝2|𝑋2𝐴 ≥

𝜉*𝐺 + 𝑝2 − 𝑝1 ∧𝑋2𝐴 − 𝑝2 ≥ 0]/2) + 𝑝𝑣2(𝜉
*
𝐺) * 𝐹 (𝑥1𝐵 + 𝑝2 − 𝑝1)((𝜉

*
𝐺 − 𝑝1)/2) + 𝐹 (𝜉*𝐺 +

𝑝2 − 𝑝1) * (1 − 𝐹 (𝑥1𝐵 + 𝑝2 − 𝑝1))(𝐸[𝑋2𝐴 − 𝑝2|𝑋2𝐴 < 𝜉*𝐺 + 𝑝2 − 𝑝1]/2). We can then

also write down the expected utility in this case.

Next, we solve for 𝜉*𝐺, 𝐷1 and 𝐷2. We have the following scenarios:

1. If 𝑝2−𝑝1+𝜉*𝐺 ≥ 1, then 𝐹 (𝜉*𝐺+𝑝2−𝑝1) = 1. In this case, 𝜉*𝐺 ≥ 𝑝1 holds for sure.

Then we get 𝜉*𝐺 = (1−8𝑐+4𝑝1−𝑝21−2𝑝31−4𝑝2−8𝑝1𝑝2+6𝑝2𝑝
2
1+4𝑝22)/(2(1+𝑝1−

2𝑝2)(1−𝑝1)). Given that 𝑞1 = 1− 𝜉*𝐺, 𝑞2 = 0, 𝑞3 = 𝜉*𝐺−𝑝1, 𝑞4 = 𝑝1, 𝑞5 = 1− 𝜉*𝐺,
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𝑞6 = 0, 𝑞7 = 0, 𝑞8 = 𝜉*𝐺 + 𝑝2 − 𝑝1 − (1 + 𝑝22)/2, 𝑞9 = (1 + 2𝑝1 − 𝑝2)(1 − 𝑝2)/2,

𝑞10 = 𝑝1𝑝2. Thus, 𝐷1 = (3 − 4𝑝1 − 𝜉*𝐺 + 2𝑝2(1 + 𝜉*𝐺) − 𝑝22(1 + 𝜉*𝐺))/4 and

𝐷2 = (1 + 2𝑝1 − 𝑝2)(1− 𝑝2)(1 + 𝜉*𝐺)/4.

2. If 𝑝2 − 𝑝1 + 𝜉*𝐺 < 1, depending on the relationship between 𝜉*𝐺 and 𝑝1, we have

two subcases to write down the specific form of 𝐷1 and 𝐷2.

(a) If 𝜉*𝐺 ≥ 𝑝1, 𝑋1𝑗 ≥ 𝜉*𝐺 can guarantee that 𝑋1𝑗 ≥ 𝑝1. We then get 𝜉*𝐺 =

(3 + 2𝑝1 − 2𝑝21 − 2𝑝31 − 4𝑝2 + 2𝑝1𝑝2 + 𝑝2𝑝
2
1 − (3 + 16𝑐− 4𝑝1 − 4𝑝21 − 16𝑐𝑝21 +

4𝑝31 +2𝑝41− 8𝑝2 +20𝑝1𝑝2 +2𝑝2𝑝
2
1− 16𝑝2𝑝

3
1 +4𝑝22− 16𝑝1𝑝

2
2 +8𝑝21𝑝

2
2 +4𝑝31𝑝

2
2 +

𝑝41𝑝
2
2)

1/2)/(2(1− 𝑝21)). Also, 𝑞1 = 1− 𝜉*𝐺, 𝑞2 = 0, 𝑞3 = 𝜉*𝐺− 𝑝1, 𝑞4 = 𝑝1, 𝑞5 =

(1−𝑝21−𝑝22+2𝑝2(1−𝜉*𝐺)−(𝜉*𝐺)2+2𝑝1(𝜉
*
𝐺+𝑝2−1))/2, 𝑞6 = (𝑝2−𝑝1+𝜉*𝐺−1)2/2,

𝑞7 = 0, 𝑞8 = (𝑝1−𝜉*𝐺)(𝑝1−2𝑝2−𝜉*𝐺)/2, 𝑞9 = 𝑝1𝜉
*
𝐺−(𝑝21+𝜉*𝐺(−2+2𝑝2+𝜉*𝐺))/2,

𝑞10 = 𝑝1𝑝2. We then have 𝐷1 = (4+𝑝21− (3−4𝑝2+𝑝22)𝜉
*
𝐺+(𝜉*𝐺)

2−2𝑝1(1+

𝑝2 + 𝜉*𝐺))/4 and 𝐷2 = (−𝑝21 + 2𝑝1(2 − 𝑝2)𝜉
*
𝐺 + (3 − 4𝑝2 + 𝑝22 − 𝜉*𝐺)𝜉

*
𝐺)/4.

The firm maximizes 𝑝1𝐷1 + 𝑝2𝐷2, subject to the constraint that 𝜉*𝐺 ≥ 𝑝1

and 𝑝2 ≥ 𝑝1.

(b) If 𝜉*𝐺 < 𝑝1, 𝜉*𝐺 = (−3+8𝑐−𝑝1+3𝑝21+𝑝31+8𝑝2+3𝑝1𝑝2−8𝑝2𝑝
2
1+𝑝2𝑝

3
1−6𝑝22+

2𝑝1𝑝
2
2)/(1 + 2𝑝1 + 𝑝21 − 𝑝2 − 6𝑝1𝑝2 + 𝑝2𝑝

2
1 + 2𝑝22). 𝑞1 = 1− 𝑝1, 𝑞2 = 𝑝1 − 𝜉*𝐺,

𝑞3 = 0, 𝑞4 = 𝜉*𝐺, 𝑞5 = 𝑝2−𝑝1+(1−𝑝22)/2, 𝑞6 = (1−𝑝2)(1+2𝑝1−𝑝2−2𝜉*𝐺)/2,

𝑞7 = 𝑝2(𝑝1 − 𝜉*𝐺), 𝑞8 = 0 𝑞9 = 𝜉*𝐺(1 − 𝑝2) and 𝑞10 = 𝜉*𝐺𝑝2. We then have

𝐷1 = (4− 4𝑝1 − (1− 𝑝2)
2𝜉*𝐺)/4 and 𝐷2 = (3 + 2𝑝1 − 𝑝2)(1− 𝑝2)𝜉

*
𝐺/4. The

firm maximizes 𝑝1𝐷1 + 𝑝2𝐷2, subject to the constraint that 𝜉*𝐺 < 𝑝1 ≤ 𝑝2.

Under each scenario, the firm maximizes 𝑝1𝐷1+𝑝2𝐷2, subject to the corresponding

constraint of the scenario and 𝑝1 ≤ 𝑝2. We solve each of these scenarios numerically,

compare their profits and get the optimal scenario. The optimal prices and firm’s

profit is plotted in Figure B-18(b) (blue line). We find that Scenario 1 is never

optimal. When 𝑐 < 𝑐𝐺𝑆1, the optimal scenario is Scenario 2(a), i.e., 𝜉*𝐺 ≥ 𝑝1. In

particular, when 𝑐 < 𝑐𝐺𝑆2, 𝑝*1 = 𝑝*2 is the inner solution to maximize the profit, and

when 𝑐𝐺𝑆2 < 𝑐 < 𝑐𝐺𝑆1, the optimal prices are still equal and they satisfy the boundary

conditions, i.e., 𝑝*1 = 𝑝*2 = 𝜉*𝐺. When 𝑐 > 𝑐𝐺𝑆1, the optimal scenario is Scenario 2(b),
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and we solve the 𝜉*𝐺 = 0. In other words, the group always stop after searching the

first product in this range. That is why there is a price jump at 𝑐 = 𝑐𝐺𝑆1—the firm

charges a higher optimal price when the group searches only one product. In this

range, the optimal prices and firm’s profit under group sequential search is the same

as in group fixed-sample search.

E.7 Alternative Voting Rules

E.7.1 Unanimity voting rule

Suppose A and B’s stopping thresholds are 𝜉𝐺, 𝜉
′
𝐺. At the optimal stopping threshold

𝜉*𝐺, member A’s expected value of voting to stop should be equal to her expected

value of voting to continue, i.e., Pr(𝑋𝐵 ≥ 𝜉′*𝐺)𝜉
*
𝐺 + Pr(𝑋𝐵 < 𝜉′*𝐺)𝐸[𝑉 (𝜉*𝐺, 𝑋𝐵)|𝑋𝐵 <

𝜉′*𝐺 ] = 𝐸[𝑉 (𝜉*𝐺, 𝑋𝐵)], which gives 𝜉*𝐺 = 𝐸[𝑉 (𝜉*𝐺, 𝑋𝐵)|𝑋𝐵 ≥ 𝜉′*𝐺 ]. By symmetry, A

and B have the same stopping threshold in equilibrium, i.e., 𝜉*𝐺 = 𝜉′*𝐺 . Therefore, the

optimal stopping threshold satisfies 𝜉*𝐺 = 𝐸[𝑉 (𝜉*𝐺, 𝑋𝐵)|𝑋𝐵 ≥ 𝜉*𝐺].

We solve that 𝜉*𝐺 = 𝜇 + 3𝑑/4 − 𝑑/4
√︀

64𝑐/𝑑+ 1 and this 𝜉*𝐺 is well-defined when

𝑐/𝑑 ∈ [0, 3/4]. When 𝑐/𝑑 > 3/4, the group will always stop after searching the first

product. For 𝑡 = 𝑐/𝑑 ∈ [0, 3/4], group member’s expected utility is 𝐸𝑈*
𝐺𝑆𝑈 = 𝜇 +

𝑑[−185𝑡/96+7𝑡212+1031/6144+7𝑡(64𝑡+1)1/2/192+7(64𝑡+1/6144] We compare group

member’s expected utility under sequential strategy to their expected utility under

the fixed-sample strategy (given by equation (3.4)), and find that there exists 𝑡𝑢 such

that the fixed-sample strategy has a higher utility than the sequential strategy with

unanimity voting rule when 𝑐/𝑑 ∈ (𝑡𝑢, 3/4), and has a lower utility for 𝑐/𝑑 ∈ (0, 𝑡𝑢).6

𝑡𝑢 is the solution to −1031 + 5696𝑡 − 3584𝑡2 − 7
√
1 + 64𝑡 − 224𝑡

√
1 + 64𝑡 = 0 on

𝑡 ∈ (1/6, 3/4), and 𝑡𝑢 ≈ 0.289.

6There utilities are the same when 𝑐/𝑑 ∈ [3/4, 1].
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E.7.2 One-is-enough voting rule

Suppose A and B’s stopping thresholds are 𝜉𝐺, 𝜉
′
𝐺. At the optimal stopping threshold

𝜉*𝐺, member A’s expected value of voting to stop should be equal to her expected value

of voting to continue, i.e., 𝜉*𝐺 = Pr(𝑋𝐵 ≥ 𝜉′*𝐺)𝜉
*
𝐺 + Pr(𝑋𝐵 < 𝜉′*𝐺)𝐸[𝑉 (𝜉*𝐺, 𝑋𝐵)|𝑋𝐵 <

𝜉′*𝐺 ], which gives 𝜉*𝐺 = 𝐸[𝑉 (𝜉*𝐺, 𝑋𝐵)|𝑋𝐵 < 𝜉′*𝐺 ]. By symmetry, A and B have the same

stopping threshold in equilibrium, i.e., 𝜉*𝐺 = 𝜉′*𝐺 . Therefore, the optimal stopping

threshold satisfies 𝜉*𝐺 = 𝐸[𝑉 (𝜉*𝐺, 𝑋𝐵)|𝑋𝐵 < 𝜉*𝐺]. We solve that 𝜉*𝐺 = 𝜇 + 5𝑑/4 −

𝑑/4
√︀
64𝑐/𝑑+ 17 and this 𝜉*𝐺 is well-defined when 𝑐/𝑑 ∈ [0, 1]. Each member’s ex-

pected utility is 𝐸𝑈*
𝐺𝑆𝑂 = 𝜇+𝑑(−227𝑡/96−7𝑡2/12+1033/6144+13𝑡/64

√
64𝑡+ 17−

11/2048
√
64𝑡+ 17) for 𝑡 = 𝑐/𝑑 ∈ [0, 1]. The subscript 𝑂 stands for the “one-is-

enough” voting rule. We compare group members’ expected utility under sequential

strategy with “one-is-enough” voting rule to their expected utility under the fixed-

sample strategy, and find that there exists 𝑡𝑜 such that the fixed-sample strategy

has a higher utility than the sequential strategy with “one-is-enough” voting rule

when 𝑐/𝑑 ∈ (0, 𝑡𝑜), and has a lower utility when 𝑐/𝑑 ∈ (𝑡𝑜, 1). 𝑡𝑜 is the solution

to −9 + 2240𝑡 + 3584𝑡2 + 33
√
64𝑡+ 17 − 1248𝑡

√
64𝑡+ 17 = 0 on 𝑡 ∈ (0, 1/6), and

𝑡𝑜 ≈ 0.044.
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