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Effects of Surface Waviness
on Fan Blade Boundary Layer
Transition and Profile
Loss—Part |I: Methodology
and Computational Results

This two-part paper describes a new approach to determine the effect of surface waviness,
arising from manufacture of composite fan blades, on transition onset location movement
and hence fan profile losses. The approach includes analysis and computations of unsteady
disturbances in boundary layers over a wavy surface, assessed and supported by wind
tunnel measurements of these disturbances and the transition location. An integrated frame-
work is developed for analysis of surface waviness effects on natural transition. The frame-
work, referred to as the extended ¢ method, traces the evolution of disturbance energy
transfer in flow over a wavy surface, from external acoustic noise through exponential
growth of Tollmien—Schlichting (TS) waves, to the start and end of the transition process.
The computational results show that surface waviness affects the transition onset location
due to the interaction between the surface waviness and the TS boundary layer instability
and that the interaction is strongest when the geometric and TS wavelengths match. The
condition at which this occurs, and the initial amplitude of the boundary layer disturbances
that grow to create the transition onset is maximized, is called receptivity amplification. The
results provide first-of-a-kind descriptions of the mechanism for the changes in transition
onset location as well as quantitative calculations for the effects of surface waviness on
fan performance due to changes in surface wavelength, surface wave amplitude, and the
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1 Introduction

1.1 Background to the Problem. Fabrication of carbon com-
posite aeroengine fan blades involves the application of resin over a
woven carbon fiber matrix. The blade surface that results has small
amplitude waviness, with geometric wavelengths set by the fiber
matrix configuration and typically on the order of a few percent
of the chord. The geometric surface wave amplitude is on the
order of 107> of the chord.

The surface waviness has been suspected to cause an aerody-
namic loss that is larger than that in a nominally equivalent metal
blade with a non-wavy surface because waviness moves the loca-
tion of boundary layer transition, from laminar to turbulent flow,
upstream, resulting in a larger region of turbulent boundary layer
flow and thus increased loss. In this two-part paper, we explain
the physical mechanism responsible for the change in transition
onset due to waviness, present a new methodology for quantitative
estimates of this change, describe a series of experiments that
support the proposed conceptual framework, and propose guide-
lines, based on the concepts, to improve the aerodynamic perfor-
mance of blading with surface waviness.

There has been a large amount of research on transition to turbu-
lence on turbomachinery blades, but the problem addressed here
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breaks different ground from almost all that work, in at least two
important aspects. First, in blading within engine cores (compres-
sors and turbines as contrasted with fans), there are impinging tur-
bulent wakes from upstream. As described for example in Refs.
[1,2], the transition process in this situation, referred to as bypass
transition in the literature [3] is strongly linked to the movement
of these wakes through the downstream blade passage. For civil
fans, however, there are no upstream blade rows. The transition
process, referred to as natural transition, thus has a different
series of physical features. Natural transition is a process triggered
by two-dimensional Tollmien—Schlichting (TS) boundary layer
instability waves, which evolve to three-dimensional waves, crea-
tion and breakdown of three-dimensional vortical structures, forma-
tion of turbulent spots, and fully turbulent flow, as reviewed in
Ref. [4].

Second, the external disturbances which trigger the boundary
layer instabilities that lead to transition are acoustic, rather than vor-
tical, as they are in bypass transition for embedded blading, and the
external disturbance wavelengths encountered are many times the
blade geometric wavelength [3]. As such there needs to be a specific
mechanism that both (i) couples the external length scales to the
boundary layer instability waves, which are typically much
shorter, and (ii) sets the initial amplitude of the waves. The initial
amplitude is determined by boundary layer receptivity, the energy
transfer from disturbances in the freestream that “enter the boundary
layer as steady and/or unsteady fluctuations of the basic state” [5].
Receptivity can be categorized as vortical or acoustic [5], but for fan
blades at cruise, with freestream turbulence intensity less than 0.1%
[6], the acoustic receptivity determines the initial disturbance ampli-
tude [7-9]. We will show how this phenomenon, which has not
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been previously addressed for fan blade flow, can be coupled with
surface geometry of carbon composite fan blade and governs a new
loss mechanism.

In addition to these two major differences between fan and core
boundary layer transition, there is also an important differentiation
with much previous work on transition to turbulence, namely that
between waviness and roughness. Surface roughness, which is of
different scale in length compared to waviness by orders of magni-
tude, has been investigated extensively (see Ref. [10] for a compre-
hensive review of the topic). In contrast, there is a limited literature
on the effect of waviness. Although there has been recent efforts
towards characterizing the waviness effect on compressor perfor-
mance [11], the mechanisms were not relevant to carbon composite
fan blades due to different length scales examined.

1.2 Hypothesis and Scope of the Paper. The specific issue
we address is the effect of waviness on natural transition and aero-
dynamic loss in aeroengine civil fans. The research objectives are to

(1) define the aerodynamic regimes and geometric conditions
under which surface waviness is detrimental to fan perfor-
mance and quantify the possible performance losses,

(2) determine the relevant mechanisms such that we can scale
the results, and thus estimate loss, for other surface waviness
configurations and aerodynamic operation,

(3) define the opportunities for increases in performance in
blades with surface waviness and the actions needed to
achieve these increases.

The focus of the work can be stated in terms of a hypothesis about
the physical mechanism: (i) surface waviness affects fan perfor-
mance through movement of the natural transition location;
(ii) this movement is determined by amplification of boundary
layer disturbances, specifically Tollmien—Schlichting (TS) instabil-
ity waves, due to resonance between the TS waves and the surface
geometric wavelength.

Part I of the paper focuses on the development of a new method-
ology which stems from the above hypothesis. In the next section
we describe the overall approach including geometric regimes
and physical mechanisms. We then present an outline of the new
methodology and introduce basic ideas of boundary layer distur-
bance receptivity. Following that, the approach is described in
detail, first the disturbance wave growth that leads to transition
onset, then the criteria for onset as well as transition end. The last
section presents application of the methodology for different param-
eters: pressure gradients, acoustic disturbances, and surface rough-
ness, to show the magnitude of changes that can be encountered in
practice.

Part II describes the assessment of the hypothesis against exper-
iments, in a wind tunnel designed to carry out measurements of
transition behavior, using hot wires and infrared thermography. It
also includes estimates of loss variation, which can be up to 1%
in isentropic efficiency, as a function of fan aerodynamic parame-
ters and basic guidelines for increasing efficiency of wavy blades.
The overarching finding is that the experiments, which are consis-
tent with the hypothesis and in quantitative agreement with the anal-
ysis and other parts of the Part I methodology, show the utility of the
methodology that is proposed.

2 Fan Blade Natural Transition: Physical Processes
and Geometric Regimes

2.1 Elements of Transition Process. Figure 1 gives a pictorial
description of flow phenomena in natural transition. The figure
shows an external acoustic disturbance impinging on a boundary
layer over a wavy wall and lists the different elements that charac-
terize the stages along a fan blade. Stages 1, 2, and 3 can be
described as linear processes; stages 4 and 5 are non-linear.
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Fig. 1 Elements of the natural transition process

Element 1 is receptivity, the coupling of external disturbances,
such as sound or vorticity, to the disturbances in the bound-
ary layer. This coupling establishes the initial conditions of
disturbance amplitude and frequency which eventually
grow to create the conditions for the onset of the breakdown
of laminar flow and the onset of transition to turbulent flow.
As described by Saric et al. [5], receptivity has many paths to
introduce a disturbance into the boundary layer, for example
the interaction of sound or turbulence with leading-edge
curvature or with discontinuities in surface curvature that
produces a resonant response in the Tollmien—Schlichting
(T-S) boundary layer disturbance waves. Saric et al. [5]
further characterize the process as: “Essentially, the incom-
ing freestream disturbance at wavenumber aj interacts
with an inhomogeneity of the body causing its spectrum to
broaden to include the response wavenumber azys. Small
initial amplitudes of the disturbances tend to excite the
linear normal modes of the boundary layer that are of the
T-S type.”

Element 2 concerns the disturbance wave structure in the bound-
ary layer flow. In this study, the wave structure is defined
with the eigenvalues and eigenfunctions for the laminar
boundary layer over a wavy wall, which depend on the back-
ground steady flow, accounting for the waviness.

Element 3: The critical feature of the boundary layer disturbances
is the wave growth, i.e., whether the wave amplitude
increases or decreases with downstream distance. This is cal-
culated by integrating the growth of the disturbances along
the streamwise direction, noting that at a given location
there is not only local information but also an effect of
upstream and downstream conditions.

We show below how elements 1 through 3 are captured using
analysis and computations. For elements 4 and 5, once the distur-
bance waves grow to a level of 0.4% of free-stream velocity,
which we refer to as transition onset, a complex sequence of pro-
cesses occur (three-dimensional linear waves, evolution, and then
breakdown of three-dimensional vortical structures, formation of
local regions of turbulent flow, or turbulent spots, and finally
fully developed turbulence marking the end of transition, at a loca-
tion where the level of unsteadiness is 3% of free-stream velocity).
The criteria developed for onset and the end of turbulence, as
well as the length over which the transition takes place, are therefore
provided by experiment. They will be described further below, with
their measurement and definition seen in Part II. For now, however,
it suffices to note the levels and to recognize that Element 4 defines
the conditions for transition onset and Element 5 defines those for
the end of transition.

2.2 Non-Dimensional Parameters and Geometric Regimes.
It is useful to define the geometric regimes for wall geometry and
disturbance wave behavior, because these determine the type of
analysis needed. To start, consider inviscid, incompressible, irrota-
tional two-dimensional flow past an infinite periodic two-
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dimensional wavy wall, with parallel uniform flow of velocity U far
away from the wall. If the maximum wave height is #, and the wave-
length is A, the only non-dimensional group based on these length
scales is the surface wave slope parameter, 7/4.

For wave slope parameter small compared to unity, /A < 1, the
flow perturbations due to the wall are well captured in a linearized
description. The governing equation for incompressible, irrotational
flow, for example, is Laplace’s Equation, V¢ = 0, where ¢ is the
velocity potential, and dgp/ox = Au; dp/dy = Av. The disturbance is
determined by the boundary condition at the wall and scales with
the wall geometry wavelength. The non-dimensional perturbations,
such as axial velocity, Au/U, and wall pressure coefficient, AC,, are
thus sinusoidal with a wavelength, A, an amplitude proportional to
n/A, and an exponential decay with distance from the surface, y,
of exp (—2my/A) [12,13].

For boundary layer flow over a wavy surface, there are additional
length scales, and whether the disturbances extend past the bound-
ary layer edge depends on A/ where § is the boundary layer thick-
ness. For 1/6 <1, the disturbances due to the wall are contained
within the boundary layer and the flow above the boundary layer
edge does not feel the existence of surface waviness. If /6 is
larger than roughly 10, however, the variations reach beyond the
boundary layer and the free-stream responds to surface waviness.

To characterize the regime we will address, Fig. 2 shows the geom-
etry divided into four regimes in a A/ versus /A plane. For regions I1I
and IV, 5/A is less than 0.05, implying the maximum wall slope is
small compared to unity and the disturbances are linear. It is noted,
however, that there is not a sharp distinction; the value of 0.05,
which means that, for y =#noexp[2zix/1], the maximum slope, |dy/
Oxlmax =27n/A =~ 0.3 is a conservative value, based on numerical
experiments to define the region of applicability [14,15].

For regions I and II, the wall slope is large and the behavior is
non-linear [14]. Flow variations due to surface waviness extend
outside the boundary layer edge in Regimes I and IV and are con-
fined inside the boundary layer in Regimes II and III, with the cri-
terion between the two cases approximately 4/6 ~ 10 based on an
assessment of boundary layer dissipation using edge velocity as
described in Ref. [15]. The aerodynamic and geometric regime
for the civil composite fans of interest corresponds to Regime III,
and the focus of the research is thus linear flow field perturbations
inside a wavy wall boundary layer.

3 Methodology Description

3.1 Introduction to the Extended ¢ Method. The methodol-
ogy that has been created includes analyses of the two-dimensional
linear phenomena of boundary layer receptivity and instability and a

n/h
Non-linear Regime 11 Regime I
perturbation
~0.05 [pees——eeeeeeemaae o~ - - - mmmmmmm -
Li s .
sERaRsi Regime 111 Regime IV
*Wall layer confined ~10  Pperturbation reaches 9
perturbation freestream

*wall layer = sub-layer + log-layer
Fig. 2 Geometric regimes—defined based on wall scaling

parameter, n/A, and non-dimensional range of influence, /6.
Interest here, for civil composite fans, is Regime Ill.
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simplified transition model to capture the nonlinear processes
between onset and end of transition. The analyses comprise two
major extensions of an existing approach known as the e
method [9,16,17], in which the basic idea is to trace the exponential
growth of unsteady boundary layer disturbances [18,19] that evolve
to transition onset. The first of the two new features is the compu-
tation of initial disturbance amplitude using distributed receptivity
analysis. The second is the capability to capture flow over a wavy
surface, i.e., the boundary layer instability is that for the flow
over a wavy surface. Neither of these has been previously
addressed.

In the original " method, the unstable spatial eigenvalues of the
Orr—Sommerfeld equation were integrated to obtain an instability
growth curve, with disturbances modeled as growing from a
common amplitude set by receptivity at the leading edge. Transition
onset location was assumed to occur where the wave grows to an
empirical criterion, designated as eV, This method was successful
in describing various natural transition scenarios [9,16,20-23].

In the present method, which we refer to as the extended e’
method, the kinetic energy of a Tollmien—Schlichting (TS) wave
at a given chordwise location is expressed as the summation of
three effects: (i) acoustic forcing, (ii) receptivity at branch I, the
location beyond which the TS wave becomes unstable for a given
frequency, and (iii) exponential growth of TS waves. The coupling
between the effects can be written as in Eq. (1) where U is the
boundary layer edge velocity, urg is the TS wave amplitude, u,,.
is the root-mean square acoustic fluctuation, and urg; is the TS
wave amplitude at location I, the location beyond which the
growth rate of the instability waves becomes positive. The term
location I implies the condition at which the disturbance wave beha-
vior changes from decaying to growing, corresponding to encoun-
tering a behavior at which there is a change from one branch of
the stability curve to another, denoted by branch I. The notation
thus keep consistency with that in the transition community.

log(@) = 1og<@) + log (MTS’I) + log (—MTS ) (1)
U U Uge Urs,1

In the following sections, we present the modeling of the acoustic
receptivity coupling coefficient followed by discussion of wavy
wall effects on boundary layer stability, the instability energy inte-

gration method, and the description and assessment of the criteria
for transition onset, spatial extent and end.

3.2 Receptivity-A: Distributed Receptivity. A length scale
conversion is essential for acoustic receptivity estimation because
of the length scale mismatch between acoustic and TS waves.
Saric et al. [5] described that

“The instability waves have phase speeds that are a fraction of the free-
stream speed. The energy for naturally occurring freestream distur-
bances is concentrated at wavenumbers significantly different than
the instability wavenumber. Therefore natural receptivity mechanisms
require a wavelength conversion process.”

In this study, the required length scale conversion is achieved
through the spatial non-uniformity of the boundary layer.

The non-localized nature of surface roughness and waviness
means that distributed receptivity theory [24] is appropriate for
the extended ¢"¥ method. The receptivity coupling coefficient (C =
urs /iuqc) can be computed following [24] as

oo [Z Mo
~ ViDy /Re,,
2 2 (22)
oo 9 w T Aw w
j exp(— 7 (a . ars,p) )|:Recy (o )i|daw
0 iD, c
d.
D= 2[02 ﬂ} (2b)
dx Y
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In Eq. (2b), D, and azs; can be found from the solution of the
Orr—Sommerfeld equation. Ay is a modified receptivity efficiency
factor and ¥, (a,) is the spectral density of surface geometry at
wave number of a,,. The receptivity efficiency factor, Ay, of 0.09
was used for the extended e method because Ay varies from
0.093 to 0.087 for Blasius boundary layer at Re, ; of 0.25 x 106 ~
2 x 10° [24].

The receptivity coefficient in Eq. (2b) can be understood as three
effects: a proportionality constant, a Gaussian filter based on the
surface wave number difference from the TS wave number, and
the spectral density of the surface irregularity. The Gaussian filter-
ing means that only a narrow band (with wave number bandwidth
~/—ildars/dx],,) of spectral surface irregularity, V.(ay),
contributes.

Figure 3 shows the receptivity coupling coefficient, C, as a func-
tion of the non-dimensional wave number (a,, — azs p)/ars , the dif-
ference between wall wave number, «,,, and TS wave number at
location I, azs;. The blue line is Eq. (2b), and the red symbols
from the measurements of [25]. The coupling coefficient is a
maximum when the TS wave number is equal to the wall wave
number.

3.3 Receptivity-B: Distributed Receptivity for Spatially
Inhomogeneous Surfaces. The distributed receptivity model
(Eq. (2b)) is derived based on a spatially homogeneous surface,
for which a single surface spectrum can be defined regardless of
location. For spatially inhomogeneous surfaces as in fan geome-
tries, we need to define a way to construct a physically consistent
spectrum for receptivity analysis.

Figure 4(a) shows a spatially homogeneous surface for which a
single surface wave spectrum, J,, in Eq. (2b), can be defined univer-
sally along the chord. Suppose, however, that part of the surface is
non-wavy, as in Fig. 4(b). A local surface spectrum needs to
account for the receptivity variation along the chord. Although a
length scale of receptivity variation is not provided in the distributed
receptivity model, we can define a physically consistent length
scale, or window, for receptivity analysis for spatially inhomoge-
neous surfaces using the TS wavelength, because the receptivity
of a TS wave occurs due to surface irregularity over this length
scale. We thus define the window size, and the receptivity coordi-
nate characterizing the local geometric power spectrum, based on
the TS wavelength.

It is useful to view the local receptivity process at each chordwise
location as a boundary value problem based on the inhomogeneous

0.5
Measurements
(King, 2000)
0.4}
O
=
2
5 037
L)
7]
<)
&)
%ﬂ 0.2f
% Analysis
3 (Eqn. 2)
0.1

=10 -5 0 5 10

(o — Qg Vot [%]

Fig. 3 Experimental validation of receptivity model—blue line,
receptivity analysis from Eq. (2b), red symbols, measurements
of King [25]
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Orr-Sommerfeld equation with acoustic forcing. The receptivity at
location I is affected by the local receptivity process, both upstream
and downstream, even though the receptivity coupling coefficient
(C =urs fu,.) focuses only on the TS wave amplitude at location I.

The disturbance due to the local boundary layer forcing upstream
of location I decays exponentially until location I. The local recep-
tivity process downstream of location I also affects the overall
receptivity, which implies that upstream influence, through pressure
disturbances, must be accounted for to describe the behavior
upstream of location 1.

The effective surface spectrum for receptivity analysis at location
I can, therefore, be constructed by ensemble-averaging local spectra
based on a sliding window with the TS wavelength scale as in
Fig. 5. Figure 5(a) shows a spatially inhomogeneous surface
where the local surface spectrum varies along the chord. The recep-
tivity process at location I can be expressed using an effective
surface spectrum with a weighting function based on exponential
decay as in Fig. 5(b). The effective surface spectrum is thus

— o D€ AW, x5 F)dé
Ywlxr, Arsps F) = TWE v F)E (3a)

exp[ﬁ' —ai(x; F)dx] if £<xg

F=% €9

In Eq. (3), 3w(&, Ars,) is the local spectrum from the sliding window
at £ and window size Arg,;. The weighting function W(&, x; F)
always lies between zero and unity.

The sliding window size scale factor and the upstream influence
scale factor were determined based on the measured TS waves [26]
for the non-wavy surface, to assess leading edge receptivity, and for
the wavy surfaces with different waviness onset locations, to assess
upstream influence from downstream waviness:
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Schlichting wavelength and (b) effective surface spectrum based
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e Sliding window size scale factor: 4 [Window Size =4 X Arg ]
o Upstream influence scale factor: 4

—C)

3.4 Velocity Perturbations for Flow Over a Wavy Wall:
Linearized Navier-Stokes Analysis. The linearized Navier—
Stokes equations (LNS) are used to describe the flow field varia-
tions, and resulting boundary layer destabilization, due to surface
waviness. The linearization is that of flow variation with respect
to wall slope, in the geometric regime III, as in Fig. 2.

The approach taken is to trace the flow variation at the same dis-
tance from the wall as in the non-wavy situation thus correcting the
displacement of the wavy wall geometry [27]. We thus solve for
the corrections, e.g., Au(y) = Uyavy(y + Ywary) — u(y), as in Fig. 6.
The LNS are derived in Appendix A.

3.5 Local Stability and Orr-Sommerfeld Equations for
Wavy Wall Flow. In the extended ¢ method, the eigenvalues
are found from a boundary layer stability analysis using the Orr-
Sommerfeld equation (see Appendix B) based on the boundary
layer velocity profile found from the LNS calculations. The equa-
tion can be discretized using a Chebyshev polynominal expansion
following [28] and the generalized decomposition method [29] is

Mu(y) = w,(y +y5) —u (v)

¥s(x)

¥s = ys(x)

Fig.6 Wall Corrected Variations—the key idea of LNS is to trace
the wall corrected variations
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then applied to solve the linear temporal eigenvalue problem.
This sets the initial condition for the Newton—Raphson iterations
to find the spatial eigenvalues.

3.6 Criteria for Transition Onset, Spatial Extent, and End.
The model for the transition process is based on casting the process
as the following three steps:

(1) Transition onset is initiated once the TS wave amplitude
reaches a root-mean-square level of 0.4% compared to the
freestream velocity: urs/U = 0.4%.

(2) The end of transition has a constant root-mean-square distur-
bance level compared to the freestream velocity:
urs / U =3%.

(3) The extent of the transition process is five times the wave-
length of the most prominent, in terms of spectral energy
density, TS wave at transition onset.

The modeling parameters were set based on the experimental
measurements, described in Sec. 3.7.

3.7 Evaluation of Transition Criteria. The descriptions of
disturbance growth and evolution have, up to now, been in terms
of analysis and computation. This suffices to take us to the onset
of transition, which, as mentioned in Sec. 2, brings a much
greater level of complexity in the fluid dynamic processes. To
describe transition onset, extent, and the disturbance levels, there-
fore, we make use of the new experimental findings that form a
major portion of Part II. We take the step of presenting these
here, before recounting the experiment design and operation,
because the results form essential features of the natural transition
process, and it seems important to present the whole so the reader
can see both the context and the quantitative behavior of the sepa-
rate elements. It is emphasized, however, that the justification of the
experiment background and techniques, plus additional experimen-
tal findings, are laid out in depth in Part II.

We start by contrasting the features of the disturbance amplitude
spectrum upstream and downstream of transition onset. Transition
onset is marked by a qualitative change in the disturbance power
spectrum. To illustrate the change, Fig. 7 shows the measured velo-
city disturbance power spectrum as a function of frequency, for the
conditions noted in the caption, upstream and downstream of tran-
sition onset. The different curves and colors correspond to different
values of streamwise locations along the chord.

In Fig. 7(a), upstream of onset, the power spectrum is set by a
dominant peak that is associated with the Tollmien—Schlichting
waves, with the peak is evident at all locations shown. In
Fig. 7(b), downstream of transition onset, however, we see that
there is an evolution to a broadband turbulent spectrum. The start
of this evolution occurs at approximately 70% chord for the condi-
tions shown.

Figure 7 does not indicate the disturbance level, but the measure-
ments show (as will be described subsequently) that the disturbance
amplitude level at which this change in spectrum occurs is 0.4% for
all conditions examined. We thus take this disturbance level as cri-
terion for transition onset.

Measurements for a range of aerodynamic and geometric param-
eters show that the disturbance amplitude does not grow beyond
3%, and this is taken as indicating the disturbance level at the end
of transition [26]. The spatial extent of the transition process
between onset and end, is observed to have a length of five times
the most prominent wavelength of TS wave at transition onset, in
terms of spectral energy density. Figure 8 shows the measured
extent of the transition process as a function of the non-dimensional
TS wavelength, with the dashed line indicating the proposed
approximation. The difference between the approximation and the
measurement is within 5% chord, which is the measurement resolu-
tion of transition location.
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4 Physical Interpretation of the Methodology

To determine the total energy of the TS waves, we need to inte-
grate the spectral contributions from all frequencies. This requires
us to couple the stability analysis to the transition model. The pro-
cedure to achieve this is as follows.

(1) The root-mean-square energy of the acoustic forcing is
decomposed into spectral energy components, kae(@).

1 ("1 o
Ey = lim — A Uac ? = ac 4
TLITJO Tjo |:2u () ]dl jo kac(w)dw “4)

(2) The spectral velocity ii,.(®) is defined for each frequency of
acoustic forcing k,.(w) as

flac(@) = \/ 2kqe() Q)

(3) The spectral velocity of the TS wave at location I is com-
puted in terms of the receptivity coupling coefficient,

Creceptivity7

fiys (W) = Creceplivilyﬁac(a)) (6)
(4) The growth rate of the spectral velocity for each frequency
is
d|itrs(x, @)
—E T = 7
I a;(x, ®) ()
In Eq. (7), the imaginary part of the spatial eigenvalue, a;, is
the spatial growth rate found from the Orr—Sommerfeld
equation.
(5) The relation between spectral velocity and spectral
energy is
. 1, )
krs(x, @) = 2 irs(x, @) 3)
(6) The total energy of the TS waves at a given chordwise loca-

tion is obtained by integrating over the different frequen-
cies. The procedure is indicated in Fig. 9 which shows the
disturbance energy along the chord. The black dashed line
in Fig. 9 shows the initial amplitudes of TS waves which

2
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Fig. 9 Exponential Growth of Tollmien-Schlichting Waves—
colors indicate different frequencies, dashed line sets
initial amplitude from receptivity model. Blasius boundary
layer. Re. = 4 x 10°.
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are set by the receptivity model. The TS waves for various
frequencies are represented by the colored lines, and the
total energy is shown by the black solid line. With krs the
spectral energy density of the TS waves at a given fre-
quency,

o0

Ers(x) =j kzs(x, w)dw )
0

(7) The root-mean-square disturbance velocity, profile is recon-
structed from the most unstable eigenmode, Y7s(x, y), of the
TS wave. Figure 10 shows the disturbance profiles at differ-
ent chordwise stations which has the second velocity distur-
bance peak located near y/0=>5.

urs(x, y) = Yrs(x, y)/2E75(x) (10)

(8) The transition onset location is identified as the location at
which the boundary layer disturbance, uzglyg~s, reaches
0.4% as in Eq. (11). The onset criterion was inferred from
measurements of the second velocity disturbance peaks,
located near y/6=5, because the first peak predicted by
theory could not be reached due to hotwire wall contact lim-
itations [26].

ursly o~

[M] =0.4% (1)

U Xir.onset

(9) The spatial extent is approximated as proportional to the
most prominent wavelength of the TS waves at the onset
location in terms of spectral energy density, as in Fig. 8.
This implies

Axtr,pracess(E Xirend — xrr,onset) ~5 X j'TS (12)

(10) The spatial extent of the transition process is set by the 3%
measured disturbance level at the end of transition.

|:urs|y/9~5i| —139 (13)
u Xir.end

5 Complete Model for Natural Transition

Items 1 through 9 in the previous section give the different steps
that have been integrated to provide a quantitative description of the
natural transition process. To demonstrate the capability, and give

25 v
20 1
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g 13 0.5 1
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2 16 0.7
Qo
g
Z
5 Second peak at y/6 ~ 5
0 m ‘

0 2 4 6 8 10
Disturbance Amplitude, u,, /U [%]

Fig. 10 Profile of Tollmien-Schlichting wave instability eigen-
modes at different chordwise stations
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Fig. 11 Transition process—extended e" analysis with transi-
tion model (solid lines) captures experimental measurements
(symbols) [26]. Non-wavy surface, dC,/d(x/c)=0.1.

substance to the comments about mechanism in Sec. 6, we now
show measurement results for the non-wavy surfaces (other wavy
results are given in Part II). Figure 11 thus shows the boundary
layer disturbance amplitude, u7;/U, as a function of distance
along the chord, for flow over a non-wavy surface at three different
Reynolds numbers. The conditions are given in the caption. Mea-
sured spectrum of the external acoustic disturbances and the
surface roughness were used as input. The results of the extended
¢" methodology are given by the different solid curves and the mea-
surements [26] are indicated by the symbols. Also marked in the
figure are the amplitudes for onset of transition and end of transition
(the horizontal lines at 0.4% and 3.0% respectively) and the extents
of the transition region for the three Reynolds numbers. Both data
and model show a change in slope at the transition onset location
and a notable marked flattening of the disturbance amplitude at
the proposed end of transition for the three values of Reynolds
number; the methodology that has been developed captures the
observed behavior.

6 Changes in Transition Onset Location: Physical
Mechanisms

The findings from the extended " methodology show that tran-
sition onset location is altered on a wavy surface compared to a
non-wavy surface because of two independent mechanisms:
(i) the receptivity is increased through the interaction between the
surface wavelength and the TS waves and (ii) the boundary layer
is destabilized through the series of accelerations and decelerations
associated with the waviness. In this section, we use the methodol-
ogy to show that, for fan aerodynamic parameters, the former effect
is more important than the effect of boundary layer destabilization.
Below, acoustic noise and the surface roughness inputs are used for
extended e method analysis based on the representative conditions
for fan blade operation:

Tie/U =1073
(14)
R,/c=25x%x107°

where R, is centerline averaged roughness height. It is noted that
Reg, << 100 and thus the surface is hydraulically smooth [30].

Figure 12 shows the effect of surface waviness on transition
boundary layer disturbance growth. The abscissa is the non-
dimensional distance along the chord, x/c, and the ordinate is uzg/U,
the amplitude of TS disturbance divided by freestream velocity.
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Figure 12(a) shows the receptivity amplification—the increase of
receptivity coefficient and thus of initial amplitude of disturbance
waves in the boundary layers due to geometric resonance
between surface wavelength and TS wavelength—at different loca-
tions along the chord. The different colors denote the ratio of wave-
length to boundary layer momentum thickness, /6. The boundary
layer momentum thickness, 6, is used instead of boundary layer
thickness, o, as length scale of the velocity profile which is more
relevant to discussion of stability.

Receptivity amplification occurs at 5% chord for the blue line,
A0 =33, and at 20% chord for the yellow line, /6 = 67. The recep-
tivity amplification occurs when the TS wavelength matches the
surface wavelength and it scales linearly with surface wave height.
The location of receptivity amplification thus occurs further down-
stream for the longer non-dimensional surface wavelengths
because the TS wavelength grows along the chord as the boundary
layer thickens. The wiggles in the disturbance amplitude along the
chord are the effect on local boundary layer stability from the
series of local acceleration, on crests, and deceleration, on troughs.

Wavy geometries destabilize a boundary layer, i.e., give rise to
faster disturbance growth rate, as the non-dimensional wave
height, #/6, increases, as in Fig. 12(b) which shows the growth
for different ratios of surface wave height to momentum thickness,
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n/6. Increasing the surface wave height increases the disturbance
amplitude, due to receptivity amplification at x/c of 0.2, as shown
by the blue line, #/60=0.05, and the red line, #/60=0.10. At the
largest surface wave height examined, the yellow line with #/0=
0.20, the strong boundary layer destabilization overwhelms the
effect of receptivity amplification. Boundary layer destabilization
can be mitigated by increasing the non-dimensional surface wave-
length, A/0, for a fixed non-dimensional wave height.

The effect of boundary layer destabilization and receptivity ampli-
fication is exhibited in Fig. 13. The abscissa is non-dimensional
wavelength, /6, and ordinate is the normalized transition onset loca-
tion movement, —Ax,,/x,. o With x;, o the transition onset location for
the non-wavy surface. Figure 13(a) shows the transition onset loca-
tion movement as a function of non-dimensional wavelength for dif-
ferent chord Reynolds numbers. Figure 13(b) shows qualitative
trends of transition onset location movement with non-dimensional
wave height and with pressure gradient. The estimated transition
onset location movement is up to 50% chord.

The effect of Reynolds number on transition onset location
movement occurs in two ways: (i) the onset location movement,
Ax,,, occurs at shorter surface wavelength for the smaller boundary
layer momentum thicknesses that occur at higher Reynolds number
and (ii) the original transition onset location, x,,o, on the non-wavy
surface occurs further upstream at higher Reynolds number, leaving
less distance for the transition onset location to move. The two
effects of Reynolds number can be given a unified description in
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terms of non-dimensional wavelength, 4/6, and non-dimensional
transition onset location movement, —Ax,/x, o, as illustrated by
the solid lines for different Reynolds numbers in Fig. 13(a).

For the range of Reynolds numbers examined, transition onset
location movement was most significant for surface wavelength
of approximately 40 momentum thickness (or: 406), where the
effect of receptivity amplification on transition was dominant com-
pared to that of boundary layer destabilization.

The effect of surface waviness on transition onset location
movement reduces for stronger adverse pressure gradients because
the boundary layer disturbance grows faster than with weaker pres-
sure gradient. For example, increasing dC,/d(x/c) from 0.1 to 0.2
or 0.2 to 0.3 decreases the non-dimensional transition onset location
movement, —Ax,/x,.o, by 0.1. The effect of leading edge shape
parameter on the transition onset location movement is weak, less
than 0.05 in —Ax,,/x,,o, for shape parameter from 2.46 to 2.50.

The transition onset location movement can also be reduced by
decreasing the wave height or increasing the location at which
surface waviness starts. Decreasing the wave height by factor of 2
decreased the non-dimensional transition onset location movement,
—Ax,/x;.0, by 0.2. Increasing the waviness onset location—at
which waviness begins—from 5% chord to 10% chord decreased
the non-dimensional transition onset location movement, —Ax,,/
Xir0, by 0.1.

7 Summary

(1) A new integrated methodology has been created to assess the
effect of surface waviness on laminar-turbulent transition,
and thus profile loss, in civil turbofan carbon composite
blades. The natural transition process in these devices,
which have no upstream blade rows, is different in kind
than the bypass transition in core flow turbomachinery for
which the impinging wakes play a major role.

(2) The methodology provides the capability to trace the evolu-
tion of disturbance energy transfer in flow over a wavy
surface, from its start as external acoustic noise, through
exponential growth of Tollmien—Schlichting (TS) boundary
layer instability waves, to the start and end of the transition
process.

(3) For a given freestream noise level, the initial TS wave ampli-
tude, which sets the boundary layer disturbance wave energy
at a downstream station, can be found using an adaptation of
distributed receptivity theory, extended to address flow past a
wavy wall.

(4) Computations have been carried out of boundary layer per-
turbations and boundary layer destabilization, due to
surface waviness.

(5) The disturbance level growth in the boundary layer is found
by integrating the disturbance energy, from all temporal fre-
quencies, along the streamwise direction. The onset of tran-
sition is identified as the location at which the boundary layer
disturbance amplitudes reach 0.4% of freestream velocity.
The spatial extent of transition is found to scale as five
times the dominant Tollmien—Schlichting (TS) wavelength.
After this length, identified as the end of transition, the distur-
bance amplitude remains constant at 3% of freestream
velocity.

(6) The analysis presented describes, for the first time, the mech-
anism for the changes in natural transition onset location due
to effects of surface waviness. It also shows that the alteration
in transition onset location is due to the interaction between
geometric waviness and TS boundary layer instability waves.
The interaction, and thus the change in onset location, is
strongest when the wavelengths of the two quantities are
matched.

(7) The computational results presented show the quantitative
changes in transition onset due to changes in surface wave-
length, surface wave amplitude, and location at which the

Journal of Turbomachinery

waviness is initiated on the fan blade. The specific links
between transition onset location and blade profile loss are
given in Part II, which describes experiments that support
the methodology. It will be shown that waviness can result
in a decrease of as much as a 1% in fan efficiency.
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Nomenclature
¢ = chord length
k = spectral energy
m = surface waviness corrected transformed coordinate

along horizontal direction
surface waviness corrected transformed coordinate
along vertical direction
= pressure
cartesian velocity component in x-direction
spectral velocity
cartesian velocity component in y-direction
cartesian coordinate along chordwise direction
cartesian coordinate along wall normal direction
receptivity coupling coefficient
non-dimensionalized Tollmien—Schlichting frequency
boundary layer shape parameter
= branch I: first location beyond which Tollmien—
Schlichting wave becomes unstable

= freestream boundary layer edge velocity
weighting function for sliding window

u,. = root-mean-square of acoustic fluctuation

urs = Tollmien—Schlichting wave amplitude

X, = transition onset location
X0 = transition onset location on non-wavy surface
yw = surface spectrum amplitude

$w = effective surface spectrum amplitude

3
Il

~TMO« 2 < ST
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I

C, = pressure coefficient
D, = non-dimensionalized Tollmien—Schlichting growth rate
at Branch I

X,y onser = surface waviness onset location: the location beyond
which surface waviness exists
Y75 = eigenmode profile of Tollmien—Schlichting wave
E7s = total root-mean-square energy of Tollmien—Schlichting
wave
Re. = Reynolds number based on chord
Re, = Reynolds number based on chordwise location x
BL = boundary layer
a = Tollmien—Schlichting wave number; a = 2a/17g
a; = imaginary part of Tollmien—Schlichting wave number
a,, = surface wave number
ars; = Tollmien—Schlichting wave number at branch I
6 = boundary layer thickness
n = surface wave height
Ay = modified receptivity efficiency factor
= surface wavelength
= Tollmien—Schlichting wavelength
boundary layer momentum thickness
= integration parameter along chord
= kinematic viscosity
= Tollmien—Schlichting frequency

~
S vend ~
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Appendix A: Derivation of Linearized Navier—Stokes
Equations

Tracing the wall corrected variations to linearize the whole com-
putational domain involves a coordinate transformation. The
process is to compare the two flow fields, the wavy case and the
non-wavy case, in the (flat) transformed domain with the axial, m,
and normal, n, direction coordinates. That is,

m=x

Al
n=y - ysx) A

We apply Eq. (Al) to the two-dimensional incompressible con-
tinuity and Navier—Stokes equations and neglect higher order
terms such as Au(dAu/om), resulting in a set of LNS equations.
The three unknowns are axial velocity variation, Au, normal velocity
variation, Av, and pressure variation, Ap, which are functions of m
and n.
Applying the transform derivative, d/0¢, defined as
0o _ 0 , 0
kb OF (A2)

we obtain the set of equations:

OAu c’;‘Av Ouyg
— A3
65 y,(m )[ ] (A3)
OAu Oug OAu 8uo 1 6Ap
AU v+ Ay
u 5E + a¢ +V0 + o PN
u PAu P Au 6140 1 0po ug
_#® 0, 209y,
|: O&* * o =om) u m o On Y mon

, &u " ou
+y,(m)? [ue 5720] —y/(m) [ue a—,f] (A4)

OAv v OAv ovy
LA A2
u6§+ u8§+v()6n+ V6n+

u[6Av Ay vy &vo
_r -2,
20 [ 0&* T | T om0, on " omon

1 8Ap
Po on

82
+ys<m>2[veaz] ¥/ (m )[ rﬂ (AS)

where the background flow velocity and pressure, ug, v, and py, are
predefined, at a given pressure distribution along the chord, from
laminar boundary layer analysis. The computed axial velocity
profile on the wavy surface, uy+ Au, is then used for the stability
analysis as described in Appendix B.

Appendix B: Orr-Sommerfeld Equation

The Orr—Sommerfeld equation describes the behavior of
unsteady disturbances in a two-dimensional incompressible bound-
ary layer flow with parallel streamlines. The stability of such flows
are defined by the eigenvalues associated with these disturbances. If
u=U(y) and v=0 is the known time mean background flow in the
boundary layer, the Orr—Sommerfeld equation is obtained by defin-
ing a stream function for the disturbance velocities and linearizing
the Navier—Stokes equation about the time mean flow [30,31]. The
classical form is Eq. (B1).

(aU — o) — a*P) —aU"§ + iRe™ (" — 222 + a*P) =
B
In Eq. (B1), ¢, a, and w are the non-dimensional flow perturbation
mode, spatial eigenvalue, and temporal eigenvalue, respectively.
The quantities U and U” are the known time mean velocity and
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its second derivative; these include the velocity differences due to
wall waviness, as discussed in Sec. 5.
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