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Approximate Analytical Solution to

the Zonal Harmonics Problem

Using Koopman Operator Theory

David Arnas∗, Richard Linares†

Abstract

This work introduces the use of the Koopman operator theory
to generate approximate analytical solutions for the zonal harmonics
problem of a satellite orbiting a non-spherical celestial body. Particu-
larly, the solution proposed directly provides the osculating evolution
of the system under the effects of any order of the zonal harmonics, and
can be automated to obtain any level of accuracy in the approximated
solution. Moreover, this paper defines a modified set of orbital elements
that can be applied to any kind of orbit and that allows the Koopman
operator to have a fast convergence. In that regard, several examples
of application are included, showing that the proposed methodology
can be used in any kind of orbit, including circular, elliptic, parabolic
and hyperbolic orbits.

Nomenclature

Koopman operator nomenclature

ǫ = small parameter
φ = general eigenfunction
Φ = matrix of eigenfunctions
Ξ = domain of definition of the basis functions
C1, C2 = arbitrary constants
b = number of basis functions used
d = number of dimensions of the system
E = matrix of eigenvalues
f = dynamical model
g = generic functional
i, j = matrix and vector indices
K = Koopman matrix
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K = Koopman operator
L = set of basis functions
Pn = Legendre polynomial of order n
t = time evolution [s]
T = Koopman modes
t0 = initial time [s]
V = matrix of eigenvectors
w = weighting of the basis functions
x = state of the system
x0 = initial state conditions

Astrodynamics nomenclature

α, pr, s, γ, Iθ, β, ξ, pλ = orbital elements from Arnas and Linares [1]
Λ, η, σ,Γ, κ, λ, ρ = orbital elements for close-to-equatorial orbits
Λ, η, s, γ, κ, β, χ, ρ = orbital elements for the general case study
θ, τ = time normalization variables
λ = longitude [rad]
µ = Earth gravitational constant [m3/s2]
ν = true anomaly [rad]
ϕ = latitude [rad]
ψ = normalization value for the latitude
ω = argument of perigee [rad]
Ω = right ascension of the ascending node [rad]
a = semi-major axis [m]
e = eccentricity
H = Hamiltonian [m2/s2]
inc = inclination [rad]
Jn = zonal term of order n of the Earth gravitational potential
m = maximum order of the zonal harmonics problem
pθ = modulus of the angular momentum [m2/s]
pλ = conjugate momenta of the longitude [m2/s]
pϕ = conjugate momenta of the latitude [m2/s]
pr = conjugate momenta of the radial distance [m/s]
r = radial distance [m]
R⊕ = Earth equatorial radius [m]
si = sine of the osculating inclination of the orbit
u = argument of latitude [rad]
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1 Introduction

The study of the effects of the zonal harmonics on the motion of a satellite
is one of the most elemental problems in celestial mechanics and is of great
importance both for the design and control of space missions. However,
despite being this problem one of the simplest models to study in astrody-
namics (apart from the Keplerian motion), the problem is known to have
no analytical solution [2, 3], and thus, a wide variety of approaches have
appeared over the years to provide approximate solutions to this problem.
Particularly, analytic and semi-analytic solutions are of special interest since
they allow us to have a deeper understanding of the problem, to obtain a
faster long term propagation of orbiting objects, to analyze the stability of
orbits, or to define and assess satellite constellations and formation flying
among other topics.

From all the zonal terms of the gravitational potential, the study of the
motion of a satellite subjected to the J2 term of the Earth gravitational
potential has always been of special importance as it is the most important
gravitational perturbation for satellites orbiting the Earth. Examples of
that include the solutions proposed by Brouwer [4], Kozai [5], Deprit [6],
or Liu [7], which are still extensively used both in theoretical and applied
problems. Particularly, Brouwer [4], based on the von Zeipel perturbation
method, proposed a first order solution which was later complemented by
Lyddane [8] and Cohen and Lyddane [9] to study orbits with either small
eccentricity or inclination, and by Coffey et al. [10] to be able to effectively
assess orbits close to the critical inclination. Kozai [5] proposed, on the
other hand, a different approach based on the decomposition of the motion
in first-order secular, second-order secular, short-periodic, and long-periodic
terms. Afterwards, he extended Brouwer’s formulation by introducing a
second order solution [11] to the main satellite problem. Later, Deprit [6]
approached the problem differently by making use of Lie series to define a
set of canonical mappings that allows to generate an approximate solution
following an iterative set of transformations [12]. This methodology led
to the Lie-Deprit methods, a set of perturbation techniques that has been
extensively used in the literature to deal with the main satellite problem.
Important examples of application of this approach include the method of
elimination of the parallax [13], or the elimination of the perigee [14].

In this work, we approach the problem from a different perspective. In-
stead of performing near unitary transformations using a small parameter,
we make use of operator theory to generate solutions to this problem di-
rectly. Operator theory is based on functional analysis [15, Chapter 2] and
focuses on the study of linear operators in functional spaces [16, Chapter 4].
Operator theory is widely used in theoretical physics [17, Chapter 7] (spe-
cially in quantum mechanics [18, Chapter 1]) and other research fields [19]
such as fluid-dynamics [20] or control [21, 22], but is not widely used in
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astrodynamics. Particularly, this paper focuses on the use of the Koopman
operator, a linear operator introduced by Koopman [23] and later devel-
oped by Newmann [24] that is able to transform a non-linear system in a
finite number of dimensions into a linear system in an infinite number of di-
mensions, on the zonal harmonics problem around an oblate celestial body.
However, due to our limitations to study a system in an infinite number of
dimensions, we have to focus on a subspace of this infinite space domain,
and thus, an approximation of the system is obtained instead. Nevertheless,
this allows to obtain a linearization of the system (benefiting from the inter-
esting properties of linear systems) while obtaining a good approximation
to the solution. The Koopman operator has already been proposed to study
problems in celestial mechanics, particularly the motion around libration
points in the third body problem [25], and attitude dynamics [26], but it
has never been successfully applied to the zonal harmonics problem around
a celestial body.

To that end, this work presents the methodology to apply the Koopman
operator to the zonal harmonics problem. To be more precise, the contri-
butions of this work are as follows: first, definition of a modified set of or-
bital elements for the specific application of the Koopman operator; second,
development of a closed-form computation of the Koopman matrix using
Legendre polynomials; and third, numerical error analysis of the analytical
Koopman-based solution applied to the motion of a satellite orbiting a non-
spherical celestial body. In particularly, this paper makes use of a modified
set of orbital elements from Arnas and Linares [1] especially devised for their
application alongside the Koopman operator. This set of orbital elements
is able to represent orbits at any eccentricity, including circular, elliptic,
parabolic and hyperbolic orbits. In that regard, several examples of appli-
cation are included to show the performance of the methodology for different
orbits. Additionally, this work proposes the use of Legendre polynomials to
compute the Koopman matrix of the system. This provides several advan-
tages, including lower computation complexity, easier implementation, and
a better distribution of the error in the variable range defined.

The main advantage of using the Koopman operator is that it allows
studying any order of the zonal harmonics problem without modifying the
methodology followed. This allows automation of the computation of the
solution and still obtain an approximate analytical solution to the problem.
Moreover, the Koopman operator improves the accuracy of the solution by
just increasing the number of basis functions used to represent the dynamical
model. As mentioned before, this is done without performing any modifica-
tion in the methodology, and thus, can be automatized, which means that
the level of accuracy obtained is only limited by the computational power
available. In addition, the Koopman operator provides the spectral behavior
of the dynamical system which can be used for different applications and to
study the properties of the solution [27]. Finally, the technique presented
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generates an approximated linear dynamical system that presents good ac-
curacy and that can be used in other applications.

This paper is organized as follows. First, we include a summary of
the Koopman operator theory and the methodology followed to apply it
to the zonal harmonics problem. Second, we propose two sets of orbital
elements to represent the dynamical system. The notable feature of this
set of orbital elements is that they allow us to represent the differential
equation governing the system in completely polynomial form, while, in
addition, generate expressions for the differential equation that are quasi-
linear for the application of the Koopman operator methodology. This set of
orbital elements are a set of variables especially devised for their use with the
Koopman operator due to their particular properties. Third, we apply this
methodology to a collection of four common orbits used in astrodynamics,
namely, a sun-synchronous frozen orbit, a Molniya orbit, a hyperbolic orbit,
and a near-equatorial orbit. This allows us to show the performance of the
methodology presented in this work and its possibilities.

2 Koopman operator theory

We start from the classical initial value problem, represented by an au-
tonomous system of differential equations expressed as

{

d

dt
x(t) = f(x)

x(t0) = x0

; (1)

where x ∈ R
d is the set of d variables that evolves with time t and that define

the state of the system. In here, f : Rd → R
d represents the mathematical

model of a given dynamical system, d is the number of dimensions of the
problem, and x0 are the initial conditions.

Let g(x) be an observable of the space, or in other words, g(x) is a
function in the set of variables x. Then, if we study the evolution of g(x)
through the differential equation defined by Eq. (1) we obtain

d

dt
g(x) = K (g(x)) = (∇xg(x))

d

dt
x(t) = (∇xg(x)) f(x), (2)

where ∇xg = [∂g/∂x1, ∂g/∂x2, . . . , ∂g/∂xd], and K (g(x)) is defined as the
Koopman operator applied to an observable. This means that the evolution
of any observable under the effects of the dynamical system is provided by
the Koopman operator:

K (·) : (∇x·) f(x). (3)

where (∇x·) = [∂(·)/∂x1, ∂(·)/∂x2, . . . , ∂(·)/∂xd]. Note that the operator is
linear [23], and thus,

K (C1g1(x) + C2g2(x)) = C1K (g1(x)) + C2K (g2(x)) , (4)
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where C1 and C2 are two arbitrary constants.
The main idea of the Koopman operator methodology is to find an ap-

proximated linear representation of the full dynamical system, and then use
the property of linearity to obtain the exact solution to this approximation.
To that end, the Koopman operator makes use of an extended configuration
space of dimension b > d that is able to approximate the non-linearities of
the original system. In fact, if we could work with the complete infinite
Hilbert space, that is, a configuration space in an infinite number of dimen-
sions, the non-linearities of the system would be completely represented by
this linear operator. However, since we are constrained by the use of a lim-
ited set of dimensions in the extended space, the linearization only provides
an approximation of the original system that is more accurate the closer the
system in the extended space is to a linear one.

In order to perform this linearization, this paper makes use of the Gar-
lekin method to obtain an approximated linearized system of equations.
The Garlekin method is based on the idea of performing this approxima-
tion by finding the projection of the original system into a set of orthogonal
functions that define the extended space of configuration for the Koopman
operator. This projection is performed using inner products between func-
tions. Particularly, let f(x) be the function that represents the dynamical
system, and let g(x) be a basis function. Then, the inner product between
both functions is represented by

〈f, g〉 =
∫

Ξ
f(x)g(x)w(x)dx, (5)

where w(x) is a weighting associated with the basis functions, and Ξ is the
domain in which the basis functions are defined. That way, the error result-
ing in the approximation is orthogonal to the configuration space defined by
the set of basis functions.

Therefore, a set of orthonormal basis functions has to be defined in
the extended space of dimension b. To that end, this work makes use of
orthonormal Legendre polynomials as basis functions. The reason for that
is the multiple advantages that they provide when computing the inner
products. First, they are polynomials, which simplifies the computation.
Second, Legendre polynomials are defined in a bounded domain ([−1, 1]) as
opposed to other basis functions, like Hermite polynomials, which are defined
in all R. Third, their weighting function is a constant, a fact that simplifies
the expression of the inner product. This allows to ease the automatic
computation of all the inner products required in the method.

Let L(x) be the set of all the basis functions of the problem in the original
variables written in vector form L(x) = [L1(x), ..., Lb(x)]

T , where Li(x)
represents the basis function i from the set. Note that Li(x) represents a
multidimensional basis function from the set and does not require definition
in a specific ordering. Particularly, and for the case of Legendre polynomials,
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Li(x) can be expressed as

Li(x) =
d
∏

j=1

Pnj
(xj), (6)

where Pnj
(xj) is the Legendre polynomial of order nj applied on variable

xj. Therefore, the total order of the polynomial in the basis function Li(x)
is

d
∑

j=1

nj, (7)

being the combination of the individual orders of the Legendre polynomials
in each dimension (the set {n1, . . . , nd}) different for each basis function
considered. Then, the derivative of a basis function Li(x) can be obtained
using the Koopman operator,

K (Li) =
d

dt
Li = (∇xLi) f , (8)

where it is important to note that ∇xLi(x) can always be represented by
a combination of basis functions from L(x) due to the orthogonality and
polynomial nature of the basis functions. Therefore, our objective now is to
approximate this derivative with the basis functions defined in L(x). This is
done using the inner product operation. Let K be the Koopman matrix, a
matrix of size b×b whose components Kij contain the value of the projection
of the derivative of the basis function i into the basis function j. In other
words,

Kij = 〈(∇xLi) f , Lj〉 =
∫

Ξ
(∇xLi) fLjwdx. (9)

For this work, these inner products are always performed between polyno-
mials, and thus, it is possible to directly compute the integral analytically
which significantly improves the computational speed of the methodology
presented. Then, by following this procedure for all the combinations of
basis functions, a linear system in the form:

d

dt
L = KL. (10)

is generated, which represents the best approximated linear system of the
dynamics in the chosen basis functions. Note that by using higher orders
of basis functions, the Koopman matrix increases in size, but it is able to
better represent the non-linearities of the original system which improves the
accuracy of the solution. Additionally, it is important to note that many
components of the Koopman matrix are in fact zero due to the properties
of the inner product which reduces the number of integrals that have to
be computed. Finally, and should we want to expand the space of basis
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functions, it is not required to recompute the whole Koopman matrix, just
the additional terms generated due to the expansion. This also means that
it is possible to obtain the representation of the Koopman matrix for a given
order of basis functions if we already know the Koopman matrix when using
a higher order of basis functions.

As an example of generation of a Koopman matrix, let the dynamical
system in study be represented by the Duffing oscillator equation:

dx1
dt

= x2;

dx2
dt

= −x1 − ǫx31; (11)

where x1 and x2 are the dependent variables, ǫ is a small parameter, and t
is the independent variable. We will assume that the problem is properly
normalized in such a way that {x1, x2} ∈ [−1, 1]. Imagine that we are
interested in obtaining a linear representation of this system using second
order Legendre basis functions. Therefore, our space will be represented
by this set of basis functions: L1 = 1/2, L2 =

√
3/2x1, L3 =

√
3/2x2,

L4 =
√
5/2(3/2x21−1/2), L5 = 3/2x1x2, and L6 =

√
5/2(3/2x22−1/2). This

means that the Koopman matrix K will be a 6× 6 matrix defined by

Kij =

∫ 1

−1

∫ 1

−1

(

∂Li

∂x1
,
∂Li

∂x2

)(

x2
−x1 − ǫx31

)

Ljdx1dx2 =

=

∫ 1

−1

∫ 1

−1

(

∂Li

∂x1
x2 −

∂Li

∂x2

(

x1 + ǫx31
)

)

Ljdx1dx2, (12)

which describes a set of integrals that can be solved in analytical closed form
since the expression is a polynomial for any combination of i and j. Later,
we will use this property for the zonal harmonics problem, being this one of
the reasons why it is required to first transform the dynamical model into a
polynomial system.

Once this linearization is performed, it is only required to solve the linear
system represented by Eq. (10). This can be done, for instance, using the
spectral theorem when the matrix K is diagonalizable. In particular, let Ei

and vi be the eigenvalues and corresponding left eigenvectors of the matrix
K. In addition, let V be the matrix containing all the left eigenvectors in
its rows. Then, by pre-multiplying V in Eq. (10) we obtain:

V
d

dt
L = EKL = EV L, (13)

where E is a diagonal matrix containing all the eigenvalues of the system.
We know that V is a constant matrix since it is composed by the eigenvectors
of the system, therefore,

V
d

dt
L =

d

dt
(V L) = EV L, (14)
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where we can perform the algebraic variable transformation Φ = V L with
φi = viL, called the Koopman canonical transform, to obtain:

d

dt
Φ = EΦ, (15)

and whose solution is
Φ(t) = exp(Et)Φ(t0). (16)

In this regard, it is important to note that the functions Φ = V L are in fact
the eigenfunctions of the space defined by the dynamical system or, in other
words, they are the set of functions defining the orthogonal directions of the
Hilbert subspace of dimension b subjected to the dynamics of the system.

It is important to note that in general, the Koopman matrices K gener-
ated using this procedure may not be diagonalizable. In those cases, we can
no longer use the spectral theorem but instead, we can use other method-
ologies for solving linear systems such as the Jordan normal form decompo-
sition, or the Schur decomposition, and then solve the system of differential
equations sequentially.

The objective is now to recover the original variables from the system.
From Eq. (16) we can obtain the evolution of the basis functions L,

L(t) = V −1
Φ = V −1 exp(Et)V L(t0). (17)

In addition, the original variables x can be represented using the basis func-
tions L though a projection on this basis. Let T be a transformation matrix
of size d× b defined as

Tij = 〈xi, Lj〉 =
∫

Ξ
xiLjwdx, (18)

that is, the component Tij represents the projection of the original vari-
able xi with i ∈ {1, . . . , d} into the basis function j with j ∈ {1, . . . , b}.
The matrix T is also called the Koopman modes matrix since it relates the
original variables from the problem with the eigendecomposition of the dy-
namics, and thus, the frequencies of the motion. Therefore, the original set
of variables x(t) can be expressed as

x(t) = TL(t) = TV −1 exp(Et)V L(x0), (19)

where x0 are the initial conditions of the original set of variables.

3 Zonal formulation

In order to efficiently apply the Koopman operator to a perturbed system,
we require that the system behaves like a linear system with a small pertur-
bation. This is due to the fact that for a real application of the Koopman
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operator we can only use a limited number of basis functions, and thus, the
closer we are to the linear system, the faster the perturbation method will
converge to the solution of the problem. Therefore, we require a formula-
tion that is able to fully represent the zonal harmonics perturbation in the
system and that is close to linear for the solution to converge quickly. In
that regard, Arnas and Linares [1] introduced a new set of orbital elements
that fulfills this set of conditions. However, due to the particularities of
the Koopman operator methodology and its convergence properties, some
modifications to that formulation have to be performed. For that reason,
we include a summary of the formulation presented in Arnas and Linares [1]
as a reference for this paper.

The Hamiltonian in spherical coordinates of a satellite orbiting the Earth
and subjected to the zonal harmonics terms of the gravitational perturbation
is

H =
1

2

(

p2r +
p2ϕ
r2

+
p2λ

r2 cos2(ϕ)

)

− µ

r

(

1−
m
∑

n=2

JnPn (sin(ϕ))
Rn

⊕

rn

)

, (20)

where µ is the gravitational constant of the Earth, R⊕ is the Earth equatorial
radius, r is the radial distance from the satellite to the center of the Earth,
ϕ is the latitude, λ is the longitude of the satellite in the inertial frame of
reference for a given instant, Jn are the zonal terms of the Earth gravitational
potential, Pn(sin(ϕ)) are the Legendre polynomials of order n applied to
the variable sin(ϕ), and m is the maximum order of the zonal harmonics
considered. In addition, the conjugate momenta of these variables are

pr = ṙ;

pϕ = r2ϕ̇;

pλ = r2 cos2(ϕ)λ̇; (21)

where we defined ẋ as the derivative with respect to time of variable x.
Their associated Hamilton equations are

dr

dt
= pr;

dpr
dt

= − µ

r2
+
p2ϕ
r3

+
p2λ

r3 cos2(ϕ)
+

m
∑

n=2

(n+ 1)µJnPn(sin(ϕ))
Rn

⊕

rn+2
;

dϕ

dt
=

pϕ
r2

;

dpϕ
dt

= −p
2
λ

r2
sin(ϕ)

cos3(ϕ)
−

m
∑

n=2

µJn
∂Pn(sin(ϕ))

∂ϕ

Rn
⊕

rn+1
;

dλ

dt
=

pλ
r2 cos2(ϕ)

;

dpλ
dt

= 0. (22)

doi: 10.2514/1.G005864 Page 10



Zonal Harmonics Motion Using Koopman Operator D. Arnas, R. Linares

which are highly non-linear even for the unperturbed problem and thus,
they are not appropriate for their direct use of the Koopman operator. To
solve this, Arnas and Linares [1] proposed to perform a time regularization
defined by

dθ

dt
=
pθ
r2
. (23)

where

pθ =

√

p2ϕ +
p2λ

cos2(ϕ)
, (24)

is the angular momentum of the orbit, followed by a set of variable trans-
formations defined by

α =
pθ
r

− µ

pθ
= r

√

ϕ̇2 + cos2(ϕ)λ̇2 − µ

r2
√

ϕ̇2 + cos2(ϕ)λ̇2
;

pr = ṙ;

s = sin(ϕ);

γ =
pϕ
pθ

cos(ϕ) =
ϕ̇ cos(ϕ)

√

ϕ̇2 + cos2(ϕ)λ̇2
;

Iθ =
1

√

p2ϕ +
p2
λ

cos2(ϕ)

=
1

r2
√

ϕ̇2 + cos2(ϕ)λ̇2
;

β = λ− arcsin

(

tan(ϕ)

√

p2λ
p2θ − p2λ

)

=

= λ− arcsin

(

tan(ϕ)λ̇

√

cos4(ϕ)

ϕ̇2 + cos2(ϕ)λ̇2 − cos4(ϕ)λ̇2

)

;

ξ =
p2λ

p2θ − p2λ
=

cos4(ϕ)λ̇2

ϕ̇2 + cos2(ϕ)λ̇2 − cos4(ϕ)λ̇2
;

pλ = r2 cos2(ϕ)λ̇. (25)

Using this expanded set of orbital elements, the system of differential equa-
tions from Eq. (31) transforms into [1]:
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dα

dθ
= −pr −

m
∑

n=2

µJnR
n
⊕

∂Pn(s)

∂s
γIn+1

θ (α+ µIθ)
n−1 (α+ 2µIθ) ;

dpr
dθ

= α+
m
∑

n=2

(n+ 1)µJnR
n
⊕Pn(s)I

n+1
θ (α+ µIθ)

n ;

ds

dθ
= γ;

dγ

dθ
= −s−

m
∑

n=2

µJnR
n
⊕

∂Pn(s)

∂s
p2λI

n+3
θ (α+ µIθ)

n−1 ;

dIθ
dθ

=

m
∑

n=2

µJnR
n
⊕

∂Pn(s)

∂s
γIn+2

θ (α+ µIθ)
n−1 ;

dβ

dθ
= −

m
∑

n=2

µJnR
n
⊕

∂Pn(s)

∂s

1

pλ
sξInθ (α+ µIθ)

n−1 ;

dξ

dθ
=

m
∑

n=2

2µJnR
n
⊕

∂Pn(s)

∂s

1

p2λ
γξ2In−1

θ (α+ µIθ)
n−1 ;

dpλ
dθ

= 0. (26)

which is completely polynomial for the variables considered, since pλ is a
constant of the motion. As mentioned before, this property will allow us to
perform the direct analytical integration of the inner products following a
simple and fast process.

Unfortunately, this set of equations cannot be used directly with the
Koopman operator for two reasons. First, we are looking for a Koopman
operator matrix that is independent on the initial conditions since this will
allow us to apply the Koopman matrix obtained by the Garlekin method
to any orbit. This means that we have to include pλ as a variable in the
equations, making the system from Eq. (26) not linear any more under this
consideration (pλ appears dividing the expression in several derivatives).
Second, when using the Garlekin method we are performing a set of inner
products of functions in a given range. Therefore, we require that the vari-
ables of the system are normalized in order to bound the maximum values
as much as possible. In that regard, the variable ξ from the previous for-
mulation has to be transformed since it is not bounded depending on the
initial conditions of the orbit.
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4 Formulation to study the zonal harmonics prob-

lem using the Koopman operator

In this section we introduce a modified set of elements that allows to apply
the Koopman operator while obtaining a good performance in the solution.
To that end, the final goal is to find a Koopman matrix that allows repre-
sentation of the widest range of orbits possible. In that regard, and since
the variable β is not well defined for equatorial orbits (it presents the same
definition issues that the right ascension of the ascending node of an orbit),
the space of solutions will be separated in two regions. The first one covers
the general formulation for orbits that are far from the equatorial orbit. In
particular, this region covers any orbit whose inclination is larger than 15
degrees. On the other hand, the second region covers the close-to-equatorial
orbits up to inclinations of 20 degrees. This is done in order to maintain
the accuracy of the Koopman operator in all the defined domain, since it
is related to the region where the basis functions are defined. That way,
no matter the initial conditions of the satellite, its orbit may be studied,
having, in addition, an overlap between both regions in case a mission is
flying near the boundary between them. Moreover it is important to note
that these regions can be extended even further at a cost of a gradual loss
in precision in the solution.
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4.1 General formulation

In this paper we propose the following modified set of orbital elements for
the application of the Koopman operator in the zonal harmonics problem:

Λ =

√

R⊕

µ

(

pθ
r

− µ

pθ

)

= α

√

R⊕

µ
;

η = pr

√

R⊕

µ
;

s = sin(ϕ);

γ =
pϕ
pθ

cos(ϕ);

κ =

√

√

√

√

µR⊕

p2ϕ +
p2
λ

cos2(ϕ)

= Iθ
√

µR⊕;

β = λ− arcsin

(

tan(ϕ)

√

p2λ
p2θ − p2λ

)

;

χ =
pλ
pθ

(

µR⊕p
2
ϕ +

µR⊕p2
λ

cos2(ϕ)

)3/2

sin2(ϕ) +
p2
λ

p2
θ

cos2(ϕ)
= pλI

4
θ

(µR⊕)
3/2

s2 + γ2
;

ρ =
pλ
pθ

= pλIθ. (27)

Note that in this set of equations, we have normalized several of the original
orbital elements making them non-dimensional, and substituted the variable
ξ for the element χ which behaves much better than the original variable
because its value is more constrained for a wider variety of orbits. It is also
important to remark that χ is a first integral of the unperturbed problem
as in the case of the elements κ, β, and ρ.

When dealing with the general zonal harmonics problem around an
oblate celestial body, the derivatives of this new set of orbital elements with
respect to the time regularization variable (θ) are:
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dΛ

dθ
= −η −

m
∑

n=2

Jn
∂Pn(s)

∂s
γκn+1 (Λ+ κ)n−1 (Λ+ 2κ) ;

dη

dθ
= Λ+

m
∑

n=2

(n+ 1) JnPn(s)κ
n+1 (Λ+ κ)n ;

ds

dθ
= γ;

dγ

dθ
= −s−

m
∑

n=2

Jn
∂Pn(s)

∂s
ρ2κn+1 (Λ+ κ)n−1 ;

dκ

dθ
=

m
∑

n=2

Jn
∂Pn(s)

∂s
γκn+2 (Λ+ κ)n−1 ;

dβ

dθ
= −

m
∑

n=2

Jn
∂Pn(s)

∂s
sχκn−2 (Λ+ κ)n−1 ;

dχ

dθ
=

m
∑

n=2

4Jn
∂Pn(s)

∂s
γχκn+1 (Λ+ κ)n−1 +

m
∑

n=2

2Jn
∂Pn(s)

∂s
ρχ2κn−2 (Λ+ κ)n−1

=

m
∑

n=2

2Jn
∂Pn(s)

∂s

(

2γκ3 + ρχ
)

χκn−2 (Λ+ κ)n−1 ;

dρ

dθ
=

m
∑

n=2

Jn
∂Pn(s)

∂s
γρκn+1 (Λ+ κ)n−1 . (28)

The former system of differential equations is completely polynomial (note
also that the derivatives of the Legendre polynomials Pn are also polynomi-
als in s), and, in addition, all the coefficients of the polynomial are either
1 (corresponding to the unperturbed problem), or a multiple of Jn by a
rational number (corresponding to each one of the terms from the zonal
harmonics).

4.1.1 Transformation between orbital elements

In general, Eq. (27) can be used to transform spherical coordinates to the
set of orbital elements proposed. However, the element β requires a special
attention in its definition due to the non uniqueness of its definition based
on the arcsine function. This problem can be solved easily by defining β as

β =























λ− arcsin

(

tan(ϕ)

√

p2λ
p2θ − p2λ

)

if pϕ ≥ 0

λ+ arcsin

(

tan(ϕ)

√

p2λ
p2θ − p2λ

)

+ π if pϕ < 0

. (29)
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which hares the same value as the right ascension of the ascending node of
the orbit.

For the inverse transformation, that is, to transform these set of orbital
elements to spherical coordinates, we use the orbital element definitions pro-
vided by Eqs. (25) and (27), and the geometrical relations that exist between
these variables. Particularly, the spherical coordinates can be obtained fol-
lowing this sequence of operations:

pθ =

√
µR⊕

κ
;

r =
pθ

Λ

√

µ

R⊕

+
µ

pθ

;

pr =

√

µ

R⊕

η;

ϕ = arcsin(s);

pϕ =
γ

cos(ϕ)
pθ;

si =
√

s2 + γ2;

u =







arcsin
( s

si

)

if pϕ ≥ 0

π − arcsin
( s

si

)

if pϕ < 0
;

λ =















β ± arccos

(

cos(u)

cos(ϕ)

)

if s ≥ 0

β ∓ arccos

(

cos(u)

cos(ϕ)

)

if s < 0
;

pλ = ρpθ; (30)

where si is the sine of the osculating inclination of the orbit, u is the argu-
ment of latitude of the orbit at a given time, and ± and ∓ represent the
different solutions when considering prograde (upper symbol) or retrograde
(lower symbol) orbits.

4.1.2 Particular case for J2

In the cases where only the J2 perturbation is considered, the Hamiltonian
of the system in spherical coordinates is given by

H =
1

2

(

p2r +
p2ϕ
r2

+
p2λ

r2 cos2(ϕ)

)

− µ

r
+

1

2
µR2

⊕J2
1

r3
(

3 sin2(ϕ) − 1
)

, (31)

whose associated Hamilton equations after performing the time regulariza-
tion, the expansion of the configuration space and the variable transforma-
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tion described for the zonal problem are:

dΛ

dθ
= −η − 3J2sγκ

3 (Λ+ κ) (Λ+ 2κ) ;

dη

dθ
= Λ+

3

2
J2κ

3 (Λ+ κ)2 (3s2 − 1);

ds

dθ
= γ;

dγ

dθ
= −s− 3J2sρ

2κ3 (Λ+ κ) ;

dκ

dθ
= 3J2sγκ

4 (Λ+ κ) ;

dβ

dθ
= −3J2s

2χ (Λ+ κ) ;

dχ

dθ
= 12J2sγχκ

3 (Λ+ κ) + 6J2sρχ
2 (Λ+ κ) ;

dρ

dθ
= 3J2sγρκ

3 (Λ+ κ) . (32)

which is again completely polynomial.

4.2 Close-to-equatorial orbits

Orbits that are close to the equator present two difficulties when using the
former formulation. First, the variable β is not well defined for equatorial
orbits in a similar way in which the right ascension of the ascending node
in Keplerian variables is not well defined for equatorial orbits. Second, the
value of the variable χ can increase too much for the Garlekin method to
properly approximate the variable in the ranges of application. For this
reason, we use a different formulation for orbits that are close-to-equatorial.

We start with the Hamilton equations expressed in spherical coordinates
provided by Eq. (22). From this system of differential equations we perform a
time regularization, but instead of using θ as the time regularization variable
as in the previous case, we use a new independent variable τ defined by

dτ

dt
=

pθ
r2 cos2(ϕ)

, (33)

and introduce it in the system of differential equations from Eq. (22) to
obtain:
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dr

dτ
=

pr
pθ
r2 cos2(ϕ);

dpr
dτ

= − µ

pθ
cos2(ϕ) +

1

r

p2ϕ
pθ

cos2(ϕ) +
1

r

p2λ
pθ

+

+

m
∑

n=2

(n+ 1)µJnPn(sin(ϕ))
Rn

⊕

rn
1

pθ
cos2(ϕ);

dϕ

dτ
=

pϕ
pθ

cos2(ϕ);

dpϕ
dτ

= −p
2
λ

pθ
tan(ϕ) −

m
∑

n=2

µJn
∂Pn(sin(ϕ))

∂ϕ

1

pθ

Rn
⊕

rn−1
cos2(ϕ);

dλ

dτ
=

pλ
pθ

;

dpλ
dτ

= 0. (34)

Similarly to the previous section, we perform the variable transformation
for Λ, η, s, γ, and ρ, and expand the configuration space of the problem with
variable κ. In this regard, note that variable χ is not required to represent
this region of the space. Following these transformations, the system of
differential equations becomes:

dΛ

dτ
= −η

(

1− s2
)

−
m
∑

n=2

Jn
∂Pn(s)

∂s
γκn+1 (Λ+ κ)n−1 (Λ+ 2κ)

(

1− s2
)

;

dη

dτ
= Λ

(

1− s2
)

+
m
∑

n=2

(n+ 1) JnPn(s)κ
n+1 (Λ+ κ)n

(

1− s2
)

;

ds

dτ
= γ

(

1− s2
)

;

dγ

dτ
= −s

(

1− s2
)

−
m
∑

n=2

Jn
∂Pn(s)

∂s
ρ2κn+1 (Λ+ κ)n−1 (1− s2

)

;

dκ

dτ
=

m
∑

n=2

Jn
∂Pn(s)

∂s
γκn+2 (Λ+ κ)n−1 (1− s2

)

;

dλ

dτ
= ρ;

dρ

dτ
=

m
∑

n=2

Jn
∂Pn(s)

∂s
γρκn+1 (Λ+ κ)n−1 (1− s2

)

. (35)

Note that this system of differential equations is still polynomial, but con-
trary to what happens in the previous formulation, the non-perturbed prob-
lem is non-linear. This may seem like a limiting factor for the application
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of the Koopman operator, however, the non-linearities of the unperturbed
problem are in fact small when compared with the linear part, making the
system nearly linear. This property allows us to directly apply the Koopman
operator to this system of differential equations while still obtaining good
performance in the results. Unfortunately, even with these transformations,
the solution for the variables s and γ provided by the Koopman operator
perform poorly as we increase the inclination of the orbit. Therefore, these
orbital elements must be modified to improve the performance. This is done
via a normalization of these variables.

Let ψ be a constant value such that ψ > sin(inc) where inc is the
maximum inclination of the orbits we are interested in. In our case, and since
we want to cover all the space of solutions including some overlap, we define
ψ = sin(20◦). Note that this value can be reduced to improve performance if
we are interested in orbits with lower inclinations. In particular, the closer
the value of ψ is to sin(inc) of the orbit, the better is the performance
obtained as long as ψ > sin(inc). On the other hand, it is not convenient to
increase the value of ψ over 1 since that will make the differential equations
more non-linear, reducing in consequence the performance of the solution.

Based on this constant ψ we define two transformations:

σ =
s

ψ
;

Γ =
γ

ψ
; (36)

and introduce them into the set of differential equations to obtain

dΛ

dτ
= −η

(

1− ψ2σ2
)

−

−
m
∑

n=2

ψJn
∂Pn(ψσ)

∂(ψσ)
Γκn+1 (Λ+ κ)n−1 (Λ+ 2κ)

(

1− ψ2σ2
)

;

dη

dτ
= Λ

(

1− ψ2σ2
)

+

m
∑

n=2

(n+ 1) JnPn(ψσ)κ
n+1 (Λ+ κ)n

(

1− ψ2σ2
)

;

dσ

dτ
= Γ

(

1− ψ2σ2
)

;

dΓ

dτ
= −σ

(

1− ψ2σ2
)

−
m
∑

n=2

1

ψ
Jn
∂Pn(ψσ)

∂(ψσ)
ρ2κn+1 (Λ+ κ)n−1 (1− ψ2σ2

)

;

dκ

dτ
=

m
∑

n=2

ψJn
∂Pn(ψσ)

∂(ψσ)
Γκn+2 (Λ+ κ)n−1 (1− ψ2σ2

)

;

dλ

dτ
= ρ;

dρ

dτ
=

m
∑

n=2

ψJn
∂Pn(ψσ)

∂(ψσ)
Γρκn+1 (Λ+ κ)n−1 (1− ψ2σ2

)

; (37)
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which can finally be applied directly to the Koopman operator formulation
for any orbit whose inclination is smaller than arcsin(ψ). Note also that now
the coefficients of the polynomials of the unperturbed problem that are non-
linear (ψ2) are small compared to the linear term. In fact, the Koopman
operator treats these terms as another perturbation of the linear system,
which is why it is possible to apply this non-linear formulation.

4.2.1 Particular case for J2

As in the general case, we include the particular case of the J2 term of the
gravitational potential for completeness and because it is the most important
term for orbiting satellites around the Earth. In that regard the system of
differential equations when taking into account just the oblateness of the
Earth (J2 term of the Earth gravitational potential) is

dΛ

dτ
= −η

(

1− ψ2σ2
)

− 3ψ2J2σΓκ
3 (Λ+ κ) (Λ+ 2κ)

(

1− ψ2σ2
)

;

dη

dτ
= Λ

(

1− ψ2σ2
)

+
3

2
J2κ

3 (Λ+ κ)2
(

3ψ2σ2 − 1
) (

1− ψ2σ2
)

;

dσ

dτ
= Γ

(

1− ψ2σ2
)

;

dΓ

dτ
= −σ

(

1− ψ2σ2
)

− 3J2σρ
2κ3 (Λ+ κ)

(

1− ψ2σ2
)

;

dκ

dτ
= 3ψ2J2σΓκ

4 (Λ+ κ)
(

1− ψ2σ2
)

;

dλ

dτ
= ρ;

dρ

dτ
= 3ψ2JnσΓρκ

3 (Λ+ κ)
(

1− ψ2σ2
)

. (38)

4.3 Evolution with respect to time

From the previous formulations, the evolution of the system is provided as a
function of the time regularization variable, θ for the general case and τ for
the close-to-equatorial case. Therefore, it is of interest to show the process
on how to recover the evolution of the system with respect to time.

From the time regularization presented in Eqs. (23) and (33) it is possible
to obtain the derivative of time with respect to the regularization variables,
particularly,

dt

dθ
=

r2

pθ
=

√

R3
⊕

µ

1

κ (Λ + κ)2
;

dt

dτ
=

r2 cos2(ϕ)

pθ
=

√

R3
⊕

µ

1− σ2ψ2

κ (Λ + κ)2
. (39)
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Therefore, since all the variables in the expressions are know as a function
of the regularization variables from the solution provided by the Koopman
operator, it is possible to obtain the time evolution of the system through

t =

∫

√

R3
⊕

µ

dθ

κ(θ) (Λ(θ) + κ(θ))2
;

t =

∫

√

R3
⊕

µ

1− ψ2σ2(τ)

κ(τ) (Λ(τ) + κ(τ))2
dτ ; (40)

for each formulation respectively. These expressions are equivalent to Ke-
pler’s equation but for the case of orbits at any eccentricity and under the
effect of the zonal harmonics. It is important to note that since this compu-
tation of t is based on an integral in the time regularization variables θ and
τ (which have modular nature in the solution from the Koopman operator),
the value of the time obtained in this expressions is defined in an orbital
period basis, and thus, t ∈ [−P/2, P/2] if the expression are integrated ana-
lytically where P is the period of the orbit. This means that in general it is
required to count the number of orbital periods in order to obtain the real
propagation time of the orbit.

5 Error performance of the solution

In this section we show the result of applying the methodology described
in this work to different orbits subjected to the effects of the J2 perturba-
tion. In particular, we show four cases of application: a near circular sun-
synchronous orbit, a Molniya orbit, a hyperbolic orbit, and a near-equatorial
orbit. This will allow us to show the error performance of the formulation
for some very characteristic orbits in astrodynamics. In addition, we also
include the error performance of the Koopman operator when applying basis
functions of different order, showing the convergence to the solution as we
increase the order of the basis functions used. In that regard, it is important
to note that the set of differential equations provided by Eqs. (32) and (38)
are based on polynomials in odd powers. This means that only the basis
functions containing terms in an odd power in the polynomial contribute
to the representation of the differential equation. For that reason, in the
examples provided we focus on the use of basis functions with a maximum
order that is odd.

The examples provided focus on LEO orbits because the zonal harmonics
perturbation is larger in this region. Therefore, a much better performance
should be expected as the altitude of the orbits increases. Moreover, all
of the examples included are compared with a numerical integration of the
system using a Runge-Kutta scheme of order 4-5 with a relative error control
of 10−13 to show the performance of the methodology for different scenarios.
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This numerical integration has also been compared with a Runge-Kutta-
Fehlberg scheme of order 7-8 and a Runge-Kutta of order 8 to assure the
accuracy of the numerical propagation.

5.1 Sun-synchronous orbit

For this example, a sun-synchronous frozen Earth observation orbit is se-
lected with the initial orbital conditions: semi-major axis a = 7077.722 km,
eccentricity e = 0.001043, inclination inc = 98.186 deg, argument of perigee
ω = 90.0 deg, right ascension of the ascending node Ω = 0.0 deg and true
anomaly ν = 0.0 deg. Figure 1 (left) shows the evolution of the radial dis-
tance (r), the latitude (ϕ), and the longitude (λ) of the orbit as a function
of the independent variable θ (defined as the time regularization variable in
Eq. (23)). Moreover, Figure 1 (right) shows the comparison of the Koop-
man operator solution using basis functions of order 7 with the numerical
integration of the equations. From these results, it can be observed that the
error of this solution is in the order of magnitude of meters in the position
of the satellite (both taking into account both the radial distance and the
latitude and longitude angles of the orbit).
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Figure 1: 7th order solution (left) and error (right) in {r, ϕ, λ} for a frozen
sun-synchronous orbit.

The result from Figure 1 can be improved by increasing the order of the
basis functions used in the Koopman operator approach. In that regard,
Figure 2 shows the errors of the solution for the 9th (left) and 11th (right)
order basis function solutions when compared to the numerical integration.
As can be seen, the maximum error is reduced to 2.37 meters and less than
0.32 meters respectively. This shows that the solution is getting closer to the
real evolution of the system by increasing the order of the basis functions
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used to represent the system of differential equations.
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Figure 2: 9th (left) and 11th (right) order solution error in {r, ϕ, λ} for a
frozen sun-synchronous orbit.

Moreover, we can also study the long term evolution of these solutions.
To that end, Figure 3 shows the error for a propagation of 100 orbital revo-
lutions when using a set of basis functions of order 7th (left) and 9th (right).
As it can be observed, the error of the solution quickly increases with time.
Nevertheless, the error reduces with the increase on the order of the basis
functions. Thus, it is possible to improve the long term performance of the
methodology by further increasing the order of the basis functions used.
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Figure 3: 7th (left) and 9th (right) order solution error for a long term
propagation in {r, ϕ, λ} for a frozen sun-synchronous orbit.
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Figure 4: 7th (left) and 9th (right) order eigenvalues for the general formu-
lation case.

Additionally, it is also possible to study the spectral structure of the
solution. To that end, Figure 4 shows the distribution of eigenvalues of
the system when using a set of basis functions of order 7 (left) and 9 (right)
respectively. In that regard, it is important to note that, since the Koopman
matrix is independent of the initial conditions of the orbit (matrix K only
depends on the dynamical model), these eigenvalues are valid for any orbit
that the dynamical system provided by Eq. (32) is able to represent. As
can be seen in the figure, the maximum values of the frequencies are 7
and 9 respectively. In that respect, we know that the eigenvalues of the
unperturbed problem using the system from Eq. (32) are ±ı and 0. However,
since the basis functions are built as a combination of the initial set of
variables, the maximum frequency of the system increases with the order of
the basis functions used. Particularly, let φ1 and φ2 be two eigenfunctions
of the Koopman matrix with associated eigenvalues E1 and E2 respectively,
therefore:

dφ1
dt

= E1φ1;

dφ2
dt

= E2φ2. (41)

Then, we can define a third function g as the multiplication of the first two,
that is: g = φ1φ2. If we introduce it in the dynamical system we obtain:

dg

dt
=
dφ1
dt

φ2 + φ1
dφ2
dt

= E1φ1φ2 + E2φ1φ2 = (E1 + E2)φ1φ2 = (E1 + E2)g,

(42)
which means that g is also an eigenfunction of the system with associated
eigenvalue E1+E2. This is the reason why the maximum frequency that we
observe in Figure 4 matches the maximum order of the basis functions used.
Note also that the eigenvalues from both solutions are not exactly the same
for two reasons. First, increasing the order of basis functions has the effect of
increasing the number of eigenvalues of the system and thus, Figure 4 (right)
has more eigenvalues than Figure 4 (left). Second, increasing the order of
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basis functions increases the accuracy of these eigenvalues. Therefore, small
variations between the eigenvalues from both solutions are expected. On
the other hand, Figure 4 also shows that there are some eigenvalues with
real part different to zero. These eigenvalues are generated by the multiple
combinations of the basis functions related with the secular variation of the
right ascension of the ascending node (represented by variable β) with the
rest of variables involved in the problem. As it will be seen in the following
example, these eigenvalues may deteriorate the solution of the method in
the long term.

5.2 Molniya orbit

We select a typical Molniya orbit as an example of application to eccentric
orbits. Particularly, we set the initial conditions for the propagation to:
a = 26600.0 km, e = 0.74, inc = 63.435 deg, ω = 270.0 deg, Ω = 0.0 deg and
ν = 0.0 deg. Figure 5 shows the results for the evolution of {r, ϕ, λ} and
their error when using a set of basis functions of order 7. The maximum
error observed (less than 400 m) is now bigger than in the case of the sun-
synchronous orbit. Nevertheless, this is consistent with the results from the
previous example having a relative error in the order of magnitude of 10−5.
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Figure 5: 7th order solution (left) and error (right) in {r, ϕ, λ} for a Molniya
orbit.

On the other hand, Figure 6 shows the error on the position when using
a set of basis functions of order 9 (left) and 11 (right) respectively. The
maximum error in this case is 13 meters. This shows that the formulation
and methodology presented can be applied to very eccentric orbits while
obtaining a good accuracy.
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Figure 6: 9th (left) and 11th (right) order solution error in {r, ϕ, λ} for a
Molniya orbit.
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Figure 7: 7th (left) and 9th (right) order solution error for a long term
propagation in {r, ϕ, λ} for the Molniya orbit.

In addition, Figure 7 presents the long term error for this Molniya orbit
for 15 orbital revolutions using basis functions of order 7 (left) and 9 (right)
in the Koopman operator solution. Figure 7 (left) shows that the error using
7th order basis functions increases very rapidly over time, reaching 37 km
at the end of the propagation, which shows the degradation of the perfor-
mance of this solution in the long term propagation. On the other hand,
Figure 7 (right) shows the error using 9th order basis functions, where it
can be observed that the radial error has significantly improved (1.6 km of
maximum radial error). One important characteristic to note is that the
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error in the longitude of the orbit presents an exponential behavior. This
effect is produced by the numerical instability that eigenvalues with positive
real part introduce in the solution in the long term. In general, different
initial conditions activate and distribute weighting differently between the
eigenvalues of the solution through the Koopman modes T . Therefore, ac-
tivating eigenvalues with positive real part may trigger this behavior in the
solution. Nevertheless, increasing even more the order of basis functions
helps to mitigate this issue but requires longer computation times and more
memory. In comparison, the solution proposed in Arnas and Linares [1] us-
ing the Poincaré-Lindstedt method generates solutions with better accuracy
when longer propagation times are considered. However, it is important to
note that the Poincaré-Lindstedt method actively removes the non-desired
secular effects from the solution by modifying the frequency of the variable
oscillation, which, using the proposed method, is not possible since we are
fixing the Koopman matrix. Future research should be made to develop
alternative methods to control this behavior using the Koopman operator.

5.3 Hyperbolic orbit

For the example of hyperbolic orbit, we select the following initial conditions:
a = −35000.0 km, e = 1.2, inc = 50.0 deg, ω = 0.0 deg, Ω = 0.0 deg and
ν = 0.0 deg. Figure 8 shows the results of the propagation and associated
errors for a Koopman solution using basis functions of order 7, while Figure 9
does the same for orders 9 (left) and 11 (right). Note that in this case, the
propagation has been extended just to θ = 120◦ in order to prevent the
variables to become extremely large. Nevertheless, it can be seen from the
figures that the precision of the solution is also maintained in this case,
having a maximum error on the order of magnitude of meters even for the
hyperbolic case.

Note that sometimes applying a set of higher order basis functions pro-
duces a slightly decrease in accuracy in the methodology, especially in the
longitude of the orbit. This can be seen, for instance, in the errors in lati-
tude of Figure 2 for the cases of 9th and 11th orders, or in error in latitude
for this hyperbolic example for orders 7 and 9 (Figures 8 and 9). However, if
the order of the basis functions is further increased, this anomalous behavior
disappears. An example of that can be observed in Figure 9 in the latitude
of the solution for basis functions of orders 9 and 11. This happens due to
numerical errors appearing during the eigendecomposition of the Koopman
matrix and subsequent inversion of the matrix of eigenvectors.
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Figure 8: 7th order solution (left) and error (right) in {r, ϕ, λ} for a hyper-
bolic orbit.
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Figure 9: 9th (left) and 11th (right) order solution error in {r, ϕ, λ} for a
hyperbolic orbit.

5.4 Near-equatorial orbit

This final example is included to show the performance of the formulation
for close-to-equatorial orbits. Particularly, the initial conditions selected for
this examples are: a = 7192.15 km, e = 0, inc = 5deg, ω = −90 deg,
Ω = 0.0 deg and ν = 180.0 deg. As in the previous examples, Figures 10
and 11 show the evolution of the position and the errors for the Koopman
operator methodology when using basis functions of orders 7, 9 and 11
respectively. These figures show that the errors are of the same order of
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magnitude as the ones seen in the previous examples, which presents the
performance of this alternative formulation when applied to near-equatorial
orbits.

0 50 100 150 200 250 300 350
7175

7180

7185

7190

0 50 100 150 200 250 300 350

-4

-2

0

2

4

0 50 100 150 200 250 300 350
0

100

200

300

0 50 100 150 200 250 300 350

-0.04

-0.02

0

0 50 100 150 200 250 300 350
-20

-10

0

10-4

0 50 100 150 200 250 300 350
-6

-5

-4

-3

10-5

Figure 10: 7th order solution (left) and error (right) in {r, ϕ, λ} for a 5 deg
inclination orbit.
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Figure 11: 9th (left) and 11th (right) order solution error in {r, ϕ, λ} for a
5 deg inclination orbit.

Additionally, Figure 12 shows the error of the Koopman operator for
100 orbital revolutions when using 7th order (left), and 9th order (right)
basis functions for the subspace representation of the system. The solu-
tion presents a maximum error in position of 6 km (when considering the
combined effect of radial distance and angles) after 100 orbital revolutions.
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Figure 12: 7th (left) and 9th (right) order solution error for a long term
propagation in {r, ϕ, λ} for the near-equatorial orbit.

Compared to the other cases of study, we can observe a better accuracy
performance in the long term. This effect is mainly generated by the lower
number of eigenvalues with positive real part than in the general case for-
mulation (see also Figure 13), making the long term behavior of the solution
numerically more stable. Moreover, it is important to note that the accu-
racy presented in this example, as well as in the other cases of study, can be
further improved by increasing the order of basis functions used. Another
possibility is to perform a variable normalization based on the estimated
variation of the states.

Finally, and since the Koopman matrix is different from the one used in
the previous examples (because we are using a slightly different formulation),
it is interesting to study the difference in the distribution of eigenvalues of
this system. In that regard, Figure 13 shows a map containing all the
eigenvalues when using eigenfunctions of order 7 and 9 respectively. As
can be seen, the distribution is different from Figure 4, particularly the
real parts of the eigenvalues. This is due to the different nature of both
formulations. In the general case, we have as an orbital element a variable
whose secular value matches the one of the right ascension of the ascending
node. However, in the close-to-equatorial case, that variable was substituted
by another whose derivative was linear with the ratio pλ/pθ. Additionally,
the close-to-equatorial formulation does not require the additional variable
χ which also generates a large number of these eigenvalues with non-zero
real part. This shows the importance of selecting an adequate formulation
for the use alongside with the Koopman operator since it greatly depends
on the eigendecomposition of the system.
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Figure 13: 7th (left) and 9th (right) order eigenvalues for the close-to-
equatorial formulation.

6 Conclusion

This paper focuses on the application of the Koopman operator theory to
the zonal harmonics problem of a satellite orbiting an oblate celestial body.
This represents the first attempt of using operator theory in this important
problem in astrodynamics. To that end, this work presents a summary
of the Koopman operator theory and how to apply it effectively into the
zonal harmonics problem using a set of modified orbital elements that allow
to represent any kind of orbit, including, circular, elliptic, parabolic and
hyperbolic orbits.

The Koopman operator methodology allows us to obtain in an auto-
mated process any order of the solution by an extension of the set of basis
functions used to represent the solution. Therefore, this methodology allows
the error to be adjusted to any precision required. In that regard, four exam-
ples of application are shown in this paper, showing the performance results
of this methodology under the effect of the J2 perturbation to very char-
acteristic orbits in celestial mechanics, including a sun-synchronous frozen
orbit, a Molniya orbit, a hyperbolic orbit and a close-to-equatorial orbit.
These examples show that it is possible to obtain relative errors of 10−5

when using this methodology for the different cases of application. Similar
performance have been observed for other orbits in the same range of alti-
tudes. In that regard, it is important to note that as the altitude of the orbit
increases, the intensity of the perturbation produced by the zonal harmonic
terms of the gravitational potential is also reduced, and thus, the accuracy
performance of the methodology also improves accordingly. For instance,
for a geo-synchronous orbit, and when considering only the J2 perturbation,
less than 1 cm errors were observed for the same order of basis functions
considered in this work.

Compared to other methodologies that focus on the zonal harmonics
problem, the Koopman operator directly provides the osculating variation
of all the variables involved in the problem, as opposed to other approaches
where it is required to define some intermediaries or the transformation of
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orbital elements. Additionally, the Koopman operator allows us to handle
automatically any order of the zonal harmonics of the gravitational poten-
tial, not requiring to modify the methodology in any way to obtain the
solution. Another interesting result of the Koopman operator is that the
methodology provides the spectral behavior of the system, which can be
used to study some properties of the problem. An example of that is the
searching of periodic orbits, which can be used to define frozen orbits under
the zonal harmonics perturbation. Finally, and since the Koopman matrix
represents the best linear approximation of the problem with the set of basis
functions and variable ranges defined, it can be used for a wider range of
applications, In particular, control schemes can benefit from the linearity of
the dynamical model defined by the Koopman matrix, and the accuracy of
the solution provided by the Koopman operator.
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