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Determinants of lithium-ion battery technology cost decline†

Micah S. Ziegler,†a Juhyun Song†a and Jessika E. Trancik†a,b

Prices of lithium-ion battery technologies have fallen rapidly and substantially, by about 97%, since their commercialization three decades ago. Many efforts have contributed to the cost reduction underlying the observed price decline, but the contributions of these efforts and their relative importance remain unclear. Here we address this gap by developing a set of cost change models to disentangle these efforts and estimate their individual contributions to the cost decline of lithium-ion cells. We collect data on lithium-ion cell components and their prices, develop a cost equation and cost change equations for these cells, and estimate the contributions of different low-level mechanisms of cost reduction, such as the impacts of changes in energy capacity characteristics, reductions in material prices, and changes in non-material costs. We find that between the late 1990s and early 2010s, about 38% of the observed cost decline resulted from efforts to increase cell charge density. Meanwhile, reductions in cathode materials prices contributed 18% of the cost reduction, and changes in non-material costs accounted for 14% of the cost decline. We also consider the contributions of high-level mechanisms, including research and development (R&D), learning-by-doing, and economies of scale. We find that the largest share of cost change was driven by public and private research and development, which we estimate contributed a majority of the observed cost reduction, with a lower contribution from economies of scale. Moreover, we find that the majority of the R&D contribution can be attributed to advancements in chemistry and materials science. Looking to the future, these results suggest that the nature of electrochemical battery technology, which often allows for many different combinations of electrode materials and electrolyte chemistries, presents further opportunities for new approaches and cost decline in batteries. However, public policy may be needed to help avoid premature lock-in, which can result from market forces favoring incumbent technologies.

Broader context

Electrochemical energy storage technologies can help reduce greenhouse gas emissions. Already, lithium-ion batteries are helping enable the electrification of cars and buses, and are beginning to support the integration of renewable energy resources into the electricity grid. While the costs of lithium-ion technologies have fallen rapidly and substantially since their commercialization, the growth in their deployment will depend in part on their costs as well as on trends in other battery technologies. To understand past improvement and inform strategies to further improve electrochemical storage technologies, we elucidate the mechanisms of the cost decline observed for lithium-ion technologies. We disentangle and quantify the contributions to cost change from various factors, including changes in cell charge density, material prices, and plant production capacities. We also estimate the contributions of higher-level mechanisms typically associated with policy and business strategies, including research and development (R&D), learning-by-doing, and economies of scale. We demonstrate that R&D, especially in chemistry and materials science, played an outsized role in the cost decline of lithium-ion technologies. Our results indicate that the chemical diversity accessible to lithium-ion technologies might help explain their rapid improvement. Moreover, our results suggest that, given appropriate policies and investments, this diversity might present opportunities to further improve and reduce the costs of electrochemical storage technologies.

Introduction

In an effort to reduce greenhouse gas emissions, electrochemical energy storage technologies (i.e. batteries) are being deployed to electrify transportation systems, and increasingly integrate intermittent renewable energy resources into the broader electricity grid.1–4 However, the deployment of these technologies remains limited, in part because without significant incentives they likely require considerable improvement to meet cost-competitiveness targets, particularly for grid applications.5–10 Of the range of battery varieties, lithium-ion technologies are considered especially promising due to their
fallen nearly 97% (Fig. 1).

As a result, these models are not typically well-suited to the characteristics and changes in cost and performance that exist. Efforts sometimes include detailed models of cell characteristics, static, focusing on a single point in time or future year. These models tend to be focused on correlation. For lithium-ion technologies, many of these models examine the observed relationship between battery price and cumulative production to infer how additional deployment might reduce costs. Related analyses examine how costs decline with time. These performance curve models are typically dynamic—they consider how the technologies change over time—and they can be useful for informing forecasts when combined with appropriate error models. However, they are not suited to examining the underlying mechanisms of change. They treat technologies as “black boxes” and are thus unable to identify which design changes, research efforts, or incentives led to observed cost changes and have the potential to enable further cost reduction.

Recently, a new conceptual framework and dynamic, detailed quantitative models have been applied to study the cost changes observed for notable energy technologies. These models start from a cost equation that computes a technology’s overall cost scaled by its service (e.g., typically USD W$^{-1}$ for power generating technologies, USD W$^{-1}$ h$^{-1}$ for energy storage technologies, etc.) at a given point in time. These cost equations comprise variables that represent specific cost determinants, while balancing model fidelity and data availability. From a given cost equation, cost change equations are derived that estimate each variable’s contribution to the overall cost change between two points in time. In this fashion, these models can separate the impacts that individual material, design, and production changes have on overall cost, even when many of these variables change simultaneously. Changes in these variables constitute low-level causes, or “mechanisms”, of cost change; and they represent measurable, often tangible, changes to the technology. In the case of lithium-ion technologies, low-level mechanisms might include an increase in cathode specific capacity or decrease in separator thickness. Contributions of low-level mechanisms can be aggregated to reveal the influence of changes in various technology or production characteristics that encompass multiple low-level mechanisms, such as increasing cell charge density. These low-level mechanisms might also be categorized and summed to estimate the impact of high-level cost change mechanisms that reflect the objectives of industry-scale processes and government policies often associated with technological improvement, such as research and development and learning-by-doing (LBD), as well as emergent phenomena such as economies of scale (EOS). Using this approach, we can...
identify those mechanisms that have driven historical technological change and could continue to do so going forward.

In this work, we apply these methods to lithium-ion cells to investigate why their cost declined. We focus this analysis on changes in the cost to manufacture lithium-ion cells, as opposed to the price to purchase them, and we scale this cost by cell-level energy capacity. The cost of energy storage capacity, in units of USD W⁻¹ h⁻¹, helps determine the adoption of battery technologies for a range of applications. In the case of lithium-ion battery technologies, this characteristic continues to influence their adoption for battery electric vehicles and stationary storage roles. As such, this metric has received substantial attention; and further cost reduction, for both lithium-ion battery and other energy storage technologies, remains the focus of considerable research, business, and policy efforts. Considering the diversity of applications to which lithium-ion technologies have been adapted and applied, we focus on comparing cylindrical cells with high energy density, and we examine changes in cell chemistry, electrode structure, material prices, and non-material costs. As lithium-ion technologies are relatively new, we examine the technology’s status at two times; we compare representative cylindrical cells produced in the late 1990s to those manufactured in the early 2010s. We relate detailed cell chemistry and design changes to technology-specific characteristics and high-level cost change mechanisms. Through this work, we distill lessons for researchers, firms, non-governmental organizations, and governments. We elucidate and estimate the impact of factors that led to the observed cost decline in an effort to inform research directions, investment decisions, and public policies that aim to further reduce costs. We also identify those features of lithium-ion batteries that can help explain their substantial historical cost decline and could help enable additional performance improvement and cost reduction for electrochemical energy storage technologies more generally.

Methods

General computational methods

Currency conversion, inflation adjustment, database parsing, and plotting of composition and component cost and price data were performed using R (v 4.0.4). String manipulation and comparison were implemented using stringr. Data were stored in Microsoft Excel files (.xlsx format) and read and modified in R with the help of the readxl and openxlsx packages. Implementation of the cost change methodology and plotting of cost change results were performed using MATLAB (v. R2021a). Currency conversion, inflation adjustment, database parsing, and plotting of composition and component cost and price data were performed using R (v 4.0.4). String manipulation and comparison were implemented using stringr. Data were stored in Microsoft Excel files (.xlsx format) and read and modified in R with the help of the readxl and openxlsx packages. Implementation of the cost change methodology and plotting of cost change results were performed using MATLAB (v. R2021a). Currency conversion, inflation adjustment, database parsing, and plotting of composition and component cost and price data were performed using R (v 4.0.4). String manipulation and comparison were implemented using stringr. Data were stored in Microsoft Excel files (.xlsx format) and read and modified in R with the help of the readxl and openxlsx packages. Implementation of the cost change methodology and plotting of cost change results were performed using MATLAB (v. R2021a). Currency conversion, inflation adjustment, database parsing, and plotting of composition and component cost and price data were performed using R (v 4.0.4). String manipulation and comparison were implemented using stringr. Data were stored in Microsoft Excel files (.xlsx format) and read and modified in R with the help of the readxl and openxlsx packages. Implementation of the cost change methodology and plotting of cost change results were performed using MATLAB (v. R2021a).

Currency conversions

Historical foreign exchange rates for the conversion of Japanese Yen to US Dollars (USD) were obtained from the Board of Governors of the Federal Reserve System. The Yen to USD dataset included yearly, monthly, and daily rates, all released on 2020-06-01.

Inflation adjustment

Unless otherwise noted, all currency values in US Dollars are adjusted for inflation by converting them to real 2018 US Dollars (i.e. 2018USD) using the Implicit Price Deflator for Gross Domestic Product (Table 1.1.9) published by the US Department of Commerce’s Bureau of Economic Analysis. The data were revised on 2020-05-28 and contained series with both yearly and quarterly resolution.

Limitations

While we strove to collect data from a wide variety of physical and digital sources, searching for and scanning of references was primarily conducted in English. When potentially useful resources were encountered in other languages, translation generally relied on various online translation tools (e.g. Google Translate).

Additional details

Additional details describing the methods and a flowchart (Fig. S1, ESI†) summarizing the data collection and analysis process are available in the ESI.†

Data collection and analysis

Data on lithium-ion cell composition, performance, overall cost, material prices, and component costs were collected from academic, government, and industry literature published between 1990 and the present. Data collection focused on commercial cylindrical cells containing liquid electrolyte, but data from prismatic and pouch cells were also included and used to corroborate values that are likely consistent across cell types (e.g. foil and separator thicknesses, specific capacities, etc.). To avoid double-counting, we focused on tracing values back to their original sources when possible and using those data directly. Data on lithium-ion cell production and plants’ production capacities were similarly collected from the same types of sources, as well as newspaper articles, press releases, and annual reports. Data on specific capacities of cathode and anode materials were also collected, primarily from academic articles, books, and material suppliers. Overall, the datasets consist of 1057 records (i.e. rows) that, in total, contain over 15 000 quantitative (e.g. masses, prices, plant capacity estimates, etc.) and qualitative (e.g. cell shape, commercial availability, etc.) data points. These data were obtained from approximately 280 references. Portions of this analysis also rely on the previously described lithium-ion technology database, which contains 1716 records from nearly 600 sources. When collecting data on cell components, we primarily relied on values obtained from academic, government, and industry reports that describe the components of commercially available cells. These reports often describe the opening of cells and the extraction, separation, and characterization of their contents. Occasionally, similar metrics were obtained from studies that examined cells using various imaging techniques (e.g. X-ray computed tomography). In a few cases, metrics from prototype cells were also included in our dataset, especially when a report indicated that the researchers were working at or collaborating with companies that manufactured cells or specifically...
designed their prototypes to mimic characteristics observed in commercially available cells. When a single report included replicate measurements, the relevant measures were averaged, and the average was employed in this work. When reports provided ranges without specifying a most probable, average, median, or other “central” value, the average of the lower and upper values was used in this work.

When collecting cost and price data, as well as production and plant production capacity estimates, we excluded projected values, as are sometimes employed in various cost models and industrial reports and presentations. When series were provided that appeared to combine historical and present-day estimates with projections and the division between estimates and projections was not specified, the data preceding the publication or presentation date were assumed to be estimates while the remaining values were assumed to be projections.

Data were binned by year. In the case of academic publications whose submission and publication dates are in different years, the submission year was used to date the values collected in this work.

Estimates of representative values

Sets of values were estimated to represent the designs, materials, material prices, yields, and other cost-influencing variables for lithium-ion cells manufactured during two time periods: 1995–2000 (period 1) and 2010–2015 (period 2). Periods comprising multiple years were used as opposed to individual years as a result of limited data availability. In addition, while more recent data were available for a few cell components and costs, these were insufficient to reliably extend the analysis past 2015.

As lithium-ion technologies diversified to suit an expanding variety of applications, the sets of values developed herein were specifically designed to represent 18650-sized, cylindrical cells with high energy density. This narrowing of scope enables a fairer comparison of cost change between the two periods by limiting the “service” these cells provide to “storing as much energy as possible in a given volume.” This approach strives to minimize the cost and cost change influences of other material, design, and production changes that were instituted to alter other performance features of lithium-ion cells, such as those observed in cells designed for power tools or electric vehicles. In period 1, all commercially available cells were classified as “high energy density” cells. In period 2, representative values for cell and material characteristics that appeared to depend strongly on energy density were primarily estimated from data relevant to cells with energy densities greater than or equal to 550 W h L⁻¹. In a few cases, other characteristics (e.g. charge capacity for a given cell size) were used to identify values relevant to high energy density cells.

Generally, these representative values were determined by collecting relevant data (e.g. specific capacity values, electrode material quantity required per cell, electrode material prices, plant production capacities, etc.) for the given period, categorizing as appropriate (e.g. grouping data by material, application, or cell type), rejecting non-applicable or low reliability data, and averaging the remaining results. For example, specific capacities and prices of various cathode active materials are presented in Fig. 2 and 3, respectively. The focus on cells designed for high energy density sometimes required excluding materials or component specifications relevant to cells designed for other applications, for example excluding LiFePO₄ prices from the estimation of a representative cathode active material price for period 2 (see Fig. 3 and ESI† Section S4). In a few cases, representative values determined for one or more variable(s) were used in combination with previously reported data to estimate values for other variables or cost components.

Upper and lower bounds for each representative value were also developed to enable a data-informed sensitivity analysis of our results (see ESI† Section S9.2). In some cases, the diversification of cell materials and designs led to an increase in the uncertainty range between period 1 and period 2, as demonstrated by the proliferation of different cathode active materials (Fig. 2). In other cases, improved data availability or coalescence around certain design choices led to decreases in the uncertainty ranges.

The representative values for each variable, their symbols, and their units are presented in Tables 1–3, and the values with their uncertainty ranges are provided in Tables S7–S9 (ESI†). Additional details regarding the assumptions used when analyzing previously reported cell component data and the development of specific representative values can be found in the ESI†. Plots of the data, representative values, and uncertainty ranges are also provided in the ESI†.
Cost model

Cost decomposition strategy

We develop a cost model for lithium-ion technologies that includes major cost contributors and their relationships to total cell-level cost. We employ an approach similar to that previously reported in a study of photovoltaic (PV) modules, where the total cost of a cell is equal to the sum of cost components ($C_i$) that are typically the products of usage ratios ($\phi$) and input prices ($p$), divided by relevant yields ($y$), as in:

$$C_j = \frac{\phi_j p_j}{y_j}$$

(1)

Note that these cost components can comprise both physical “hardware” costs, such as materials, and also non-hardware “soft” costs, such as labor, engineering design, and administration. As such, these components can reflect changes in cell materials and designs as well as manufacturing processes, equipment, and overhead. Also note that in this analysis “input prices” refer to the prices a technology manufacturer pays to purchase materials that they use in their manufacturing process. When materials are made by the manufacturer itself (e.g. cell components, such as mixtures of electrode materials, or the completed cell itself), their monetary values are referred to as “costs.” This definition reflects our choice of boundary for this analysis: the cell manufacturing plant. The various materials required are treated as though they are “purchased” by the plant operator, and the plant operator then uses these goods to manufacture lithium-ion cells. Mechanisms that influence the cost of producing these materials, such as a shift to using less-expensive metals in cathode materials, are reflected as changes in their input prices.

As considerably more data describing the materials that compose lithium-ion cells were available than data describing their production processes, the initial cost equation splits the total cost of a cell ($C_{cell}$) into the sum of the cell’s electrochemical components, other hardware, and plant size-dependent costs (eqn (2)). The electrochemical components of a lithium-ion cell can be further separated into those whose cost contribution generally scales with their mass ($C_{mass}$) (e.g. metal oxide cathode material, graphitic anode material) or their area ($C_{area}$) (e.g. the separator and current collectors foils). The other hardware cost component ($C_{con}$) comprises hardware, such as the can, terminals, and safety components, that are typically required on a one-piece-per-cell basis (e.g. one can per cell). The plant size-dependent component ($C_K$) comprises costs incurred throughout the manufacturing process that are expected to scale with production capacity, such as electricity consumption, operations and maintenance, labor, and equipment. In addition, a coefficient scales the cost per cell by the energy capacity per cell ($C_{pE}$), which in turn is estimated by the product of charge capacity for an 18650-sized cell ($C_{pE}$) and the average cell voltage ($V$) (i.e. $C_{pE} \approx C_{pE} \times V$). Note that $C_{pE}$ is constrained volumetrically as a result of limiting this analysis to cells with the same volume, specifically 18650-sized cells. This initial coefficient also incorporates a cell-level yield ($y_{cell}$) to account for not all cells passing through the cell formation, aging, and associated quality control steps. The resulting equation gives cost in units of USD W$^{-1}$ h$^{-1}$ and can be expressed as:

$$C_{cell} \left( \frac{USD}{Wh} \right) = \frac{1}{C_{pE} \times y_{cell}} \left[ C_{mass} + C_{area} + C_{con} + C_K \right].$$

(2)

While this cost equation is designed to detail costs for lithium-ion cells, the division between mass- and area-related components could also be employed in the development of cost equations for energy storage technologies in which these components are linked to more easily separable energy capacity and power capacity characteristics, respectively, such as pumped hydroelectric storage systems, redox flow batteries, and fuel cells. Separating the cost contributions of energy capacity– and power capacity–related components could ease comparison of cost change mechanisms across energy storage technologies.

Mass-related cost components

The mass-related cost component ($C_{mass}$) can be expanded to separate cost contributions from the cathode (ca), anode (an), and electrolyte solution (el). (Note that names, symbols, and units of variables employed in the cost equation are listed in Tables 1–3.) For each, the cost can be expressed as the product of the mass ($m$) of material in the final cell (in grams) and the specific price ($p$) of the material (in USD gram$^{-1}$) divided by the yield ($y$) of the material through the manufacturing processes up to the cell formation step (as a fraction out of 1). The mass-related cost component can thus be expressed as:

$$C_{mass} = \frac{m_{ca} p_{ca}}{y_{ca}} + \frac{m_{an} p_{an}}{y_{an}} + \frac{m_{el} p_{el}}{y_{el}}.$$  

(3)
### Table 1 Data employed to calculate mass-related cell cost components

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Cathode active material mass fraction</td>
<td>( w_{\text{act,ca}} )</td>
<td>Unitless (fraction out of 1)</td>
<td>0.905</td>
<td>0.960</td>
</tr>
<tr>
<td>Cathode active material price</td>
<td>( p_{\text{act,ca}} )</td>
<td>USD g⁻¹</td>
<td>0.087</td>
<td>0.040</td>
</tr>
<tr>
<td>Cathode binder mass fraction</td>
<td>( w_{\text{bin,ca}} )</td>
<td>Unitless (fraction out of 1)</td>
<td>0.028</td>
<td>0.022</td>
</tr>
<tr>
<td>Cathode binder price</td>
<td>( p_{\text{bin,ca}} )</td>
<td>USD g⁻¹</td>
<td>0.014</td>
<td>0.017</td>
</tr>
<tr>
<td>Cathode conductor mass fraction</td>
<td>( w_{\text{con,ca}} )</td>
<td>Unitless (fraction out of 1)</td>
<td>0.067</td>
<td>0.018</td>
</tr>
<tr>
<td>Cathode conductor price</td>
<td>( p_{\text{con,ca}} )</td>
<td>USD g⁻¹</td>
<td>0.009</td>
<td>0.008</td>
</tr>
<tr>
<td>Cathode active material specific charge capacity</td>
<td>( q_{\text{ca}} )</td>
<td>Ampere hour per gram</td>
<td>0.139</td>
<td>0.180</td>
</tr>
<tr>
<td>Cathode material yield</td>
<td>( y_{\text{ca}} )</td>
<td>Unitless (fraction out of 1)</td>
<td>0.889</td>
<td>0.922</td>
</tr>
<tr>
<td>N/P ratio ((\text{N/P})_0)</td>
<td></td>
<td>Unill (ratio of capacities)</td>
<td>1.403</td>
<td>1.068</td>
</tr>
<tr>
<td>Anode active material mass fraction</td>
<td>( w_{\text{act,an}} )</td>
<td>Unitless (fraction out of 1)</td>
<td>0.901</td>
<td>0.941</td>
</tr>
<tr>
<td>Anode active material price</td>
<td>( p_{\text{act,an}} )</td>
<td>USD g⁻¹</td>
<td>0.044</td>
<td>0.019</td>
</tr>
<tr>
<td>Anode binder mass fraction</td>
<td>( w_{\text{bin,an}} )</td>
<td>Unitless (fraction out of 1)</td>
<td>0.079</td>
<td>0.046</td>
</tr>
<tr>
<td>Anode binder price</td>
<td>( p_{\text{bin,an}} )</td>
<td>USD g⁻¹</td>
<td>0.014</td>
<td>0.011</td>
</tr>
<tr>
<td>Anode conductor mass fraction</td>
<td>( w_{\text{con,an}} )</td>
<td>Unitless (fraction out of 1)</td>
<td>0.020</td>
<td>0.013</td>
</tr>
<tr>
<td>Anode conductor price</td>
<td>( p_{\text{con,an}} )</td>
<td>USD g⁻¹</td>
<td>0.009</td>
<td>0.008</td>
</tr>
<tr>
<td>Anode active material specific charge capacity</td>
<td>( q_{\text{an}} )</td>
<td>Ampere hour per gram</td>
<td>0.334</td>
<td>0.361</td>
</tr>
<tr>
<td>Anode material yield</td>
<td>( y_{\text{an}} )</td>
<td>Unitless (fraction out of 1)</td>
<td>0.880</td>
<td>0.922</td>
</tr>
<tr>
<td>Electrolyte solution mass to cathode charge capacity ratio</td>
<td>( D_{\text{el}} )</td>
<td>g A⁻¹ h⁻¹</td>
<td>3.003</td>
<td>1.464</td>
</tr>
<tr>
<td>Electrolyte solution price</td>
<td>( p_{\text{el}} )</td>
<td>USD g⁻¹</td>
<td>0.074</td>
<td>0.019</td>
</tr>
<tr>
<td>Electrolyte solution yield</td>
<td>( y_{\text{el}} )</td>
<td>Unitless (fraction out of 1)</td>
<td>0.875</td>
<td>0.940</td>
</tr>
</tbody>
</table>

### Table 2 Data employed to calculate area-related cell cost components

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Cathode foil area</td>
<td>( \sigma_{\text{Al}} )</td>
<td>Meters²</td>
<td>0.030</td>
<td>0.039</td>
</tr>
<tr>
<td>Cathode foil thickness</td>
<td>( t_{\text{Al}} )</td>
<td>Meters</td>
<td>24 × 10⁻⁶</td>
<td>19 × 10⁻⁶</td>
</tr>
<tr>
<td>Cathode foil price</td>
<td>( p_{\text{Al}} )</td>
<td>USD g⁻¹</td>
<td>0.028</td>
<td>0.015</td>
</tr>
<tr>
<td>Cathode foil yield</td>
<td>( y_{\text{Al}} )</td>
<td>Unitless (fraction out of 1)</td>
<td>0.889</td>
<td>0.902</td>
</tr>
<tr>
<td>Anode foil to cathode foil area ratio</td>
<td>( (\text{an/ca})_{\text{A}} )</td>
<td>Unill (ratio of areas)</td>
<td>1.075</td>
<td>1.028</td>
</tr>
<tr>
<td>Anode foil thickness</td>
<td>( t_{\text{ca}} )</td>
<td>Meters</td>
<td>18 × 10⁻⁶</td>
<td>14 × 10⁻⁶</td>
</tr>
<tr>
<td>Anode foil price</td>
<td>( p_{\text{ca}} )</td>
<td>USD g⁻¹</td>
<td>0.021</td>
<td>0.020</td>
</tr>
<tr>
<td>Anode foil yield</td>
<td>( y_{\text{ca}} )</td>
<td>Unitless (fraction out of 1)</td>
<td>0.880</td>
<td>0.902</td>
</tr>
<tr>
<td>Separator to cathode foil area ratio</td>
<td>( (\text{se/ca})_{\text{A}} )</td>
<td>Unill (ratio of areas)</td>
<td>2.422</td>
<td>2.299</td>
</tr>
<tr>
<td>Separator thickness</td>
<td>( t_{\text{se}} )</td>
<td>Meters</td>
<td>25 × 10⁻⁶</td>
<td>18 × 10⁻⁶</td>
</tr>
<tr>
<td>Separator price</td>
<td>( p_{\text{vse}} )</td>
<td>USD meters⁻³</td>
<td>0.200 × 10⁶</td>
<td>0.077 × 10⁶</td>
</tr>
<tr>
<td>Separator yield</td>
<td>( y_{\text{se}} )</td>
<td>Unitless (fraction out of 1)</td>
<td>0.995</td>
<td>0.980</td>
</tr>
</tbody>
</table>

### Table 3 Data employed to calculate other cell cost components and cell-level characteristics

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cell-level characteristics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Charge capacity utilization</td>
<td>( \eta_{\text{cell}} )</td>
<td>Unitless (fraction out of 1)</td>
<td>0.836</td>
<td>0.952</td>
</tr>
<tr>
<td>Cathode charge capacity for a fixed volume</td>
<td>( Q_{\text{ca}} )</td>
<td>Ampere hour per cell</td>
<td>1.726</td>
<td>3.129</td>
</tr>
<tr>
<td>Cell voltage</td>
<td>( V )</td>
<td>volts</td>
<td>3.642</td>
<td>3.659</td>
</tr>
<tr>
<td>Cell-level yield</td>
<td>( y_{\text{cell}} )</td>
<td>Unitless (fraction out of 1)</td>
<td>0.990</td>
<td>0.992</td>
</tr>
<tr>
<td><strong>Hardware cost component</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other hardware price</td>
<td>( p_{\text{an}} )</td>
<td>USD per cell</td>
<td>0.559</td>
<td>0.469</td>
</tr>
<tr>
<td>Other hardware yield</td>
<td>( y_{\text{an}} )</td>
<td>Unitless (fraction out of 1)</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td><strong>Plant size–dependent characteristics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Material cost fraction</td>
<td>( \theta )</td>
<td>Unitless (fraction out of 1)</td>
<td>0.753</td>
<td>0.796</td>
</tr>
<tr>
<td>Plant size</td>
<td>( K )</td>
<td>cells per year</td>
<td>27 × 10⁶</td>
<td>120 × 10⁶</td>
</tr>
<tr>
<td>Sealing factor</td>
<td>( b )</td>
<td>Unitless</td>
<td>0.30</td>
<td>0.30</td>
</tr>
</tbody>
</table>

The cathode and anode materials are themselves mixtures and these cost components can be further separated to reflect their compositions. Generally, the primary component of cathode and anode materials is a lithium-hosting, or “active”, material. In the case of the cathode, the active material is typically a mid-to-late first-row transition metal oxide \( \text{e.g.} \) \( \text{LiCoO}_2, \text{LiNi}_{0.5}\text{Mn}_{1.5}\text{Co}_{0.5}\text{O}_2, \text{LiFePO}_4 \) or a mixture of these transition metal oxides. In the case of the anode, the active material is typically a carbonaceous material \( \text{e.g.} \) graphite, or an amorphous (hard or soft) carbon) or less commonly an early-transition metal oxide \( \text{e.g.} \) \( \text{LiTi}_{2}\text{O}_3 \). In the cathode, the active material is often mixed with a binder \( \text{e.g.} \) poly(vinylidene fluoride) (PVDF) and a conductor \( \text{e.g.} \) carbon black, acetylene black, graphite). In the anode, the active material is also typically mixed with binder \( \text{e.g.} \) PVDF, carboxymethylcellulose with styrene-butadiene rubber, etc.) and sometimes an additional conductor. For both the cathode and
anode materials, their cost compositions can be represented by expanding the overall price into the sum of the component materials prices weighted by their mass fractions \((w)\). For the cathode, this decomposition takes the form of:

\[
m_{\text{ca}}p_{\text{ca}}/y_{\text{ca}} = m_{\text{ca}}[w_{\text{act,ca}}p_{\text{act,ca}} + w_{\text{bin,ca}}p_{\text{bin,ca}} + w_{\text{con,ca}}p_{\text{con,ca}}]/y_{\text{ca}}\tag{4}
\]

where \(w_{\text{act,ca}}, w_{\text{bin,ca}}\) and \(w_{\text{con,ca}}\) are the mass fractions of the cathode’s active, binder, and conductor materials, respectively, while the \(p_{\text{act,ca}}, p_{\text{bin,ca}}\) and \(p_{\text{con,ca}}\) are these materials’ prices. The anode material’s overall cost can be similarly represented as:

\[
m_{\text{an}}p_{\text{an}}/y_{\text{an}} = m_{\text{an}}[w_{\text{act,an}}p_{\text{act,an}} + w_{\text{bin,an}}p_{\text{bin,an}} + w_{\text{con,an}}p_{\text{con,an}}]/y_{\text{an}}\tag{5}
\]

We assume that the materials that compose either the cathode or anode have the same yield in the manufacturing process.

Substituting masses with charge capacities

While these sums can adequately represent the costs of cathode and anode material mixtures, the technical variables do not necessarily represent characteristics that were the direct focus of research and development activities, such as the specific capacities of cathode and anode materials. More informative variables could be the cell charge capacity for a given volume and the specific capacities of the cathode and anode active materials. To investigate the role these values played in the cost change of lithium-ion technologies, the cathode and anode material masses can be replaced by the quotient of the cathode or anode charge capacity \((Q_c, Q_a)\) and its respective specific capacity \((q, \text{ in A h g}^{-1})\), as in:

\[
m_{\text{ca}} = Q_{\text{ca}}/q_{\text{ca}} \quad \text{and} \quad m_{\text{an}} = Q_{\text{an}}/q_{\text{an}}\tag{6}
\]

However, these specific capacities must also be adjusted to reflect the mass fraction of the active material in the total electrode material mixture, yielding

\[
m_{\text{ca}} = Q_{\text{ca}}/q_{\text{wact,ca}} \quad \text{and} \quad m_{\text{an}} = Q_{\text{an}}/q_{\text{wanan}}\tag{7}
\]

Like the cell charge capacity \((C_{\text{cell}})\) introduced earlier, in this analysis both the cathode and anode charge capacities \((Q_{ca} \quad \text{and} \quad Q_{an})\) are for the fixed volume of an 18650-sized cell. In addition, we assume for simplicity that the surface-electrolyte interphase (SEI) layer does not substantially alter the masses, charge capacities, or specific capacities of the electrode materials.

Relating cathode and anode charge capacities

In commercially available cells, the cathode and anode material masses are typically related to each other, or “balanced”, to nearly equalize their charge capacities, with some deviation to ensure safety and a reasonable cycle life. To incorporate this ratio and how it has changed into the model, we define the ratio between the electrode charge capacities (the \(N/P\) ratio, \(\langle N/P \rangle\)q) and use it to define the anode charge capacity as the product of the cathode charge capacity and the \(N/P\) ratio:

\[
Q_{\text{an}} = Q_{\text{ca}}\langle N/P \rangle_q\tag{8}
\]

Determining electrolyte solution mass

Three options were examined for incorporating electrolyte solution mass. The first option is to directly use empirical measures or estimates of electrolyte solution mass from relevant cells. The second involves calculating electrolyte solution volume based on materials’ post-calendering volumes and porosities and the interior volume of the cell and converting from volume to mass using the density of the electrolyte solution. The third entails estimating the electrolyte solution mass per cathode charge capacity \((Q_{\text{el}})\) to investigate how this characteristic influenced cost change, and then multiplying this value by the cathode charge capacity of the cell \((Q_{\text{ca}})\). The resulting product can then substitute for electrolyte solution mass \((m_{\text{el}})\). Considering the historical data available and their uncertainties, this third approach was employed, giving a cost component of:

\[
Q_{\text{ca}}Q_{\text{el}}p_{\text{el}}/y_{\text{el}}\tag{9}
\]

While electrolyte solutions for lithium-ion cells comprise various salts, solvents, and additives, insufficient data were available to further breakdown electrolyte solution cost into a sum of the costs of these constituents.

Mass-related cost components equation

Given the expansions and substitutions described above, the mass-related cost components can be decomposed as shown here:

\[
C_{\text{mass}} = Q_{\text{ca}}[w_{\text{act,ca}}p_{\text{act,ca}} + w_{\text{bin,ca}}p_{\text{bin,ca}} + w_{\text{con,ca}}p_{\text{con,ca}}]/q_{\text{ca}}w_{\text{act,ca}},y_{\text{ca}} + Q_{\text{an}}(N/P)_{q}[w_{\text{act,an}}p_{\text{act,an}} + w_{\text{bin,an}}p_{\text{bin,an}} + w_{\text{con,an}}p_{\text{con,an}}]/q_{\text{an}}w_{\text{act,an}},y_{\text{an}} + Q_{\text{ca}}Q_{\text{el}}p_{\text{el}}/y_{\text{el}}\tag{10}
\]

Area-related cost components

The area-related cost component \((C_{\text{area}})\) can be expanded to separate cost contributions from the cathode foil, denoted with \(Al\) as it is typically aluminum; anode foil, denoted with \(Cu\) as it is typically copper; and the separator (se). The cost of each of these materials can be expressed as the product of the area \((A)\) of the material in the final cell (in m²) and the price \((p_a)\) of the material (in USD m⁻²) divided by the yield \((y)\) of the material through the manufacturing processes up to the cell formation step (as a fraction out of 1). The area-related cost component can be expressed as:

\[
C_{\text{area}} = a_{Al}p_{Al}A_{Al}/y_{Al} + a_{Cu}p_{Cu}A_{Cu}/y_{Cu} + a_{se}p_{se}A_{se}/y_{se}\tag{11}
\]

Incorporating thicknesses into current collector foil cost components

Foil thicknesses are another key characteristic of current collector foils that available data suggest changed over time. These can be explicitly incorporated into the cost equation by
changing foil prices to units of USD gram\(^{-1}\) (denoted \(p\)) and introducing thicknesses \((t, \text{ in units of meters})\) and metal densities \((\rho, \text{ in units of grams meter}^{-3})\) into the numerators, giving:

\[
\frac{a_{Al}p_{Al}}{y_{Al}} = \frac{a_{Al}p_{Al}p_{Al}}{y_{Al}} \quad \text{and} \quad \frac{a_{Cu}p_{Cu}}{y_{Cu}} = \frac{a_{Cu}P_{Cu}P_{Cu}}{y_{Cu}}
\]  

(12)

for the cathode and anode foils respectively.

**Incorporating thickness into the separator cost component**

As with foils, separator thickness has also changed over time. Separator thickness can similarly be explicitly incorporated into the cost equation by changing foil prices to units of USD gram\(^{-1}\) (denoted \(p\)) and introducing thickness \((t, \text{ in units of meters})\) and separator density \((\rho, \text{ in units of grams meter}^{-3})\) into the numerator. However, most separator prices were given in USD per unit area, opposed to USD per unit volume. To reduce the impact of uncertainties in separator densities (in units of grams meter\(^{-3}\)), which would be required to use prices in units of USD gram\(^{-1}\), there is less uncertainty in estimates of separator thicknesses, required to convert prices per area to prices per volume. To reduce the impact of uncertainties in separator densities, we employ price densities, in units of USD meter\(^{-3}\).

\[
\frac{a_{Al}p_{Al}}{y_{Al}} = \frac{a_{Al}p_{Al}p_{Al}}{y_{Al}} \quad \text{and} \quad \frac{a_{Cu}p_{Cu}}{y_{Cu}} = \frac{a_{Cu}P_{Cu}P_{Cu}}{y_{Cu}}
\]  

(13)

Note that the separator area, thickness, and volume measurements refer to apparent, exterior dimensions.

**Relating current collector and separator areas**

The areas of current collector foils and separators can also be related by a ratio \((e.g. (an/ca)_\lambda)\) that describes area “oversizing”. This area oversizing can be employed to improve cell safety or cycle life, or specifically in the case of the separator, to wrap the outermost layer of the “jelly roll”. The anode area can be defined in terms of the cathode area with:

\[
a_{Cu} = a_{Al}(an/ca)_\lambda
\]  

(14)

while the separator area can be defined analogously in terms of the cathode area with:

\[
a_{Se} = a_{Al}(se/ca)_\lambda
\]  

(15)

Of the commercial cell designs encountered in our data collection, most exhibited cathode and anode current collectors that were coated on both sides. As a result, the separator is often significantly larger than the cathode and anode current collector foils.

**Area-related cost components equation**

Give the expansions and substitutions described for area-related cost components, the equation for this set of components is:
summed, and this sum was used along with the material cost fraction to estimate the total non-material costs per cell, in units of USD per cell. This estimate of non-material costs per cell was then divided by \((K/K_0)^{-b}\) to provide an estimate of \(p_0\). Additional details on the estimation of \(b\) and \(p_0\) and the development of representative values for \(K\) are available in the ESI† (see Section S6).

Scaling by energy capacity and cell-level yield

The sum of the aforementioned cost components gives the cost for a single lithium-ion cell. However, costs and prices of lithium-ion cells are typically scaled by energy capacity, as described earlier. We also need to correct for cell-level yield \((y_{cell})\) as described earlier. Both of these factors can be included in the denominator of a coefficient, expressed as:

\[
\frac{1}{\text{Cap}_Q y_{cell}} \tag{19}
\]

Relating cathode charge capacity to overall charge capacity

In cells where \((N/P)_0 > 1\), the charge capacity is “cathode-limited” while in cells where \((N/P)_0 < 1\), the capacity is “anode-limited”. This work examines cathode-limited cells—those that have slightly more anode charge capacity than cathode charge capacity—which reduces the risk of lithium metal plating. (Additional details are available in the ESI†) Ostensibly, this restriction allows for the cell charge capacity \((\text{Cap}_Q)\) to be set equal to the cathode charge capacity \((Q_{ca})\). However, other factors limit how much of the available cathode charge capacity is used, including charging and discharging voltage limits. As such, the cell capacity is defined as the product of the cathode cell capacity for a fixed volume and a utilization parameter \((\eta_{util})\) which represents the fraction of the cathode charge capacity that is utilized during cell discharge:

\[
\text{Cap}_Q = \eta_{util} Q_{ca}. \tag{20}
\]

Final cost equation

The final cost equation combines the various cell-level cost components.

\[
C_{cell} \left(\frac{\text{USD}}{\text{Wh}}\right) = \frac{1}{\eta_{util} Q_{ca} y_{cell}} \left[ \frac{Q_{ca} w_{\text{act, ca}/\text{act, ca}} + \eta_{util} Q_{ca} V y_{cell} y_{cell, ca} + w_{\text{bin, ca}/\text{bin, ca}} + w_{\text{con, ca}/\text{con, ca}}}{Q_{w_{\text{act, ca}/\text{act, ca}}}} \right] + \frac{Q_{ca} (N/P)_0 w_{\text{act, an}/\text{act, an}} + \eta_{util} Q_{ca} V y_{cell, y_{cell, an}} y_{cell, an}}{Q_{w_{\text{act, an}/\text{act, an}}}} + \frac{Q_{ca} D_{el, p_{el}}}{y_{el}} + \frac{a_{Al}(an/ca)}{y_{Al}} + \frac{a_{Al}(an/ca)}{y_{Cu}} + \frac{a_{Al}(se/ca)}{y_{se}} + \frac{p_{\text{con}}}{y_{con}} + \frac{p_{0} (K/K_0)^{-b}}{y_{cell} y_{cell, an}}. \tag{21}
\]
Rewriting the cost equation as the sum of its separable cost components can demonstrate relationships in the cost structure of lithium-ion cells. For example, the presence of cell energy capacity, as the product $\eta_{\text{cell}}Q_{\text{act}}V$, in the denominator of components $C_0$ through $C_{12}$ (eqn (29)–(33)) highlights how increasing cell energy capacity for a fixed volume can lower the cost contributions of cell components not directly involved in charge storage, such as the hardware and the non-material costs. Similarly, the presence of voltage (V) in the denominator of components $C_1$ through $C_7$ (eqn (22)–(28)) shows how increasing cell voltage can reduce the contribution of mass-related costs to cost per energy capacity even as charge capacity remains unchanged.

Developing cost models requires balancing a desire to reflect all impactful contributors to cost change and the limitations on data availability. Data reliably detailing the components of lithium-ion cells, component prices, manufacturing processes, and especially soft costs, were often sparse. This final cost equation contains variables chosen to reflect important design characteristics and costs that were the focus of academic, industrial, and government-supported improvement efforts, while minimizing the impacts of data uncertainty. These variables were also chosen to allow for their reasonable assignment to various high-level mechanisms of cost change. Some of these variables could be further separated into other variables, yielding additional model detail and intricacy. A notable example is cathode charge capacity. Cathode charge capacity of a cell with a given volume can be estimated from a variety of other variables, including specific charge values of cathode and anode materials; materials’ post-calendering densities, volumes, and porosities; can and header volumes; etc. However, the data to accurately disentangle and separately model these factors both for historical and modern cells were not available. As a result of these simplifications in our model, other variables’ cost and cost change contributions could be slightly under- or overestimated. For example, increases in specific capacities of cathode and anode active materials enabled increases in cathode charge capacity for an 18650-sized cell. As the relationship between these variables is not explicitly modeled, i.e. as we do not replace $Q_{\text{act}}$ with a function of $q_{\text{ca}}, q_{\text{an}}$, and other relevant variables, we could underestimate the impact of improvements in the specific capacities of electrode materials. Similarly, our data collection efforts did not yield sufficient details to decompose historical plant size–dependent costs in a fashion similar to that pursued in other models that examine more recent and prospective cell manufacturing, necessitating the use of a simpler power law model. In both cases, however, the model’s separation of factors is sufficient to allow reasonable assignment of the low-level mechanisms to high-level mechanisms of cost change.

Cost change equations

Between the late 1990s and early 2010s, many of the variables that compose the cost equation changed and contributed to change in overall cell-level cost ($C_{\text{cell}}$). We use the term “low-level mechanisms” to refer to changes in these variables. While determining the dependence of overall cost change on a given variable is simple when only that one variable changes, a model is needed to disentangle the contributions of individual low-level mechanisms when multiple, non-additive variables changed concurrently. We employ a general method described previously to decompose the overall cost change observed between the two times into contributions from individual low-level mechanisms. The approach is summarized here.

Let us define a generic cost equation $C(t_1, t_2, \ldots)$, where individual variables $r_1$ can be material properties, prices, dimensions, yields, labor rates, and other low-level technology characteristics that influence cost. These variables compose the vector $r$. We decompose this cost equation into a sum of cost components ($C_i$) that are functions of $r$, giving:

$$C(r) = \sum_i C_i(r). \quad (34)$$

noting that a given cost component ($C_i$) might not depend on every variable in $r$. For example, in this work the first cost component is:

$$C_1 = \frac{Q_{\text{act}}W_{\text{act,ca}}P_{\text{act,ca}}}{\eta_{\text{cell}}V_{\text{cell}}q_{\text{ca}}W_{\text{act,ca}}V_{\text{ca}}} = \frac{P_{\text{act,ca}}}{\eta_{\text{cell}}V_{\text{cell}}q_{\text{ca}}W_{\text{act,ca}}V_{\text{ca}}} \quad (35)$$

If we could observe changes in $r$ continuously, the cost change contribution of a given variable $r_z$ between times $t_1$ and $t_2$ could be given by:

$$\Delta C_z(t_1, t_2) = \int_{t_1}^{t_2} \frac{\partial C_1}{\partial r_z} dr_z. \quad (36)$$

However, data in our cost change studies are sampled at discrete times, requiring us to develop an approximation. In our studies of other technologies and in this work (vide supra), we have found that the cost components are often products of functions of the variables in $r$ and for a given cost component $C_i$ can be represented as:

$$C_i(r) = C_{i0} \prod_z g_z(r_z). \quad (37)$$

where $C_{i0}$ is a constant and $g_z(\cdot)$ is the function that gives the dependence of cost component $C_i$ on variable $r_z$. The cost equation we developed (eqn (21)) is a sum of such products. Given that our cost components are of this form, we find the integral (eqn (36)) can be approximated by:

$$\Delta C_z(t_1, t_2) \approx \sum_i \tilde{C}_i \ln \left( \frac{g_z(t_2)}{g_z(t_1)} \right) \quad (38)$$

where $g_{z,t}$ and $g_{z,t}$ are the values of variable $r_z$ at times $t_1$ and $t_2$, respectively; and $\tilde{C}_i$ is a constant that is a representative value of cost component $C_i$ during the period between $t_1$ and $t_2$. Previous work has demonstrated that a good approximation of $\tilde{C}_i$ is the logarithmic mean:

$$\tilde{C}_i = \frac{C_{i,t_2} - C_{i,t_1}}{\ln(C_{i,t_2}) - \ln(C_{i,t_1})} \quad (39)$$
where \( C_{i1} \) and \( C_{i2} \) are the cost components at \( t_1 \) and \( t_2 \). For example, the cost change attributable to the change in cathode charge capacity \( Q_{\text{ca}} \), is estimated by:

\[
\Delta C_{Q_{\text{ca}}}(t_1, t_2) \approx \sum_{i=1}^{12} \tilde{C}_i \ln \left( \frac{g_{Q_{\text{ca}}}(Q_{\text{ca},t_1})}{g_{Q_{\text{ca}}}(Q_{\text{ca},t_2})} \right)
\]

\[
\approx \sum_{i=8}^{12} \tilde{C}_i \ln \left( \frac{(Q_{\text{ca},t_1})^{-1}}{(Q_{\text{ca},t_2})^{-1}} \right)
\]

where the constant \( \tilde{C}_i \) can be computed as given in eqn (39). Note that the sum for this variable is limited to cost components 8 through 12 as the variable cancels out in components 1 through 7.

Sensitivity analyses

Sensitivity analyses were performed to estimate and bound the uncertainty associated with our results. These analyses examined sensitivity of: (1) the model to its constituent variables (ESI† Section S9.1), (2) our low-level mechanism results to data uncertainty (ESI† Section S9.2), (3) our high-level mechanism results to alternative assignments (ESI† Section S10), and (4) the cost change attributable to chemistry and materials science R&D to alternative assignments (ESI† Section S11).

The first two of these sensitivity analyses were conducted by varying the input data for each variable and calculating the results for every combination of values for the given variable for the times being compared. In this work, we examined low and high estimates in addition to the representative values. The one exception was \( b \), which is constant across both times and thus only required three calculations. The minimum and maximum cost change contributions of the low-level mechanisms are then determined and presented as error bars that bound the uncertainty that results from varying the given variable. This process is repeated, varying input data for each variable in the cost equation (i.e. Fig. S75–S115 and S117–S157, ESI†). We also determined the minimum and maximum cost change contributions observed across variations of all variables (i.e. Fig. S116, S158, and S159, ESI†). Additional details are available in the ESI† (Sections S9.1 and S9.2).

The second two sensitivity analyses were performed by developing alternative assignments of the low-level mechanisms or disaggregations of the high-level mechanisms. We then calculate the cost change contributions that result from each combination of the primary and alternative assignments. For example, providing three alternative assignments for cathode active material price yields four scenarios including the primary assignment. Providing three alternative assignments each for cathode and anode active material price and two for can price yields 48 scenarios. The results of these analyses are presented directly or the minimum and maximum contributions observed across all scenarios are included as error bars. Additional details are available in the ESI† (Sections S10 and S11).

Results and discussion

Cost components within each period

Populating eqn (21) with representative values for each variable for period 1 (1995–2000) and period 2 (2010–2015) (Tables 1–3) provides the contributions of cost components to total cost within each period, as depicted in Fig. 4. In period 1, the total cost is estimated to be approximately 810 USD kW\(^{-1}\) h\(^{-1}\). Cathode material is the largest cost contributor (29%), followed by non-material costs (25%) and other hardware costs (13%). Meanwhile, the costs of anode material, electrolyte solution, and separator components are similar (ca. 9–10%) The large influence of cathode material and non-material costs is consistent with cell-level cost component estimates reported between 1995 and 2000.\(^{20,68}\) In period 2, costs fell to about 210 USD kW\(^{-1}\) h\(^{-1}\), and our results indicate that cathode material remains the primary cost component (34%). The cost contribution from non-material costs fell to (20%) while the contribution from other hardware increased to (21%). The substantial influence, observed in both periods, of cathode materials on overall materials costs and cell-level costs is similar to that reported by more recent cost breakdowns.\(^{31,32,69}\)

In both periods examined, estimated cell-level costs (in USD kW\(^{-1}\) h\(^{-1}\)) are below representative prices reported previously for cylindrical cells (see Fig. 1).\(^{18}\) The differences between the costs estimated using the bottom-up approach described herein and the top-down prices reported previously provide a sense of the “residual” change in cell-level prices not explained by this analysis. This residual could result both from differences
between cost and price (e.g. profit) as well as limitations of the data available and our model. For the late 1990s, there is a substantial difference between the average price (2140 USD kW\(^{-1}\) h\(^{-1}\) for 1995 through 2000, inclusive) and estimated cost (810 USD kW\(^{-1}\) h\(^{-1}\)). However, this gap between cost and price should be interpreted with caution as data describing cell components in the late 1990s were limited, and input data were especially sparse and tended to be dated closer to 2000 than to 1995 (see Fig. S43–S58 and S64, ESI\(^\dagger\)). As such, the representative cost estimated for the first period might be weighted toward 2000, when the average cell-level price is approximately 990 USD kW\(^{-1}\) h\(^{-1}\). Moreover, the percent difference between cost and price in the year 2000 is similar to that observed for the early 2010s. Between 2010 and 2015, inclusive, the average price is approximately 260 USD kW\(^{-1}\) h\(^{-1}\) and the representative cost is 210 USD kW\(^{-1}\) h\(^{-1}\). Overall, the decrease in price from the year 2000 through the early 2010s is approximately 74%, which mirrors the cost change estimated between the late 1990s and early 2010s. As the costs and prices are estimated using different methods and datasets, the magnitude and similarity of the percent differences between cost and price in the two periods provide reasonable confidence that our analysis captures a substantial portion of the cost change that occurred between the late 1990s and early 2010s.

### Low-level cost change mechanisms

Developing the cost change equations and populating them with data enables us to separate the total cost change between the late 1990s and early 2010s into the cost changes attributable to changes in each variable (Fig. 5). These changes in variables are referred to as low-level cost change mechanisms. The increase in cathode charge capacity for a fixed volume, from

---

**Fig. 5** Contributions of low-level mechanisms to the cost decline of 18650-sized lithium-ion battery cells between the late 1990s and early 2010s. The total change in cost is measured in units of USD W\(^{-1}\) h\(^{-1}\), as per the cost equation (eqn (21)), while cost change contributions are expressed as percentages of this total cost change. Mechanisms are listed in order of decreasing contribution to cost reduction.
Fig. 6 Contributions of aggregated low-level mechanisms to the cost decline of 18650-sized lithium-ion battery cells between the late 1990s and early 2010s. The low-level mechanisms are aggregated into reasonably separable technology characteristics and cost components. The detailed aggregation assignments are given in Table 4. The total change in cost is measured in units of USD W$^{-1}$h$^{-1}$ while cost change contributions are expressed as percentages of this total cost change. Mechanisms are listed in order of decreasing contribution to cost reduction across and within each group of mechanisms.

1.7 to 3.1 Ah for an 18650-sized cell, is the primary low-level mechanism, responsible for 23% of the observed cost decline between the two periods. This near doubling is the consequence of many improvements, including increases in both the reversible specific charge and charge density capabilities of electrode active materials, which have been a significant focus of research and development efforts.$^{13,30,68–81}$ The collected data suggest that specific charge increased nearly 30% for the cathode active material and 8% for the anode active material. The improvement in cathode charge capacity also results from an increase in the total amount of electrode material fit into a given cell. The data indicate that high energy density, 18650-sized cells manufactured in period 2 have 40% more cathode active material, by mass, than those manufactured in period 1, and 28% more anode active material (see Fig. S68 and S69, ESI†). These increases are ostensibly the result of a variety of chemistry and design changes in high energy density cells, including increased mass fractions of cathode active material (see Fig. S7–S9, ESI†), decreasing foil and separator thicknesses (see Fig. S36–S38, ESI†), and increasing electrode material thicknesses (see Fig. S70 and S71, ESI†).$^{32,69,82–86}$ These increases also likely result from production improvements, for example in the calendering processes.$^{32,82,87,88}$ Meanwhile, cathode specific charge and anode specific charge are also separate variables that contribute 6% and 0.5% of cost change, respectively, which are likely underestimates of their cost change impacts as portions of their contributions are encompassed in the increase in the cathode charge capacity for a fixed-volume cell.

Considering the intertwined nature of these and other variables, we sum the cost change contributions of variables that impact reasonably separable technological characteristics (Fig. 6), while combining material prices by cell component. The result is a set of aggregated low-level cost change mechanisms. Aggregation assignments are provided in Table 4. Here, the cost changes associated with increasing the amount of
cathode and anode active material in a cell and increasing the charge capacity of these materials are aggregated into the “cell charge density” mechanism. In addition, for each electrode, the contributions from changing prices of active materials, binders, and conductors are similarly summed. Meanwhile, cost reductions that result from improved yields are aggregated into “materials and manufacturing yields,” and cost improvements resulting from changes in plant size and $p_0$ are similarly combined. While some detail is lost when aggregating the variables’ contributions, this approach limits underestimating the influence of important characteristics and technological changes.

Among the aggregated low-level cost change mechanisms, the increase in cell charge density dominates the estimated cost change, contributing 38% of cost decline observed between period 1 and period 2. This mechanism reflects concurrent contributions from changes in many variables, including the aforementioned improvements in reversible specific charge and charge density capacities of active materials and the increased mass of these active materials fit into 18650-sized cells. An increase in the utilization of this charge capacity also provided considerable cost reduction, approximately 9.5% of that observed. This parameter is estimated from the ratios of the reported, typically nameplate, overall charge capacities of cells to the measured or estimated charge capacities of the cathode active materials for the same cells. The collected data indicate that for cylindrical, 18650-sized cells designed for high energy capacity, charge capacity utilization increased from approximately 84% to 95% from period 1 to period 2. This change could result in part from expansion of the operating voltage window range of lithium-ion cells and improved electrode and cell manufacturing processes that allow more of the active electrode material to be used effectively.

As the utilization fraction also reflects nameplate charge capacity estimates, it is possible that some of this increase results from other improvements that allowed cell manufacturers to minimize capacity fade, improve quality control, or otherwise ensure higher usable charge capacity, which in turn would allow them to increase cells’ capacity ratings. Meanwhile, between the late 1990s and early 2010s, the increase in cell operating voltage was small (see Fig. S42, ESI†) and consequently contributed little to cost reduction.

These results allow us to quantitatively estimate how improving energy density reduced costs. Previously, researchers have noted an intrinsic relationship between cell costs and energy density, specifically that increasing energy density can distribute material and manufacturing costs over a higher energy capacity, thereby reducing costs scaled by energy capacity. Taking the sum of the cost change contributions of mechanisms that also increased usable energy density (i.e., cell charge density, charge capacity utilization, and cell voltage) provides an estimate of the relationship between cell-level costs and energy density. Our results indicate that between the late 1990s and early 2010s the combined efforts to increase energy density reduced cell-level costs by approximately 48% for energy dense 18650-sized cells. However, as discussed in previous work, allowing battery cells to be less energy dense could enable more rapid cost reduction for certain applications.

The second most influential aggregated low-level mechanism was the reduction in cathode materials prices, which provided 18% of the estimated cost decline. Nearly all of this contribution results from a decrease in the price of cathode active material, which in this work is assumed to be purchased by the cell manufacturer to allow for a simpler comparison between periods because purchasing active materials was reported to be a common practice during period 1. In a sensitivity analysis (vide infra), the representative price of cathode active materials for the early 2010s is varied over a range of more than 10%, which approximately also accounts for markups associated with purchasing, as opposed to manufacturing, this material.

Changes in binder and conductor prices were trivial in comparison. The price reduction of cathode active material is likely a consequence of many factors, including raw material prices (e.g., see Fig. S72, ESI†), processing improvements, increased production scales, and a transition to cathode materials composed of less expensive metals. For example, the partial substitution of nickel, manganese, and aluminum for cobalt in LiCoO₂ allowed less expensive metals to be used while improving performance for certain applications. Meanwhile, over the same two decades, changes in prices of anode materials, electrolyte solution, and separators each contributed approximately 5–7% of the cost reduction; and changes in other hardware and current collectors prices each contributed 1–2%. Overall, reductions in materials’ prices impacted multiple cost components and collectively contributed 39% of cell-level cost decline.

Plant size–dependent costs had the third largest influence on cost change, composing 14% of cost reduction. The change in the prefactor $p_0$ is estimated to have decreased costs about 6.3% while the increase in plant size decreased costs 7.6%. The variable $p_0$ estimates the sum of per-cell plant size–dependent costs for a plant with a fixed size ($K_0$) which is taken to be the plant size in the first period. These costs include electricity, solvent, labor, maintenance, depreciation, and other overhead; the sum of which was estimated from reported ratios of material to non-material costs. This cost change is consistent with improvements in automated, high-speed production processes, which have been reported to enable cost reductions.

Similarly, increasing plant output capacity, from representative estimates of 27 to 120 million cells per year per plant, enabled scale economies that have also reduced non-material production costs. However, different accounting scopes as well as the dearth of clearly defined, comparable non-material cost estimates and studies of scaling exponents introduce some uncertainty into our estimates of the contributions from plant size–dependent costs and their interpretation. We address this in the sensitivity analysis (see ESI†, Section S9.2).

Production processes also improved between the two periods, and various changes in materials and manufacturing yields contributed 2% of cost decline. However, the paucity of manufacturing yield estimates and their wide variation both within and across cell types introduce considerable ambiguity into estimates of their cost change contribution, limiting insight into the impact of these mechanisms (see ESI† for additional details, and Fig. S52–S58 as well as Fig. S124, S133, S136, S140, S144, S148, S152, and S154).
While most changes resulted in cost declines, the increase in cathode foil area, which in turn increased anode foil and separator areas, increased costs by approximately 2.5%. This cost change results from the representative cathode current collector foil area increasing approximately 31%, which could reflect both increases in charging and discharging power capabilities as well as increasing cell charge capacities given a constraint on the maximum achievable electrode thickness.\(^{20,25,100}\)

We also examined the sensitivity of our results to data uncertainty. For this “data-informed” sensitivity analysis, we developed low and high values for each variable based on the uncertainty in the data we collected and used to estimate the representative values. We then estimated cost change contributions for each low-level mechanism for all combinations of representative, low, and high values for each variable. The low-level cost change contributions were aggregated as previously described, and we found the minimum and maximum cost change contributions for each aggregated mechanism across all combinations of variables (see Fig. S159, ESI†). These minima and maxima provide a sense of the uncertainty in the estimated cost change contributions of the aggregated low-level mechanisms. Overall, we find that the reported contributions of the aggregated low-level mechanisms to cost decline are relatively robust to uncertainty in the underlying data. For example, the cost change contribution of the increase in cell charge density is bounded by a minimum of 34% and a maximum of 43%, around a central value of 38%. Similarly, the contribution of decreases in cathode materials prices has a minimum of 14% and maximum of 22%, with a central value of 18%. However, the cost change contribution of plant size and \(p_0\) combined is considerably more uncertain, ranging from 1.0 to 26%, around a central estimate of 14%. Ranges for all other low-level and aggregated low-level mechanisms, as well as additional details are available in the ESI† (see Section S9.2). Across all of the combinations examined, the increase in cell charge density remains the largest contributor to cost change while the reduction in cathode materials prices is nearly always the second largest cost contributor.

**High-level cost change mechanisms**

Low-level mechanisms can be assigned to high-level mechanisms often associated with the development of public policy and business strategies to drive technological change, notably research and development and learning-by-doing, and with the emergence of economies of scale (Fig. 7). The assignment process resembles the method to estimate cost change contributions from separable technological characteristics; we categorize the low-level mechanisms and sum their cost contributions within each category. However, this categorization focuses on determining which high-level mechanisms likely led to the low-level mechanisms. The assignment strategy employed in this work follows the general approach described previously for solar photovoltaic modules.\(^{15}\) Assignment details are available in the ESI† (Tables S4–S6) and are summarized here.

Research and development is defined broadly in this study and comprises changes that require experimental settings, such as laboratories studying fundamental properties; designing or testing experimental cells; or establishing and operating pilot-scale production lines.\(^{101}\) This research and development includes work conducted in both the public and private sectors. Learning-by-doing meanwhile encompasses changes informed by routine manufacturing activity at commercial scale, including incremental process refinements. Finally, economies of scale comprises cost changes that result from increasing scales of manufacturing plant production and production capacity, as well as price reductions of input materials for volume purchases. The definitions employed here are similar to those used in a previous study of photovoltaic modules.\(^{15}\)

For lithium-ion cells, the variables representing quantities and characteristics of materials (e.g. cathode charge capacity for a fixed volume, specific capacities, cathode foil area), their ratios, and their utilization (e.g. charge capacity utilization, cell voltage) are assigned to R&D. Development of higher capacity, higher voltage materials has been pursued in academic, government, and corporate laboratories.\(^{13,71,72,74,102–106}\) Similarly, in an effort to improve overall cell charge and power capacities, research and development at the laboratory and pilot scale also informed changes to electrode compositions and cell designs, including electrode material ratios and foil and separator dimensions.\(^{12,82,83,87,107,108}\) Changes to electrode density, particle sizes, foil dimensions, electrolyte solution wettability, and filling processes influence the total void space filled with electrolyte solution;\(^{109–114}\) and, as a result, the change in the ratio of electrolyte solution mass to cathode charge capacity is also assigned to R&D. Little reliable information was available concerning electrolyte additives in commercial cells, consistent with reports of their formulations being proprietary and closely held.\(^{89}\) However, their influences on cell capacity are attributed to R&D via a variety of variables, including those representing cathode charge capacity for a fixed volume and charge capacity utilization as well as cathode and anode specific capacities.
Meanwhile, yields likely improved as a result of learning-by-doing, reflecting changes made at commercial (or “industrial”) scales with the aim of maximizing material throughput. Research and development employing pilot scale lines might have also led to some improvement in yields but the considerable differences between pilot and commercial scale production lines suggest that most yield changes can be attributed to LBD.

Increasing plant size resulted in economies of scale, which we assume influenced all non-material costs. Plant sizes, as measured in the number of cells that can be produced per year, increased between the late 1990s and early 2010s (see Fig. S60–S63, ESI†) to meet increasing demand for lithium-ion cells for a range of applications. This scaling likely allowed for the use of physically larger and/or faster equipment and expanded automation, as well as the distribution of capital, labor, maintenance, overhead and similar costs over more cells, reducing non-material costs per cell.

Volume manufacturing and purchasing of materials can also result from economies of scale. However, between the 1990s and 2010s, changes in material prices were potentially driven by a range of factors, complicating their assignment to high-level mechanisms. Notably, prices of cathode active materials could have been influenced by changes in constituent metals’ prices (e.g. see Fig. S72–S74, ESI†), shifts to metal oxide compositions using less cobalt, improved processing methods, and, possibly, increases in production scales. Metal prices themselves can depend on a variety of factors, especially for cobalt, which over the time periods considered was primarily produced as a byproduct of copper and nickel mining. Changes to metal prices could thus be considered exogenous and assigned to an ‘other’ high-level mechanism category. Meanwhile, the shift to metal oxides containing less cobalt could be attributed to R&D efforts. Finally, manufacturing costs remain important contributors to cathode active material costs and prices, indicating that some cost change could be attributed to LBD and EOS. As a result of these intertwined effects, we attribute the change in cathode active material price to a combination of high-level mechanisms. Considering the limited definition of learning-by-doing employed herein, the change in cathode active material price is assigned equally to R&D, EOS, and ‘other’ and then these assignments are varied in the sensitivity analysis to arrive at conclusions that are robust to assignment uncertainty (Fig. 8). Anode active materials’ prices can similarly be influenced by a variety of factors and are assigned to high-level mechanisms in the same fashion.

When comparing the representative, high energy density cells examined, most other materials have not undergone major changes in composition. For example, the predominant cathode binder material appeared to be PVDF throughout both periods. Similarly, for cells whose breakdown information could be obtained, the electrolyte solution was almost always reported to be approximately 1 M lithium hexafluorophosphate (LiPF₆) dissolved in organic carbonates, a combination that has persisted over the time periods considered. In the cases where a component’s composition did not appear to change considerably, price changes were assumed to result from volume manufacturing and purchasing and were assigned to economies of scale. However, considering that current collector foils’ prices were potentially also impacted by market influences on their respective metal prices, their changes are split between the economies of scale and ‘other’ categories. In the case of anode binder material, where the representative material changed from PVDF to carboxymethylcellulose, its price change was split equally between R&D and EOS. Finally, as can materials and header components in high energy density cells have likely improved in part through research and development, the hardware component price change was also split, with 25% of its change attributed to R&D and 75% to EOS. Finally, we assign p₀ to the ‘other’ category as it encapsulates a range of costs that can be influenced by many high-level mechanisms. Data were not available to disentangle these influences, precluding more detailed assignments.

Given these assignments, we sum the cost changes attributed to high-level mechanisms to estimate the contribution of these mechanisms to cell-level cost decline (Fig. 7). Our estimates indicate that R&D had a substantial impact on cost reduction between the late 1990s and early 2010s, driving about 54% of cost decline. Meanwhile, economies of scale had a smaller but still considerable impact on cost decline, contributing nearly 30%. Learning-by-doing had a much smaller impact (2%) and ‘other’ influences, including those that were not easily disentangled in this analysis, had a moderate impact (14%).

In a sensitivity analysis, we explore alternative scenarios to evaluate the impact on our results of our assignments of low-level mechanisms to high-level mechanisms (Fig. 8, and Section S10 in the ESI†). In this analysis, we posited extreme (100%) assignments of cathode and anode active material prices to R&D, EOS, or the ‘other’ category and of hardware costs to either EOS or ‘other’. Examining the contributions that result from the combinations of these extreme assignments allows us to evaluate how robust to underlying uncertainties our ranking of high-level mechanisms is. This analysis demonstrates that the relative importance of the different high-level mechanisms is robust to alternative assignments of low-level mechanisms.
R&D is nearly always the primary contributor to cost decline while EOS is relatively consistently the secondary contributor.

The relative contributions of high-level mechanisms to cell-level cost decline are similar to those estimated for the cost decline of terrestrial photovoltaic modules between 1980 and 2001. For both technologies, R&D contributed the most to cost reduction, followed by EOS. These examples both provide quantitative evidence that technological development can proceed through a phase early in development, but after commercialization, during which cost reduction is dominated by R&D while EOS remains secondary. For both technologies, LBD contributed considerably less cost reduction, which could result from the reliance on automation in the manufacturing processes for both technologies and the narrow definition of LBD that was shared by these two studies and drawn from the definition used in economics research. However, the studies of PV and lithium-ion technologies are only two examples; additional mechanistic modeling of the cost change of other technologies is required to determine how general these patterns are. Moreover, it remains to be seen whether lithium-ion technologies will follow the trajectory observed for PV modules and enter a phase in which EOS becomes the primary contributor to cost decline.

Linking the effects of high-level mechanisms of the cost decline of lithium-ion technologies to government and corporate policies is challenging. The basic science research that underpins lithium-ion technologies extends back years before their commercial introduction in the early 1990s. Considerable public and private applied research and development efforts enabled the commercialization of lithium-ion technologies and their continued improvement for portable electronics applications. Moreover, since the early 1990s, governments have directly funded research and development efforts to advance lithium-ion technologies for both electric vehicle and load-leveling applications, often in conjunction with private companies, including battery and car manufacturers. Governments have also implemented policies to promote adoption of electric vehicles, which have indirectly stimulated the market for lithium-ion technologies and very likely encouraged a combination of private R&D as well as LBD and EOS. During the time range studied, additional incentives were also introduced for stationary energy storage applications, likely similarly contributing to a combination of high-level mechanisms.

Many developments and improvements in lithium-ion technologies have been anecdotally attributed to advancements in chemistry and materials science. The analysis presented herein allows us to begin to quantitatively evaluate this assertion, at least with respect to the cost reduction observed for lithium-ion cells between the late 1990s and early 2010s. We can disaggregate the contribution of R&D to cost decline into those advancements that resulted from chemistry and materials science, including material synthesis, characterization, and processing, and those that resulted from design changes, such as making current collector foils thinner. Assignments of the low-level mechanisms to each of these categories are given in Tables S10–S12. The increase in cathode charge capacity for a fixed volume, which can be attributed to both advancements in chemistry and materials science and design and other changes, is split between the two categories 90%:10%. The uncertainty in these assignments is bounded by the same extreme cases examined in the aforementioned sensitivity analysis for the assignment of high-level mechanisms as well as cases where the split in cathode charge capacity for a fixed volume is varied between 85%:15% and 95%:5%.

The results of this disaggregation reveal that advancements in chemistry and materials science do indeed compose the majority of the cost change attributed to research and development. Moreover, these advancements contributed approximately half of all cost reduction observed between the late 1990s and early 2010s. However, these advancements were driven not only by a need to reduce costs but also by a desire to improve a range of performance characteristics, including energy density, cycle-life, and safety. As different combinations of these performance characteristics are expected to be relevant for various applications of lithium-ion and related energy storage technologies, chemistry and materials science R&D is expected by some to continue to contribute substantially to performance improvement and cost decline. The results presented here show...
just how much R&D in chemistry and materials science contributed to past cost reduction for lithium-ion technologies and suggest that similar efforts might substantially contribute to cost reduction and performance improvement for nascent electrochemical energy storage technologies for a range of applications.

Conclusions and implications

The costs and prices of lithium-ion technologies have fallen dramatically since their commercialization in the early 1990s.\textsuperscript{18} Meanwhile, lithium-ion technologies have diversified to satisfy an expanded array of applications, including in mobile electronics, power tools, electric vehicles, and recently, stationary storage, all favoring different cell-level characteristics.\textsuperscript{59,60,143} To elucidate the mechanisms that led to cost decline amidst this diversification, we developed cost and cost change equations and employed them to compare cylindrical, 18650-sized cells with similar characteristics, specifically high energy density and specific energy.

We collected data describing how various materials, prices, designs, and other contributors to the cost of lithium-ion technologies changed between the late 1990s and early 2010s; and, with cost change equations, we estimate the contributions of these factors to the observed cost decline. By aggregating the contributions of changes in individual components and prices, we are able to examine the impact that changes in core technological characteristics had on reducing costs. Our estimates indicate that between the late 1990s and early 2010s, cell-level cost reduction primarily resulted from efforts to increase cell charge density and reduce cathode materials prices, contributing 38% and 18% of cost decline, respectively. Reductions in non-material costs (14% contribution) and an increase in charge capacity utilization (9.5% contribution) were also important contributors to cost decline. Decreases in the prices of other materials reduced costs to a lesser extent, while an increase in cathode foil area increased costs slightly.

Notably, our analysis enables us to also disentangle and estimate the effects of various high-level mechanisms, whose intertwined nature often complicates studies of their impacts on technological improvement.\textsuperscript{144–146} Of the high-level mechanisms considered, research and development contributed the majority of cost reduction (54%) while economies of scale also contributed considerably (30%). Meanwhile, learning-by-doing only contributed 2% of cost reduction over the two decades examined. This small contribution in part reflects the traditional definition of LBD employed herein, which includes changes from repeated manufacturing at commercial or industrial scales of production, which are routine in the sense that they do not require an experimental manufacturing line or pause in full-scale operations.\textsuperscript{15,101} This definition is also sensible in context. Japanese companies were responsible for much of the initial production of lithium-ion cells, and associated norms; and this expansive definition of R&D is consistent with earlier descriptions of Japanese firms closely integrating R&D and production.\textsuperscript{147} Moreover, the use of pilot-scale production lines, whose improvements are considered part of R&D, and a high degree of process automation in the manufacturing of lithium-ion cells likely further limit the cost reduction attributable to learning-by-doing. More generally, this and previous work highlights the importance of specifying definitions of qualitative terms describing high-level mechanisms, whatever those definitions may be, in order to enable a quantitative examination of their effects.\textsuperscript{35}

The primacy of R&D’s contribution to cost decline is robust to a variety of alternative assignments of low-level mechanisms to high-level mechanisms of cost change. Meanwhile, EOS was consistently the next most important contributor to cost decline. Our sensitivity analysis bounds these estimates; it proposes extreme alternative assignments for impactful low-level mechanisms with uncertain influences (e.g. attributing 100% of a low-level mechanism to R&D, EOS, or ‘other’) and determines the results of all possible combinations of such assignments. In historical studies that attempt to disentangle cost change contributions and assign them to high-level mechanisms, such an examination of extremes helps estimate the uncertainty when identifying the multiple processes influencing a given low-level cost change mechanism. Consistency of results across many alternative assignments can increase confidence in observed trends.

Our finding that both R&D and EOS made substantial contributions to observed cost decline supports the efficacy of policy proposals that have encouraged both additional innovation and deployment in an effort to further reduce costs.\textsuperscript{40,48} Market-stimulating policies are often an important complement to public R&D investments, especially in circumstances where markets would not grow without these additional incentives, as they can encourage private R&D along with EOS and LBD. The extent to which lithium-ion cell and pack technologies for battery electric vehicles (BEVs) advanced specifically in response to BEV market growth, as supported by market-expansion policies, is a topic deserving additional investigation, as is the role that such policies can play in further advancing BEV batteries. In the case of stationary storage applications, market expansion policies will likely play an important role in shaping both the growth in markets and storage technology improvement.

Advancements in chemistry and materials science accounted for most of the R&D contribution to cost reduction, and their contributions to many impactful low-level mechanisms highlight an important feature of lithium-ion technologies that might help explain their rapid improvement: the chemical diversity they can access. For example, in the case of prominent metal oxide cathode materials, partial substitution of other elements for cobalt in LiCoO$_2$ creates a diverse chemical space and many opportunities for performance improvement and cost reduction. While different cathode chemistries were being explored, various forms of carbon and other materials were also being investigated to improve anode capabilities. In turn, combinations of different cathode and anode materials further add to the options available to lithium-ion cell designers to improve performance. Meanwhile, we anticipate that another factor supporting these improvements, in addition to the chemical diversity itself, may have been that these electrode active materials can typically be integrated into existing designs without requiring entirely new cell materials, architectures, and
manufacturing processes. That is, these active materials might be considered drop-in technologies\textsuperscript{75} in a modular design, i.e. a design with low “design complexity.”\textsuperscript{149} Similarly, the separator material, electrolyte solution, and various manufacturing processes could be improved without requiring drastic changes in electrode material composition and other components.

The degree to which lithium-ion technologies have a low design complexity (or high modularity) requires further study to estimate, by examining the dependencies between cells’ components as well as between the components and cell manufacturing processes. The number of dependencies between cost components of a technology has been proposed to be inversely related to the rate of technological improvement.\textsuperscript{149} In this case, the limited number of component dependencies might have enabled the rapid improvement of lithium-ion technologies. In addition, the ability to improve components separately can allow the benefits of certain improvements to be shared by different technology variants.\textsuperscript{150} For lithium-ion technologies, the limited number of dependencies may have enabled the introduction of new materials that lowered costs and enabled more diverse applications while allowing experience and scale economies to be applied across cell types. These effects can be formally investigated in future research.

Our results provide quantitative, mechanistic evidence that technologies can proceed through a phase early in their development, but after their commercial introduction, during which cost reduction remains dominated by public and private R&D. A recent analysis of the cost change observed for photovoltaic modules provides similar evidence, and suggests that EOS then grows in effect.\textsuperscript{35} These results are consistent with studies that emphasize the important role of fundamental research and development in the early phases of technological improvement, as well as evidence that “science and technology–push” can precede “demand–pull” processes.\textsuperscript{19,147,151–155} The mechanistic insights presented here, however, further suggest that technology–push policies may remain important for longer periods for certain technologies even as demand–pull processes take off. Specifically, these results suggest that sustaining public R&D investments over longer periods of time may be particularly essential for improving technologies, such as electrochemical batteries, for which a diversity of material choices and design options could afford improvement, especially if this diversity might not be explored by the private sector alone. Additional mechanistic modeling that compares how a variety of technologies change could further elucidate how certain features of technologies might influence how their improvement responds to different policies at various stages of their development. Such future studies could provide additional insight on how to tailor the balance of policies for different technologies in order to enhance cost reduction and other performance improvement.

The rapid cost reduction of lithium-ion technologies has also underpinned concerns of technological lock-in.\textsuperscript{156–158} Recently, some studies have outlined scenarios in which lithium-ion technologies become the dominant energy storage technology for many, or even nearly all, stationary energy storage applications.\textsuperscript{17,159–162} Through its application to both transportation and stationary storage roles, lithium-ion technologies could be deployed widely and benefit from increasing returns to adoption that further reduce its cost via additional private R&D, learning-by-doing, and economies of scale. If such a process occurs quickly enough, lithium-ion technologies could outcompete other technologies before they have the opportunity to advance sufficiently, precluding the development of potentially more cost-effective, environmentally beneficial, or resilient storage technologies. These concerns have focused attention on efforts to reduce the chance of premature lock-in by encouraging technological diversity.\textsuperscript{160,163–166} Others have focused instead on lithium–ion–adjacent technologies (e.g. lithium–air, lithium–sulfur), which could benefit from continued improvements in lithium-ion technologies while introducing diversity that could reduce costs for other energy storage applications.\textsuperscript{134,162,167}

The chemical diversity available to electrochemical energy storage may provide an opportunity to limit lock-in. The sheer number of options accessible to electrochemical storage technologies increases the probability that lithium-ion technologies are not the optimal option for every application. This diversity also yields many different combinations of electrode materials and electrolytes that can compose potentially useful electrochemical storage technologies.\textsuperscript{75,168–176} Moreover, like lithium-ion cells, many proposed electrochemical technologies can allow for concurrent improvements in cathode and anode materials and can decouple some materials choices from manufacturing processes. Just as lithium-ion technologies have benefited from a diversity of chemical options, this feature could similarly benefit other electrochemical technologies.\textsuperscript{134} However, these other options will not necessarily be explored without sufficient support for research and development.

Using the history of lithium-ion technologies as a model for the future, investments that encourage the exploration of diverse chemistries and materials that can be combined in a modular design might enable other electrochemical storage technologies to improve in performance and come down in cost. Moreover, a balance of support for research and development and market-stimulating policies has enabled the cost decline of other technologies\textsuperscript{35} and could do the same for nascent options for stationary energy storage. Meanwhile, ensuring that investments in energy storage research appreciate the potential of this diversity, and are not just applied to those technologies with the lowest costs today, could help avoid premature lock-in. By encouraging investigation of a diverse chemical space, we can reduce the risk of exhausting the improvement opportunities available to lithium-ion and other electrochemical energy storage technologies before climate-relevant performance and cost targets are reached.\textsuperscript{16}

This analysis was limited by the sparse data available for commercially produced lithium-ion cells, especially for those manufactured in the 1990s, leading to uncertainties in our results. Limited data availability also precluded extending the cost change analysis beyond 2015. However, despite this limitation, the cost change mechanisms we identify in this study remain descriptive of the overall cost decline, even considering changes since 2015. This is because the cost decline covered by this analysis, from 810 to 210 USD kW\textsuperscript{–1} h\textsuperscript{–1} from the late...
1990s through the early 2010s, is substantially larger than the cost change that has occurred since 2015 as implied by the price decline observed since then. For example, the prices for all-types of lithium-ion cells, which tend to be higher than those for cylindrical cells, fell from approximately 270 USD kW$^{-1}$ h$^{-1}$ in 2015 to 180 USD kW$^{-1}$ h$^{-1}$ in 2018. Assuming that the costs for cylindrical cells fell comparably, the additional cost change included by extending this analysis past 2015 would remain small compared to that observed between the late 1990s and early 2010s. As a result, the major drivers of cost change that we identify by examining technological change through 2015 would remain dominant even if the study were extended through the late 2010s. Yet, we still expect that as more data on cell components and manufacturing costs become publicly available, the modeling approach we describe can be employed to study further cost reduction and elucidate any changes in the relative effects of the drivers of cost change. We also expect that given additional data, the model could be used to compare cost changes associated with modifying lithium-ion cells for different applications and to examine other performance metrics beyond USD W$^{-1}$ h$^{-1}$. In addition, given appropriate estimates, the model, and the data collected, can help inform prospective evaluation of the impacts of possible material improvements or cost reductions for lithium-ion and related technologies. Similarly, the estimates of which technological characteristics and high-level mechanisms contributed to cost reduction can guide research and development efforts and business and government decisions that aim to enable further cost reduction and other performance improvement for a range of energy storage technologies.
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