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Abstract—Ensuring human safety without unnecessarily im-
pacting task efficiency during human-robot interactive manipu-
lation tasks is a critical challenge. In this work, we formally define
human physical safety as collision avoidance or safe impact in
the event of a collision. We developed a motion planner that
theoretically guarantees safety, with a high probability, under
the uncertainty in human dynamic models. Our two-pronged
definition of safety is able to unlock the planner’s potential in
finding efficient plans even when collision avoidance is nearly
impossible. The improved efficiency is empirically demonstrated
in both a simulated goal-reaching domain and a real-world
robot-assisted dressing domain. We provide a unified view of
two approaches to safe human-robot interaction: human-aware
motion planners that use predictive human models and reactive
controllers that compliantly handle collisions.

I. INTRODUCTION

Ensuring human physical safety is a top priority during
human-robot interaction (HRI), but sometimes comes at the
cost of task performance. In order to ensure safety, a pes-
simistic robot might assume that all space could be occupied
by its human partner in the future, resulting in the freezing
robot problem [41]. Preventing harm without unnecessarily
impacting task efficiency is a critical challenge [49, 28]. In
this work, with a focus on interactive manipulation tasks, we
address this challenge via a motion planner that guarantees
human safety, equipped with a two-pronged definition of safety
that infuses flexibility into the planner.

Current approaches to safety during interactive manipulation
tasks include both “predictive” and “reactive” methods [38].
Predictive approaches allow a robot to anticipate human behav-
ior while simultaneously planning collision-free motion [15].
Through anticipation, such approaches enable a rich set of
collaborative behaviors [36, 27, 4, 44]. Reactive approaches
enable a robot to detect collisions in real time [11, 15, 32]
and react compliantly to reduce contact forces [8, 14].

Many prior works have integrated these two approaches
sequentially [38, 15], with a robot first employing motion
planners to find paths and then using compliant controllers
for execution. However, each approach separately optimizes
behavior for its own particular goal (collision avoidance for
planners and contact force reduction for compliant controllers)
rather than a goal jointly held by both approaches, ultimately
exposing the weaknesses of each. First, most planners don’t
incorporate the fact that a compliant controller is employed to
reduce contact forces in the event of a collision. As a result,

Fig. 1: During robot-assisted dressing, the robot must remain phys-
ically close to the human arm to ensure human comfort due to the
limited size of the armhole. Planners optimizing for human safety,
defined as collision avoidance, might cause the robot to freeze in
such a circumstance. In this work, we redefine safety as collision
avoidance or safe impact. This definition enables the robot to dress
the person while allowing non-harmful impacts to occur.

planners tend to be very conservative, attempting to avoid
collisions entirely. Conservative behavior can ensure safety,
but could also worsen task performance or even unnecessarily
freeze the robot in place [41]. Reasoning about uncertainties
and avoiding the uncertain regions – which are necessary and
useful in many cases [36, 42, 35] – would exacerbate this issue
of over-conservativeness. Consider the case of robot-assisted
dressing shown in Fig. 1: avoiding the (uncertain) human arm
during task execution is nearly impossible, preventing a safe
planner from making progress. Second, compliant controllers
usually don’t maintain the robot’s high-level plans, making
it challenging to adapt stiffness profiles in order to properly
balance safety and precision.

We propose a safe planner for integrating predictive and
reactive approaches jointly within a framework, in order to
reduce system conservativeness while maintaining safety. Hu-
man physical safety in predictive and reactive approaches were
previously defined as collision avoidance [31, 34, 29] and
contact force reduction [8, 14], respectively. By incorporating
both definitions, we redefine safety in the context of human-
aware motion planning (HAMP). Our new definition is two-
pronged: collision avoidance or safe impact in the event of
a collision [26]. For safe motion planning, we developed a
model predictive control (MPC) algorithm, built upon Koller
et al. [23]. This algorithm guarantees safety, according to our



Human model
(Eq. 1,2 in Sec. II)

Human prediction as ellipsoids
(Eq. 3 in Sec. IV(B))

GP for 𝑔
(Sec. IV(A))

Confidence interval of 𝑔
(Lemma 1 in Sec. IV(A))

Human always ∈
ellipsoids

(Corollary 1
in Sec. IV(B))

Assumption 1:
Deterministic

(Sec. II)

Assumption 3:
“Smooth”

(Sec. IV(A))
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Recovery controller

(Sec. III(C))
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Fig. 2: Flowchart of the assumptions, theorems, and algorithms in this paper. The workflow on the left (black) represents our human model
and prediction. The workflow on the right (red) represents our safety constraints, where safety is defined as collision avoidance or safe
impact. Both workflows merge at the black block representing our MPC that guarantees δ-safety (defined in Def. 1). Above the dotted line,
the human model and safety constraints are formulated for the human position and velocity, (ptH , v

t
H). Below the dotted line, the human

prediction outer-approximates the future ptH and vtH as ellipsoids, Et
p and Et

v , respectively. The safety constraints below the dotted line are
formulated on (Et

p, E
t
v) and enable our MPC to guarantee δ−safety. In the middle, the cartoon above the dotted line illustrates the human

hand dynamic model. The cartoon below illustrates the ellipsoidal prediction and the robot path (red) that satisfies the safety constraints.

definition, with a high probability, under the uncertainty in
human dynamic models. Our two-pronged definition of safety
is able to infuse flexibility into the MPC and enable it to find
both safe and efficient motions. In a scenario such as that
depicted in Fig. 1, our MPC enables the robot to dress the
person while allowing non-harmful impacts to occur.

We have evaluated the MPC algorithm in a simulated
goal-reaching domain and a real-world robot-assisted dressing
domain. Our results show that the two-pronged definition of
human physical safety enables the algorithm to achieve a
significantly higher task efficiency without sacrificing safety.

In this paper, we make two contributions: (1) We formally
define human physical safety in HAMP for interactive ma-
nipulation tasks as collision avoidance or safe impact. (2) We
propose an MPC that can guarantee human physical safety,
according to our definition, with a high probability. To the
best of our knowledge, ours is the first work to provide a
probabilistic safety guarantee under the uncertainty in human
dynamic models for human-robot systems.

We intend our method to be used for robots to personalize
their assistance in activities of daily living to meet their users’
specific needs [20]. A robot shipped to a user at home,
for example, would only have a default model of how a
human could interact with it during robot assistance. The
misalignment between the default model and the true user
behavior could lead to unsafe robot actions [40]. Our algorithm
can enable the robot to reason about the uncertainty in its user
model, safely assist the user, and efficiently collect on-policy
data. With the interactive data, the robot could then adapt its
user model and personalize its assistance for the user’s needs.

The rest of the paper is organized as follows: In Sec. II, we
introduce the dynamical system formulation of the robot and
human. In Sec. III, we formally define human physical safety
under our system representation. In Sec. IV, we introduce

Gaussian process (GP) and discuss the key steps necessary to
conservatively predict human motion base on the GP. Finally,
in Sec. V, we combine these elements, present our MPC, and
prove its safety guarantee. Fig. 2 is a flowchart highlighting
the assumptions, theorems, and algorithms in this paper.

II. SYSTEM REPRESENTATION

Throughout this work, we use subscripts to denote the agent
a given variable is related to. Superscripts denote the time
index. We use [a . . b] to denote the integer interval, {a, a +
1, . . . , b}, while [x]i denotes the ith dimension of a vector, x.

We represent the robot and human as two point masses in
Cartesian space. As shown in Sec. V-A, this representation al-
lows us to analytically enforce safety constraints on ellipsoids.
A broad range of tasks can be modeled by this representation,
including handover and space-sharing tasks [18, 45], where
only the robot end-effector and human hand are modeled. As
depicted in Sec. VI-B, this representation enables a robot to
dress a human arm (under certain task simplifications).

We use pR ∈ PR ⊂ RnR , vR ∈ VR ⊂ RnR , u ∈ U ⊂ Rnu ,
and mR ∈ R to represent the position, velocity, control,
and mass of the robot (respectively), where nR = 3. Here,
PR, VR, and U encode boundary conditions. Similarly, let
pH ∈ PH ⊂ RnH , vH ∈ RnH , and mH ∈ R denote
the human position, velocity, and mass (respectively), where
nH = 3. Here, PR and PH refer to the robot’s and human’s
workspace (respectively). For the robot-assisted dressing task
(Sec. VI-B), we specified both PR and PH as boxes around
the human. We cannot force the human to stay inside PH .
Instead, we collect the human data inside PH , train a human
model, and derive robot-dependent probabilistic bounds on the
future human positions. Given the bounds, our MPC algorithm
can use the robot’s control authority to theoretically guarantee



with a high probability that the human will always stay inside
PH and safe. These bounds require the following assumption:

Assumption 1. Human behavior inside PH is deterministic.

This assumption applies to low-level human motions – e.g.,
reaching toward a goal [25, 35] – which are usually embedded
in complicated behaviors as primitives. It also emphasizes that
our focus is modeling the human behavior inside PH .

pt+1
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t
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h
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Given Assumption 1, we model the human behavior inside
PH as a first order, deterministic, and discrete-time dynamical
system, as shown in Eq. 1, where fH : PH × PR → PH .
The function g is unknown, but will be learned via Gaussian
Process, as presented in Sec. IV-A. We approximate vH as the
rate of change of position as shown in Eq. 2, where h is the
length of time-steps. The initial condition, v0

H , is specified.
Since we focus on safety under unknown human dynamics,

we model robot dynamics as a known, deterministic, discrete-
time system: (pt+1
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Let fπ be a function describing the closed-loop human-
robot system corresponding with π. Combining fR, g, π yields
(pt+1
R , vt+1
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III. SAFETY IN HUMAN-AWARE MOTION PLANNING

In this section, we formally define safety in human-aware
motion planning for interactive manipulation tasks. Lasota
et al. [26] defined safety as (1) collision avoidance (CA)
whenever possible, and (2) safe impact (SI) when collisions are
required or unavoidable. We see CA and SI as two approaches
to ensuring safety; integrating these approaches allows our
planner greater freedom to find less conservative and more
efficient solutions without sacrificing safety. Hence, we define
safety as collision avoidance or safe impact in the event
of a collision. Note that we do not impose a preference for
either, differing slightly from Lasota et al. [26]’s definition.

First, we formulate safe human-robot impact during colli-
sions in Sec. III-A. Then, in Sec. III-B, we define safety by
combining the definitions of CA and SI. In Sec. III-C, we make
one assumption about the availability of a recovery controller.
Finally, in Sec. III-D, we define probabilistic safety, the main
focus of this paper. Later, as shown in Sec. V-B, our MPC uses
the recovery controller and guarantees probabilistic safety.

A. Safe Human-Robot Impact

We ensure safe human-robot impact during collisions by
enforcing a low impact potential. Impact potential is defined
as the maximum impact force a robot can create during
a collision with a human [16]. Following Heinzmann and
Zelinsky [16], and given our point-mass assumption for both
human and robot, impact potential can be computed by a
function Ω(vR, vH) = (e + 1)‖vR − vH‖2 / ( 1

mR
+ 1

mH
)

(Eq. 7 in App. A), where e is the coefficient of restitution.
(The derivation of Ω is available in App. A.)

Intuitively, if vR and vH are similar, then Ω(vR, vH) is low;
however, if vR and vH are vastly different from one another,
then Ω(vR, vH) is high, which could be unsafe. Thus, we
ensure safe impact by enforcing Ω(vR, vH) ≤ Ωmax as a
constraint within the robot’s planning process, where Ωmax
is the maximum allowable impact potential.

B. Safety as Collision Avoidance Or Safe Impact

In this section, we formally combine CA and SI to arrive
at our two-pronged definition of safety.

We define collision avoidance (CA) set as {(pR, vR) : ‖pR−
pH‖2 > 0} = SCA(pH), with ‖pR − pH‖2 referring to
the Euclidean distance between pR and pH . We also define
safe impact (SI) set as {(pR, vR) : Ω(vR, vH) ≤ Ωmax} =
SSI(vH), where Ω computes the impact potential as intro-
duced in Sec. III-A. Here, SCA and SSI denote the set-valued
functions needed to compute those sets.

The human is considered physically safe if the system either
remains collision-free or ensures safe impact during collisions.
Formally, we define “safety” as

(pR, vR) ∈ SCA(pH)
⋃ [

(SCA(pH))c
⋂
SSI(vH)

]
= SCA(pH)

⋃
SSI(vH)

where the superscript c denotes the set complement operator.
The ∩ emphasizes that SI is used only in the event of a
collision. This above equality implies that “CA or (SI during
collision)” is equivalent to “CA or SI.” Our definition of safety
indicates two methods of achieving safety: by imposing either
a robot position constraint (‖pR − pH‖2 > 0) for CA or a
robot velocity constraint (Ω(vR, vH) ≤ Ωmax) for SI.

As described in Sec. II, our human model, g, only captures
the human behavior when the system is within the workspace
PH ×PR. Applying the concept of safety as CA or SI to the
workspace, we define safe set as S = {(pH , vH , pR, vR) ∈
PH × RnH × PR × VR : (pR, vR) ∈ SCA(pH) ∪ SSI(vH)}.

C. Safe Recovery Controller

We assume access to a recovery controller, πrec, that can
keep the human always in the workspace and physically safe.
As shown in Sec. V-B, in case the trajectory optimization
cannot find feasible solutions, our MPC will deploy πrec to
ensure that the human will remain in the workspace and safe.

In this work, we implement πrec as a safety stop, that can
keep the robot in place. We define the recovery set associated
with πrec as Srec = {(pH , vH , pR, vR) ∈ S : vR = 0} ⊂ S .
Let fπrec

denote the corresponding closed-loop system. Our
assumption regarding πrec is stated formally as follows:

Assumption 2. The system is given πrec with Srec, such that:

∀t0 ∈ Z≥0,∀(pt0H , vt0H , pt0R , vt0R ) ∈ Srec,∀t ≥ t0 : (ptH , v
t
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H ) = fπrec
(ptR, v

t
R, p

t
H , v

t
H).



This assumption states that if the human-robot system is
initially within Srec, then by executing πrec, the system will
always stay within the safe set S. Intuitively, we assume that
when vR = 0 and the human is inside the workspace and
safe, if the robot activates the safety stop, then the human will
always stay inside the workspace and never injure themselves.
Our safe MPC supports other implementations of πrec, such
as gravity compensation, as long as the above assumption is
valid. Trivially executing πrec would not allow the robot to
complete any tasks. Thus, in Sec. V-B, we present an MPC
algorithm for both task completion and guaranteed safety. The
above assumption is necessary for the safety guarantee.

D. Probabilistic Safety

We define probabilistic safety (or δ-safety) – i.e., safety with
a high probability throughout the operating time – as follows:

Definition 1 (δ-safety). Let π be a controller with the closed-
loop system fπ . Given δ ∈ (0, 1] and the initial states
(p0
H , v

0
H , p

0
R, v

0
R) ∈ Srec, the system is δ-safe under π iff

Pr[∀t ∈ N : (ptH , v
t
H , p

t
R, v

t
R) ∈ S] ≥ 1− δ

where ∀t ∈ N : (ptR, v
t
R, p

t
H , v

t
H) = fπ(pt−1

R , vt−1
R , pt−1

H , vt−1
H ).

Intuitively, δ-safety indicates that a human will remain
inside the workspace and safe (as defined by CA or SI)
with a high probability, if the human-robot system is initially
within the recovery set Srec. Def. 1 implies that our high
probability safety guarantee is independent of the duration
of system operation [23]. By contrast, many other works
ensure high probability safety guarantees per time step, in the
form of ∀t ∈ N : Pr[system is safe at time t] ≥ 1 − δ. This
comparison is noted again after Lemma. 1 in Sec. IV-A.

Problem Statement. Design an MPC controller, π, that can
guarantee a human-robot system is δ-safe during interaction.

IV. HUMAN MODEL LEARNING AND PREDICTION

As described in Sec. II, the unknown function g in the
human dynamic model (defined in Eq. 1) is learned via a
Gaussian process (GP). GP allows our system to capture the
uncertainty in the model and reliably predict human behavior.

In Sec. IV-A, we describe GP and make certain assumptions
about the human behavior which are necessary for our safety
guarantee. Then, in Sec. IV-B, we introduce the key steps
necessary for reliably predicting human motion.

A. Human Model Learning via Gaussian Process

In this section, we first represent the multi-output function,
g, equivalently using a single-output function, g′ and then
use GP to model g′. The reformulation allows us to use the
standard definition of GP with a scalar output. Finally, we
make certain regularization assumptions on g′ and formulate
the reliable confidence intervals of g.

The unknown function g : PH × PR → RnH , with nH >
1, is a multi-output function. Let gj(pH , pR) denote the jth
dimension of the function output, g(pH , pR), given (pH , pR).
We assume that all outputs g1, . . . , gnH

are independent of

each other. We equivalently represent g using a single-output
function, g′ : PH × PR × J → R, where J = [1 . . nH ] [3].
Thus, for each j ∈ J , we have gj(·, ·) = g′(·, ·, j).

We use a GP, denoted by GP(m, k), to represent the
system’s belief about the single-output function g′. Here, m
denotes the prior mean function. Without loss of generality, we
assume that m ≡ 0. The function k denotes the covariance (or
kernel) function. We consider k as a composite kernel that is
constructed additively. (We provide the details in App. B-A).

Let {ĝi}ni=1 denote the set of n past measurements of g
at the input locations {(piH , piR)}ni=1. We assume that our
measurements, along all dimensions, are independently cor-
rupted by a zero-mean Gaussian noise with the same variance,
denoted by λ2 ∈ R. Formally, for each i ∈ [1 . . n], j ∈ J ,
we have [ĝi]j = gj(p

i
H , p

i
R) + wij , where wij ∼ N (0, λ2).

We construct a dataset of n · nH measurements for g′ by
splitting the n measurements of g along each dimension j ∈ J
and extending each input location by the index, j. Conditioned
on these observations, the GP posterior prediction of g′ at
the test input (pH , pR, j) has a mean µn·nH

(pH , pR, j) and a
variance σ2

n·nH
(pH , pR, j). The subscript n · nH emphasizes

that given each measurement of g, we obtain nH measure-
ments of g′ – one for each output dimension of g. Given the
assumption that g1, . . . , gnH

are independent of each other, the
GP prediction of g′ is equivalent to the prediction obtained by
modeling each gj as an independent GP [23]. Formally, for
each j ∈ J , we have that µn·nH

(pH , pR, j) = µn,j(pH , pR)
and σn·nH

(pH , pR, j) = σn,j(pH , pR).
It is challenging to ensure safety for arbitrary human behav-

ior, because the speed of human motion can be an order of
magnitude faster than that of robots [15], and a moving human
can inflict arbitrary collision forces upon robots [16]. In this
work, we focus on the human behavior that is “smooth” [5] or
has a “low” complexity [39], with smoothness measured under
the norm of a reproducing kernel Hilbert space (RKHS). Let
Hk denote the RKHS corresponding to g′, where k is the
kernel used by g′. The induced norm, ‖g′‖k, is a measure of
the smoothness of g′ with respect to k [5].

Assumption 3 (Koller et al. [22] Assumption 1). The func-
tion g′ has bounded RKHS norm induced by a continuously
differentiable kernel k, i.e., ‖g′‖k ≤ B.

This assumption implies that the human behavior, equiva-
lently represented by g′, remains smooth not only in collision-
free cases, but also in the cases where collisions occur. Despite
being strong, this above assumption is valid in practice when
the robot is operating at a low speed, and our MPC is
equipped with a low-level compliant controller. Compliant
controllers [46, 21, 32] can use control authority to render
a robot to behave like a virtual mass-spring-damper system
that reacts to contact forces in a compliant manner.

Assumption 3 allows our system to use the GP prediction
to build reliable confidence intervals of g given unseen inputs.
We define information capacity, denoted by γn·nH

, as the
maximum mutual information between a finite set of n · nH
noisy samples and our function g′ [3]. Since our measurements



are corrupted by λ-sub-Gaussian noise, given Assumption 3,
we obtain the following confidence intervals:

Lemma 1 (Berkenkamp et al. [3] Lemma 1, Berkenkamp [1]
Lemma 2). Let βn = B + 4λ

√
γn·nH

+ 1 + ln(1/δ). Then
with a probability at least 1− δ, with δ ∈ (0, 1), we have for
all j ∈ [1 . . nH ], n ∈ N, (pH , pR) ∈ PH × PR, that

|µn,j(pH , pR)− gj(pH , pR)| ≤ βn · σn,j(pH , pR)

The lemma states that the confidence intervals (CIs) given
by the GP prediction contain the unknown and deterministic
function g, with a high probability. The CIs are necessary for
one-step human motion prediction. Our system uses the CIs
to reliably predict the reachable regions of the human position
and velocity at the next time step, as shown in Sec. IV-B1. For
multi-step prediction, the system applies one-step prediction
iteratively at every time step, as presented in Sec. IV-B2.
However, the high probability safety guarantee in our work is
not ensured per time step. In fact, the CIs in Lemma 1 come
from a frequentist rather than a Bayesian analysis [7]. This
fact allows our guarantee to be independent of the duration of
system operation, as noted in the end of Sec. III-D. (Please
refer to App. B-B for more details).

For more details about GP posterior, GP prediction, RKHS,
and information capacity, please refer to Srinivas et al. [39],
Chowdhury and Gopalan [5], Koller et al. [23].

B. Robust Human Motion Prediction

Our system reliably predicts the human positions and ve-
locities for multiple time steps into the future, based on the
robust multi-step prediction theory introduced by Koller et al.
[23]. We denote the finite prediction horizon by T ∈ N.

Our system constructs ellipsoids to outer-approximate the
reachable regions of the human positions and velocities in
the future. The ellipsoidal outer approximations conservatively
bound the true human future positions and velocities, with a
high probability. In Sec. V, we design an MPC to guarantee
δ-safety by enforcing safety constraints on these ellipsoids.

The rest of this section is organized as follows: In
Sec. IV-B1, we formulate one-step prediction, that computes
two ellipsoids that outer-approximate pt+1

H and vt+1
H , respec-

tively, given ptR and an ellipsoid that outer-approximates
ptH . In Sec. IV-B2, we formulate multi-step prediction that
computes two sequences of ellipsoids that outer-approximate
{ptH}Tt=1 and {vtH}Tt=1, respectively, given {ptR}T−1

t=0 and an
ellipsoid that outer-approximates p0

H . The system iteratively
applies one-step prediction to achieve multi-step prediction.

Let E(ctp, Q
t
p) ⊂ RnH denote the ellipsoid that outer-

approximates the human position, ptH . Here, ctp ∈ RnH is the
center and Qtp ∈ RnH×nH is the shape matrix (positive semi-
definite). This ellipsoid is a set of possible human positions,
i.e., E(ctp, Q

t
p) := {ptH ∈ RnH : (ptH−ctp)T (Qtp)

−1(ptH−ctp) ≤
1}. Similarly, let E(ctv, Q

t
v) ⊂ RnH denote the ellipsoid that

outer-approximates the human velocity vtH . This ellipsoid is a
set of possible human velocities. For notational shorthand, we

use Etp = (ctp, Q
t
p) and Etv = (ctv, Q

t
v).

Et+1
p = m̃p(E

t
p, p

t
R); Et+1

v = m̃v(E
t
p, p

t
R) (3)

1) One-step prediction: At every time step t, based on
pt+1
H = fH(ptH , p

t
R) (Eq. 1), we formulate one-step prediction

for pt+1
H as a function m̃p as shown in Eq. 3. Here, E(Et+1

p )

and E(Etp) are the ellipsoids that outer-approximate pt+1
H and

ptH , respectively. Similarly, based on vt+1
H = g(ptH , p

t
R)/h

(Eq. 2), we formulate one-step prediction for vt+1
H as a

function m̃v as shown in Eq. 3. Here, E(Et+1
v ) is the ellipsoid

that outer-approximates vt+1
H . Intuitively, based on Etp, which

describes an ellipsoid for ptH , and the precise knowledge of ptR,
the system can build ellipsoids to outer-approximate pt+1

H and
vt+1
H . (We provide the derivation for m̃p and m̃v in App. C-A.)

2) Multi-step prediction: Given a prediction horizon T ,
we formulate multi-step prediction as a function. The input
is denoted by (E0

p , {ptR}T−1
t=0 ). Here, E0

p describes an ellip-
soid for p0

H and {ptR}T−1
t=0 denotes a fixed robot trajectory.

The outputs, denoted by ({Etp}Tt=1, {Etv}Tt=1), describe two
sequences of ellipsoids that outer-approximate {ptH}Tt=1 and
{vtH}Tt=1, respectively, with a high probability. We implement
multi-step prediction by having the system iteratively applying
one step predictions. Formally, for all t ∈ [0 . . T − 1], the
system applies m̃p and m̃v , as shown in Eq. 3, to roll out the
sequences of ellipsoids. Note that the item being “propagated”
forward in time is Ep rather than Ev , since Et+1

v is computed
based on Etp instead of Etv . The ellipsoids {E(Etp)}T=4

t=1 in our
2D goal-reaching task are depicted in Fig. 4.

By applying Lemma 1, we obtain the following corollary:

Corollary 1. [Similar to Koller et al. [23] Corollary 7] Let
δ ∈ (0, 1]. For all n ∈ N, choose βn based on Lemma 1. Then,
the following holds jointly for all n ∈ N, E(E0

p,n) ⊂ PH ,
p0
H,n ∈ E(E0

p,n), {pτR,n}τ=T−1
τ=0 ⊂ PR, t ∈ [1 . . T ], with a

probability at least 1− δ:

ptH,n ∈ E(Etp,n), vtH,n ∈ E(Etv,n)

where for all n ∈ N, {Eτp,n}Tτ=1 and {Eτv,n}Tτ=1 are computed
via multi-step prediction, such that for all τ ∈ [1 . . T ],
E(Eτp,n) ⊂ PH .

We include the proof of this corollary in App. C-B based
on Lemma 3, which itself is proved in App. C-A. The above
corollary states that, with a high probability, the future human
positions and velocities, across all time steps, are jointly con-
tained within the ellipsoids generated by multi-step prediction.
However, this holds true only if the ellipsoid E(Etp,n) is always
inside the workspace, PH . Thus, as presented in Sec. V-B,
to guarantee probabilistic safety, our MPC uses the robot’s
control authority to keep E(Etp,n) always inside PH , while
enforcing safety constraints on all E(Etp,n) and E(Etv,n).

V. SAFE MODEL PREDICTIVE CONTROLLER

In this section, we present an MPC algorithm that can
guarantee δ-safety. In Sec. V-A, we integrate our definition
of safety (CA or SI, as defined in Sec. III-B) with ellipsoidal
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Fig. 3: The CA constraint is CCA(pR, Ep) > 0. The SI constraints
are ∀i ∈ [1 . . 2nH ] : CSI,i(vR, Ev) ≤ 0. This plot shows the
feasible regions of these constraints for a particular i by treating the
function values, CCA and CSI,i, as independent variables. All pairs
of (CCA, CSI,i) in the first quadrant indicate “CA and not SI”. Note
that “not SI” refers to the situation of “unsafe impacts during (hypo-
thetical) collisions”, which is not in conflict with “CA”. All pairs in
the union of the first, third, and fourth quadrants indicate “CA or SI”,
which implies safety according to our definition. All and only unsafe
pairs are located within the second quadrant. The feasible region
of the surrogate constraint, CSI,i ≤ max(0.01 CCA, 1000 CCA), is
plotted in gray. The corresponding equality is represented by the red
line segments. Our MPC ensures safety by enforcing the surrogate
constraints for all i ∈ [1 . . 2nH ].

multi-step prediction. We then introduce the MPC algorithm
in Sec. V-B, with proofs for human physical safety.

A. Safety Constraints with Ellipsoidal Uncertainty

In Sec. III-B, we define safety as collision avoidance (CA)
or safe impact (SI). In Sec. IV-B, we introduce the steps to
predict the human positions and velocities as the ellipsoids,
Ep and Ev , respectively. In this section, we formulate safety
(CA or SI) as a set of constraints representing the relations
between the robot state, pR, vR, and the ellipsoids, Ep, Ev .

To ensure safety as CA, since our robot is modeled as a
point mass, our system can enforce that the robot always
stays outside the ellipsoids for human positions. Formally,
we denote the CA constraint as follows: CCA(pR, Ep) =
(pR − cp)T (Qp)

−1(pR − cp)− 1 > 0, where Ep = (cp, Qp).
To ensure safety as SI, our system can enforce the constraint

Ω(vR, vH) ≤ Ωmax, as described in Sec. III-A, to all vH ∈
Ev . Through a conservative relaxation, we arrive at a set of
SI constraints as follows: ∀i ∈ [1 . . 2nH ] : CSI,i(vR, Ev) ≤ 0.
(We provide the derivation of this relaxation in App. D-A.)

In order to implement safety as “CA or SI,” we
must disjunctively combine the constraints for CA with
those for SI. The disjunctive normal form is [CCA >
0]
∨

[
∧
i∈[1. .2nH ] CSI,i ≤ 0], with function arguments omitted

for notational convenience. Here,
∨

and
∧

denote the opera-
tors of logical disjunction and conjunction, respectively. Equiv-
alently, the conjunctive normal form is

∧
i∈[1. .2nH ][CCA >

0
∨ CSI,i ≤ 0]. In Fig. 3, the feasible region of the one-

dimensional constraint

CCA(pR, Ep) > 0
∨
CSI,i(vR, Ev) ≤ 0 (4)

is plotted as the union of the first, third, and forth quadrants.
We conservatively approximate the constraint in Eq. 4 using

a surrogate constraint: CSI,i ≤ max(θ1CCA, θ2CCA), with
hyper-parameters θ1 ≥ 0 and θ2 ≥ 0. The feasible region
of the surrogate constraint, in the case where θ1 = 0.01 and

θ2 = 1000, is the gray region in Fig. 3. Since the gray region
is a strict subset of the union of the first, third, and forth
quadrants, satisfying the surrogate constraint is a sufficient but
not necessary condition for satisfying the constraint in Eq. 4.

All relaxations in this section conservatively preserve safety,
yielding the following lemma, that is proved in App. D-B:

Lemma 2. Given hyper-parameters θ1 ≥ 0, θ2 ≥ 0, and the
ellipsoids described by Ep and Ev , then the following holds⋂
i∈[1. .2nH ]

{
(pR, vR) : CSI,i(vR, Ev) ≤ max

(
θ1 CCA(pR, Ep), θ2 CCA(pR, Ep)

)}
⊂

⋂
pH∈E(Ep)

⋂
vH∈E(Ev)

[
SCA(pH) ∪ SSI(vH)

]
This lemma states that satisfying the surrogate constraint,

for all i ∈ [1 . . 2nH ], is a sufficient condition for safety
(CA or SI), for all the human positions and velocities inside
the ellipsoids. Admittedly, enforcing the surrogate constraints
would prevent some safe solutions from being identified, but
would never make any unsafe solutions feasible. Next, our
MPC will use these surrogate constraints to guarantee safety.

B. Safe Model Predictive Controller
In this section, we introduce our MPC that can guarantee

δ-safety. First, we formulate a trajectory optimization (TO)
problem that our system can solve for safe robot trajectories,
given a finite planning horizon, denoted by T ∈ N. Then, we
introduce our MPC that solves the TO iteratively in a receding
horizon fashion and present the δ-safety guarantee.

Our nonlinear TO problem is formulated as follows:

Minimize J

Subject to

(a) ∀t ∈ [1 . . T ] : Etp = m̃p(E
t−1
p , pt−1

R ), Etv = m̃v(E
t−1
p , pt−1

R )

(b) ∀t ∈ [1 . . T ] : E(Etp) ⊂ PH , ptR ∈ PR
(c) ∀t ∈ [1 . . T ],∀i ∈ [1 . . 2nH ] :

CSI,i(vtR, Etv) ≤ max(θ1 CCA(ptR, E
t
p), θ2 CCA(ptR, E

t
p))

(d) vTR = 0

(e) ∀t ∈ [1 . . T ] : vtR ∈ VR, ut ∈ U , (ptR, vtR) = fR(pt−1
R , vt−1

R , ut)

The TO problem contains an objective function, denoted by
J , and a set of constraints. Constraint (a) implements the el-
lipsoidal human motion prediction as formulated in Sec. IV-B.
(b) ensures that all the ellipsoids that outer-approximate the
human positions are inside the workspace, PH , while all the
robot positions are inside PR. This constraint is required by
Corollary 1, which guarantees with a high probability that the
human positions and velocities are always inside the ellipsoids.
(c) implements the surrogate constraints, as formulated in
Sec. V-A, that enable the system to ensure safety as CA or SI,
regarding all the ellipsoids. (d) ensures that the robot could
possibly arrive inside the recovery set at the terminal time,
T . This constraint allows our MPC to potentially guarantee
safety even beyond the finite horizon, T , by deploying the
safety stop, as described in Sec. III-C, after T . (e) include the
boundary conditions and robot dynamics, as defined in Sec. II.

The solutions to the TO guarantees jointly with a high
probability that within the finite horizon T , the human always



stays inside the workspace PH and safe, that is proved in
App. E-A. To further ensure δ-safety, which requires that the
system stays safe for all t ∈ N, we propose an MPC algorithm.

Our MPC solves the TO iteratively in a receding horizon
fashion, and uses the recovery controller, πrec (defined in
Sec. III-C) in case the TO cannot find feasible solutions. We
design the MPC as follows: At any given time t ∈ N, if the
TO finds a feasible solution (denoted by Πt = {u1

t , . . . , u
T
t }),

then the robot will execute the first control, u1
t . In the next

time step, t + 1, if the TO cannot find feasible solutions, the
system will reuse the solution from the previous iteration at
t. In particular, the system will shift Πt in a receding horizon
manner and append πrec to the end. It obtains a new trajectory,
Πt+1 = {u2

t , . . . , u
T
t , πrec} and will execute the first control,

u1
t+1 = u2

t . The system will then repeat this process until a
new feasible solution is found. The pseudo-code is available in
Alg. 1 in App. E-B. Our MPC algorithm guarantees δ-safety as
stated by the following theorem, which we prove in App. E-B.

Theorem 1 Let δ ∈ (0, 1]. For all n ∈ N, choose βn
based on Lemma 1. The system has access to the initial
state (p0

H , v
0
H , p

0
R, v

0
R) ∈ Srec. Then, the human-robot

system is δ-safe under the MPC algorithm.

VI. EXPERIMENT

Our focus is the empirical evaluation of improvements to
task efficiency resulting from our two-pronged definition of
safety. Hence, we benchmarked our MPC (henceforth referred
to as CASI), wherein safety is defined as CA or SI, along with
its variation (henceforth referred to as CA), wherein safety
is defined only as CA. We evaluated these algorithms using
two tasks: a simulated 2D goal-reaching task and a real-world
robot-assisted dressing task. Our hypothesis was that CASI
would result in a smaller number of iterations necessary for the
completion of both tasks. For empirical evaluation regarding
the proved safety guarantee, please refer to Koller et al. [23].

We considered a realistic scenario in which a system de-
signer could first collect non-interactive data of the human
performing a task without the robot, then allow the robot to
operate around the human in order to collect more interactive
data, as described at the end of Sec. I. Accordingly, we
collected a small, non-interactive dataset by fixing the robot
at a predefined location, p0

R, and letting the human (simulated
or real) roll out their policy. Then, we ran the MPC with
the trained GP until the robot reached the goal, where only
the GP’s posterior (and not its hyper-parameters) was updated
between iterations. During our experiments, we expected our
robot to act safely and efficiently under the uncertainty caused
by the distribution shift from the initial training scenarios
where pR = p0

R to the testing scenarios where pR moved.
For both tasks, we implemented πrec as a safety stop, as

described in Sec. III-C. In keeping with previous work [2, 23],
since the theoretical confidence intervals for the GP model are
conservative, we chose to fix β = 2 to enable task completion
under uncertainty.
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Fig. 4: A comparison, in the form of robot trajectories and human
ellipsoidal predictions, of the feasible solutions found by CASI and
CA in the 2D goal-reaching domain. The red � = the robot positions
for t ∈ [1 . . 4] along the trajectory. Here, the robot positions for
t = 3 and 4 overlap due to the constraint (d) in our TO as formulated
in Sec. V-B. For t ∈ [1 . . 4], the human ellipsoids, Et

p, are plotted
in different colors, whose centers, ctp, are the green �. The grey dots
indicate the input human positions within the initial dataset for GP
training. CASI produced a more efficient path by allowing the path to
enter the ellipsoids, which CA does not allow. Thus, defining safety
as CA or SI provided more flexibility than CA alone, allowing the
planner to be less conservative while still guaranteeing safety.

A. 2D Goal-Reaching

We simulated human behavior within a 2D environment
by online-optimizing a continuous trajectory to track a pre-
computed discrete MDP policy. This policy aimed to reach a
predefined goal, denoted as p∗H , while avoiding obstacles in the
environment. We generated five environments with randomly
located obstacles denoted as Env1, . . . ,Env5; these obstacles
were used only for the human, not the robot.

We designed three objective functions for the human’s
trajectory optimization. The first, H-Indep-R, was designed to
track the MDP policy. The other two, H-To-R and H-Away-R,
were minimizing and maximizing (respectively) the distance
to the current robot position, besides policy tracking. We
anticipated that our human model g in Eq.1 could capture the
dependency of the human’s behavior upon the robot states.

The robot’s task was to efficiently reach the goal while en-
suring the simulated human’s safety, with a predefined starting
location of p0

R and goal location of p∗R. Our initial dataset
contained 45 input-output pairs collected from 3 rollouts of
the simulated human. Fig. 4 shows a snapshot of the robot and
human in the environment along with the human prediction.

We benchmarked two variations of CASI, CASI (Ωmax =
0.6) and CASI (Ωmax = 0.3), against CA. Here, Ωmax
denotes the maximum allowable impact potential as defined
in Sec. III-A and we set its values according to Heinzmann
and Zelinsky [16]. We ran 30 trials for each condition and
evaluated performance based on the following measurements:
(1) #Itr: the number of iterations taken for the robot to reach
p∗R (per trial); (2) #SafeColl: the number of collisions involving
safe impact (per trial); (3) #UnsafeColl: the number of colli-
sions involving unsafe impact (per trial); and (4) PlanTime (s):
the amount of time taken to solve the TO (per iteration).

B. Robot-Assisted Dressing

We deployed our algorithm to perform a real-world robot-
assisted dressing task, wherein the robot must dress a sleeve-
less jacket onto a human arm (the human’s fist is already
inside the armhole upon task initiation). In this task, the robot



<latexit sha1_base64="2ZcvsJH+qRptQ7CoK9uRiMF7NnU=">AAAB7XicdVDLSgMxFM3UV62vqks3wSK4GjKtfe0KblxWsA9oh5JJM200kwxJRihD/8GNC0Xc+j/u/BszbQUVPXDhcM693HtPEHOmDUIfTm5tfWNzK79d2Nnd2z8oHh51tUwUoR0iuVT9AGvKmaAdwwyn/VhRHAWc9oK7y8zv3VOlmRQ3ZhZTP8ITwUJGsLFSNx6lejofFUvIRbVqs4IgcqvIqzebliBUa1TK0LMkQwms0B4V34djSZKICkM41nrgodj4KVaGEU7nhWGiaYzJHZ7QgaUCR1T76eLaOTyzyhiGUtkSBi7U7xMpjrSeRYHtjLCZ6t9eJv7lDRITNvyUiTgxVJDlojDh0EiYvQ7HTFFi+MwSTBSzt0IyxQoTYwMq2BC+PoX/k27Z9Wpu5fqi1Oqv4siDE3AKzoEH6qAFrkAbdAABt+ABPIFnRzqPzovzumzNOauZY/ADztsnYAGPvw==</latexit>psh

<latexit sha1_base64="dSp/W3DRaLuPIF+8ixfh6TMgUC8=">AAAB7HicdVBNS8NAEJ3Ur1q/qh69LBbBU0ja0NZbwYvHKqYttLFsttt26WYTdjdCKf0NXjwo4tUf5M1/46atoKIPBh7vzTAzL0w4U9pxPqzc2vrG5lZ+u7Czu7d/UDw8aqk4lYT6JOax7IRYUc4E9TXTnHYSSXEUctoOJ5eZ376nUrFY3OppQoMIjwQbMoK1kfykf3Pn9oslx76oV8teFTm249TcspuRcs2reMg1SoYSrNDsF997g5ikERWacKxU13USHcyw1IxwOi/0UkUTTCZ4RLuGChxRFcwWx87RmVEGaBhLU0Kjhfp9YoYjpaZRaDojrMfqt5eJf3ndVA/rwYyJJNVUkOWiYcqRjlH2ORowSYnmU0MwkczcisgYS0y0yadgQvj6FP1PWmXbrdqVa6/U6KziyMMJnMI5uFCDBlxBE3wgwOABnuDZEtaj9WK9Lltz1mrmGH7AevsEwAqOvA==</latexit>

p1
R

<latexit sha1_base64="ZqgsrWMaOyZ3DYMdACRTGlz9r5o=">AAAB7XicbVBNSwMxEJ2tX7V+VT16CRbBU9nVoh4LXnqsYj+gXUo2m21js8mSZIWy9D948aCIV/+PN/+NabsHbX0w8Hhvhpl5QcKZNq777RTW1jc2t4rbpZ3dvf2D8uFRW8tUEdoikkvVDbCmnAnaMsxw2k0UxXHAaScY3878zhNVmknxYCYJ9WM8FCxiBBsrtcNB1rifDsoVt+rOgVaJl5MK5GgOyl/9UJI0psIQjrXueW5i/Awrwwin01I/1TTBZIyHtGepwDHVfja/dorOrBKiSCpbwqC5+nsiw7HWkziwnTE2I73szcT/vF5qohs/YyJJDRVksShKOTISzV5HIVOUGD6xBBPF7K2IjLDCxNiASjYEb/nlVdK+qHpX1cu7WqXezeMowgmcwjl4cA11aEATWkDgEZ7hFd4c6bw4787HorXg5DPH8AfO5w+A7o8p</latexit>

dHR

<latexit sha1_base64="8pCAA150AuStTJ6wsiOrhV26XBM=">AAAB7HicdVDLSgMxFM3UV62vqks3wSK4GjKtfe0Kbrqs4LSFdiyZNNOGZjJDkhHK0G9w40IRt36QO//GTFtBRQ9cOJxzL/fe48ecKY3Qh5Xb2Nza3snvFvb2Dw6PiscnXRUlklCXRDySfR8rypmgrmaa034sKQ59Tnv+7Drze/dUKhaJWz2PqRfiiWABI1gbyY1H7Ts0KpaQjWrVZgVBZFeRU282DUGo1qiUoWNIhhJYozMqvg/HEUlCKjThWKmBg2LtpVhqRjhdFIaJojEmMzyhA0MFDqny0uWxC3hhlDEMImlKaLhUv0+kOFRqHvqmM8R6qn57mfiXN0h00PBSJuJEU0FWi4KEQx3B7HM4ZpISzeeGYCKZuRWSKZaYaJNPwYTw9Sn8n3TLtlOzKzdXpVZ/HUcenIFzcAkcUAct0AYd4AICGHgAT+DZEtaj9WK9rlpz1nrmFPyA9fYJuOOOuA==</latexit>

p0
H

<latexit sha1_base64="+8Yc1KAQnu+wTzsQPsEy031Rswc=">AAAB7HicdVBNSwMxEJ31s9avqkcvwSJ4KtnWft0KXjxWcNtCu5Zsmrah2eySZIVS+hu8eFDEqz/Im//GbFtBRR8MPN6bYWZeEAuuDcYfztr6xubWdmYnu7u3f3CYOzpu6ShRlHk0EpHqBEQzwSXzDDeCdWLFSBgI1g4mV6nfvmdK80jemmnM/JCMJB9ySoyVPNqP79x+Lo8LuFKulzDChTJ2q/W6JRhXaqUici1JkYcVmv3ce28Q0SRk0lBBtO66ODb+jCjDqWDzbC/RLCZ0Qkasa6kkIdP+bHHsHJ1bZYCGkbIlDVqo3ydmJNR6Gga2MyRmrH97qfiX103MsObPuIwTwyRdLhomApkIpZ+jAVeMGjG1hFDF7a2Ijoki1Nh8sjaEr0/R/6RVLLiVQunmMt/orOLIwCmcwQW4UIUGXEMTPKDA4QGe4NmRzqPz4rwuW9ec1cwJ/IDz9gnjb47U</latexit>

c1
p

<latexit sha1_base64="ThaHA0eN9CxNwlqn6K8TQDkQ6zQ=">AAACJHicdVBLSwMxGMz6rPW16tFLsAgVpGy01hYvBSl4rGAf0K4lm6ZtaPZBkhXKsj/Gi3/FiwcfePDibzHbdkFFBwLDzDfJl3ECzqSyrA9jYXFpeWU1s5Zd39jc2jZ3dpvSDwWhDeJzX7QdLClnHm0opjhtB4Ji1+G05YwvE791R4VkvnejJgG1XTz02IARrLTUMy+i7vSSjhg6dmQVzixUKZWOrYJloWIZaVKplLUYd12sRgTzqBbna73gFh3FPTOXBmAagGkAIq0kyIE56j3ztdv3SehSTxGOpewgK1B2hIVihNM42w0lDTAZ4yHtaOphl0o7mu4Xw0Ot9OHAF/p4Ck7V74kIu1JOXEdPJqvK314i/uV1QjUo2xHzglBRj8weGoQcKh8mjcE+E5QoPtEEE8H0rpCMsMBE6V6zuoT0p/B/0jwpoFLh9LqYq7bndWTAPjgAeYDAOaiCK1AHDUDAPXgEz+DFeDCejDfjfTa6YMwze+AHjM8vqxihQA==</latexit>

E(E1
p)

(a) Formulation of the dressing task (b) Initial data collection

Fig. 5: (a) We modeled the human hand as a point mass, and
approximated the arm by linearly interpolating between the hand
position, pH , and the shoulder position, psh. At t = 0, the hand is
at p0R (green ×) and the approximated arm is drawn in orange. The
system computed an ellipsoid E(E1

p) (in dark purple) to bound the
hand position, p1H . Then, the system duplicated E(E1

p) multiple times
(in light purple) to approximately bound the arm configuration along
the line between the center of E(E1

p) (green �) and psh. The armhole
constraint at time t = 1 enforced that the distance dHR (black curly
brackets) between p1R and the interpolated line (black solid line) must
be ≤ dmax

HR . (b) Initial non-interactive data was collected by allowing
the subject to dress herself.

runs the MPC, integrated with a framework that interleaves
planning and execution [43], to find paths for its end-effector
to reach the goal, p∗R, near the human shoulder position,
denoted by psh. Both p∗R and psh are assumed to be known
and fixed.

We assumed that the human elbow never bends during the
task, and accordingly modeled the human hand as a point mass
and approximated the arm configuration by linear interpolation
between the hand and psh. Our system also duplicated the
ellipsoidal predictions for the hand positions to bound the arm
configuration, as described in Fig. 5a. Accordingly, the TO
used all ellipsoids for hand position and arm configuration, as
well as ellipsoids for hand velocity, when ensuring safety con-
straints. We have considered lifting this assumption in future
work by drawing insights from prior art [9, 50, 20, 6, 19].

As shown in Fig. 1, the robot must remain physically close
to the human arm due to the limited size of the armhole. We
encoded the armhole constraint approximately by enforcing
dtHR ≤ dmaxHR for all t ∈ [1 . . T ]. Here, dtHR denotes the
distance between ptR and the line between psh and ctp, the
center of the ellipsoid E(Etp), as illustrated in Fig. 5a. The
threshold dmaxHR encodes the size of the armhole.

Our initial dataset contained 16 input-output pairs collected
from two human rollouts during which the human used her left
arm to dress her right arm while the robot remained static, as
shown in Fig. 5b. We conducted a case study to compare CASI
(Ωmax = 1) against CA under three conditions wherein dmaxHR

was set to 0.08, 0.085, 0.09m. We measured #Itr and TotalTime
(s), which is the total amount of time taken by the robot to
reach p∗R (different from #PlanTime).

VII. RESULTS

A. 2D Goal-Reaching

We benchmarked the 3 algorithms – CASI (Ωmax = 0.6),
CASI (Ωmax = 0.3), and CA – using 15 different simulated
human behaviors (5 environments × 3 objective functions).
The results of #Itr, #SafeColl, and PlanTime under all con-
ditions are presented in Table II in App. F. For each mea-

surement, we conducted Wilcoxon signed-rank test to perform
pairwise comparisons among the 3 algorithms. In this section,
we discuss the results of #UnsafeColl, #Itr, and PlanTime.
(The discussion of the results of #SafeColl is in App. F.)

In all conditions, #UnsafeColl was always 0, verifying the
safety guarantee provided by all three algorithms.

The results of #Itr are plotted in Fig. 6. Both CASI (Ωmax =
0.6) and CASI (Ωmax = 0.3) had a significantly lower #Itr
than CA (both p < 0.001 resulting from the Wilcoxon signed-
rank test); hence, CASI produced significantly more efficient
plans than CA. The definition of safety as CA or SI, rather
than just CA, allowed the planner to be less conservative while
still guaranteeing safety. This is illustrated in Fig. 4, where
even though the ellipsoids in CASI and in CA had roughly
similar areas, CASI produced a more efficient path by allowing
the path to enter the ellipsoids, which CA does not allow. In
addition, CASI (Ωmax = 0.6) had a significantly lower #Itr
than CASI (Ωmax = 0.3) (p < 0.001), which implies that the
benefit to efficiency increases as Ωmax increases.

Both CASI (Ωmax = 0.6) and CASI (Ωmax = 0.3) had
a significantly longer PlanTime than CA (both p < 0.001).
One explanation is that CASI needs to construct ellipsoids for
both human positions and velocities, while CA only needs to
do so for human positions. In addition, CASI (Ωmax = 0.3)
had a significantly longer PlanTime than CASI (Ωmax = 0.6)
(p < 0.001), which implies that solving the TO becomes
harder as Ωmax decreases. In real-time control scenarios where
robots need to replan at 50Hz [17], the extra computation in
our MPC could counteract the benefits in achieving a lower
#Itr. However, in many HRI scenarios, where the robot is
equipped with compliant controllers, replanning at a much
lower frequency could suffice. In such cases, our MPC’s
strength in finding safe and efficient solutions could potentially
overweigh its weakness in longer planning time, resulting in
a shorter total time in task completion, which is demonstrated
in the robot-assisted dressing domain in Sec. VII-B.

B. Robot-Assisted Dressing

We ran our system with one subject as a case study, leaving
a full user study for future work. Fig. 7 depicts the trajectory
of robot positions recorded during a single task execution
along three dimensions (x, y, z) in Cartesian space. Subfigure
(a) represents the execution in the case of dmaxHR = 0.08m,
meaning that the robot end-effector had to stay within 0.08m
of the human arm. Our planner, CASI (Ωmax = 1), was able to
reach the goal in 11 iterations and 29.30s, while CA reached
the goal in 49 iterations and 223.52s. One explanation for
the inefficiency observed with CA is that it is challenging
to satisfy both the armhole constraints (dHR ≤ dmaxHR ) and
collision avoidance constraints while under large uncertainty
in the human model. As depicted in Fig. 5a, if the uncertainty
represented by the ellipsoids is huge, then collision avoidance
motivates p1

R to stay very far from the human arm (solid black
line). However, the armhole constraint requires p1

R to stay
close to the human arm; hence, CA needed to collect much
more data in order to significantly reduce the uncertainty (size



<latexit sha1_base64="5AbV4AINj7gcSctV+9vV2xWpLsY=">AAACBHicbVA9SwNBEN2LXzF+RS3TLAbBKtwFUcuAjTYSwXxAcoS9zVyyZO+D3TkxHCls/Cs2ForY+iPs/Ddukis08cHA470ZZuZ5sRQabfvbyq2srq1v5DcLW9s7u3vF/YOmjhLFocEjGam2xzRIEUIDBUpoxwpY4EloeaPLqd+6B6VFFN7hOAY3YINQ+IIzNFKvWOoiPGB6kwQeKBr59BpBzTw96RXLdsWegS4TJyNlkqHeK351+xFPAgiRS6Z1x7FjdFOmUHAJk0I30RAzPmID6BgasgC0m86emNBjo/SpHylTIdKZ+nsiZYHW48AznQHDoV70puJ/XidB/8JNRRgnCCGfL/ITSTGi00RoXyjgKMeGMK6EuZXyIVOMmyR0wYTgLL68TJrVinNWqd6elmvtLI48KZEjckIcck5q5IrUSYNw8kieySt5s56sF+vd+pi35qxs5pD8gfX5A0AwmI8=</latexit> N
u
m

b
er

o
f
It

er
a
ti

o
n
s

<latexit sha1_base64="1YsEQy45lsAQJhv089gjUXWgd/0=">AAACfXicbZHRShtBFIZnt7aNqW239bI3g0GopYZdTZteCqXgpYrRQBLC2dkTM2R2djtzNm1Y8hZ9Mu/6Kt7oJAbUrD8M/HznHGbmP3GupKUw/O/5LzZevnpd26y/2Xr77n3w4eOFzQojsCMylZluDBaV1NghSQq7uUFIY4WX8eTnon45RWNlps9pluMghSstR1IAOTQM/vUJ/1L5S0/nEe//LiDhD+SgQg4rpFUh356Q432pE8z3z+ZrmLIqgz8wc3QYNMJmuBSvmmhlGmylk2Fw3U8yUaSoSSiwtheFOQ1KMCSFwnm9X1jMQUzgCnvOakjRDsplenO+60jCR5lxRxNf0scTJaTWztLYdaZAY7teW8Dnar2CRj8GpdR5QajF/UWjQnHK+GIVPJEGBamZMyCMdG/lYgwGBLmF1V0I0fqXq+bioBl9bx6ethpH3VUcNfaJ7bDPLGJtdsSO2QnrMMFuPO7teV+8W3/X/+o371t9bzWzzZ7Ib98BuBzCng==</latexit>

Env1 Env2 Env3 Env4 Env5 H-indep-R H-to-R H-away-R
<latexit sha1_base64="1YsEQy45lsAQJhv089gjUXWgd/0=">AAACfXicbZHRShtBFIZnt7aNqW239bI3g0GopYZdTZteCqXgpYrRQBLC2dkTM2R2djtzNm1Y8hZ9Mu/6Kt7oJAbUrD8M/HznHGbmP3GupKUw/O/5LzZevnpd26y/2Xr77n3w4eOFzQojsCMylZluDBaV1NghSQq7uUFIY4WX8eTnon45RWNlps9pluMghSstR1IAOTQM/vUJ/1L5S0/nEe//LiDhD+SgQg4rpFUh356Q432pE8z3z+ZrmLIqgz8wc3QYNMJmuBSvmmhlGmylk2Fw3U8yUaSoSSiwtheFOQ1KMCSFwnm9X1jMQUzgCnvOakjRDsplenO+60jCR5lxRxNf0scTJaTWztLYdaZAY7teW8Dnar2CRj8GpdR5QajF/UWjQnHK+GIVPJEGBamZMyCMdG/lYgwGBLmF1V0I0fqXq+bioBl9bx6ethpH3VUcNfaJ7bDPLGJtdsSO2QnrMMFuPO7teV+8W3/X/+o371t9bzWzzZ7Ib98BuBzCng==</latexit>

Env1 Env2 Env3 Env4 Env5 H-indep-R H-to-R H-away-R
<latexit sha1_base64="1YsEQy45lsAQJhv089gjUXWgd/0=">AAACfXicbZHRShtBFIZnt7aNqW239bI3g0GopYZdTZteCqXgpYrRQBLC2dkTM2R2djtzNm1Y8hZ9Mu/6Kt7oJAbUrD8M/HznHGbmP3GupKUw/O/5LzZevnpd26y/2Xr77n3w4eOFzQojsCMylZluDBaV1NghSQq7uUFIY4WX8eTnon45RWNlps9pluMghSstR1IAOTQM/vUJ/1L5S0/nEe//LiDhD+SgQg4rpFUh356Q432pE8z3z+ZrmLIqgz8wc3QYNMJmuBSvmmhlGmylk2Fw3U8yUaSoSSiwtheFOQ1KMCSFwnm9X1jMQUzgCnvOakjRDsplenO+60jCR5lxRxNf0scTJaTWztLYdaZAY7teW8Dnar2CRj8GpdR5QajF/UWjQnHK+GIVPJEGBamZMyCMdG/lYgwGBLmF1V0I0fqXq+bioBl9bx6ethpH3VUcNfaJ7bDPLGJtdsSO2QnrMMFuPO7teV+8W3/X/+o371t9bzWzzZ7Ib98BuBzCng==</latexit>

Env1 Env2 Env3 Env4 Env5 H-indep-R H-to-R H-away-R
<latexit sha1_base64="1YsEQy45lsAQJhv089gjUXWgd/0=">AAACfXicbZHRShtBFIZnt7aNqW239bI3g0GopYZdTZteCqXgpYrRQBLC2dkTM2R2djtzNm1Y8hZ9Mu/6Kt7oJAbUrD8M/HznHGbmP3GupKUw/O/5LzZevnpd26y/2Xr77n3w4eOFzQojsCMylZluDBaV1NghSQq7uUFIY4WX8eTnon45RWNlps9pluMghSstR1IAOTQM/vUJ/1L5S0/nEe//LiDhD+SgQg4rpFUh356Q432pE8z3z+ZrmLIqgz8wc3QYNMJmuBSvmmhlGmylk2Fw3U8yUaSoSSiwtheFOQ1KMCSFwnm9X1jMQUzgCnvOakjRDsplenO+60jCR5lxRxNf0scTJaTWztLYdaZAY7teW8Dnar2CRj8GpdR5QajF/UWjQnHK+GIVPJEGBamZMyCMdG/lYgwGBLmF1V0I0fqXq+bioBl9bx6ethpH3VUcNfaJ7bDPLGJtdsSO2QnrMMFuPO7teV+8W3/X/+o371t9bzWzzZ7Ib98BuBzCng==</latexit>

Env1 Env2 Env3 Env4 Env5 H-indep-R H-to-R H-away-R
<latexit sha1_base64="1YsEQy45lsAQJhv089gjUXWgd/0=">AAACfXicbZHRShtBFIZnt7aNqW239bI3g0GopYZdTZteCqXgpYrRQBLC2dkTM2R2djtzNm1Y8hZ9Mu/6Kt7oJAbUrD8M/HznHGbmP3GupKUw/O/5LzZevnpd26y/2Xr77n3w4eOFzQojsCMylZluDBaV1NghSQq7uUFIY4WX8eTnon45RWNlps9pluMghSstR1IAOTQM/vUJ/1L5S0/nEe//LiDhD+SgQg4rpFUh356Q432pE8z3z+ZrmLIqgz8wc3QYNMJmuBSvmmhlGmylk2Fw3U8yUaSoSSiwtheFOQ1KMCSFwnm9X1jMQUzgCnvOakjRDsplenO+60jCR5lxRxNf0scTJaTWztLYdaZAY7teW8Dnar2CRj8GpdR5QajF/UWjQnHK+GIVPJEGBamZMyCMdG/lYgwGBLmF1V0I0fqXq+bioBl9bx6ethpH3VUcNfaJ7bDPLGJtdsSO2QnrMMFuPO7teV+8W3/X/+o371t9bzWzzZ7Ib98BuBzCng==</latexit>

Env1 Env2 Env3 Env4 Env5 H-indep-R H-to-R H-away-R

<latexit sha1_base64="urCsHHpGfQmtyL4WDWhuj3dddkw=">AAACcXicbZHLSgMxFIYz473e6mUjogSLIAhlxvtSEUF3ClYLbSmZzKkGM5kxOaOWYfY+nztfwo0vYFoLWscDgT/ffw5J/gSJFAY9791xR0bHxicmp0rTM7Nz8+WFxRsTp5pDjccy1vWAGZBCQQ0FSqgnGlgUSLgNHk57/u0TaCNidY3dBFoRu1OiIzhDi9rl1ybCC2Zn6in3afMxZSH9ITsFslsgewWyP0QuVAhJPoSu4+H9yTPr5u1yxat6/aJF4Q9EhQzqsl1+a4YxTyNQyCUzpuF7CbYyplFwCXmpmRpIGH9gd9CwUrEITCvrJ5bTTUtC2om1XQppn/6eyFhkTDcKbGfE8N789XrwP6+RYueolQmVpAiKfx/USSXFmPbip6HQwFF2rWBcC3tXyu+ZZhztJ5VsCP7fJxfFzU7VP6juXu1VjuuDOCbJKtkgW8Qnh+SYnJNLUiOcfDjLzpqz7ny6Ky51N75bXWcws0SGyt3+AqU/vuo=</latexit>

Env1 Env2 Env3 Env4 Env5 Indep To Away
<latexit sha1_base64="urCsHHpGfQmtyL4WDWhuj3dddkw=">AAACcXicbZHLSgMxFIYz473e6mUjogSLIAhlxvtSEUF3ClYLbSmZzKkGM5kxOaOWYfY+nztfwo0vYFoLWscDgT/ffw5J/gSJFAY9791xR0bHxicmp0rTM7Nz8+WFxRsTp5pDjccy1vWAGZBCQQ0FSqgnGlgUSLgNHk57/u0TaCNidY3dBFoRu1OiIzhDi9rl1ybCC2Zn6in3afMxZSH9ITsFslsgewWyP0QuVAhJPoSu4+H9yTPr5u1yxat6/aJF4Q9EhQzqsl1+a4YxTyNQyCUzpuF7CbYyplFwCXmpmRpIGH9gd9CwUrEITCvrJ5bTTUtC2om1XQppn/6eyFhkTDcKbGfE8N789XrwP6+RYueolQmVpAiKfx/USSXFmPbip6HQwFF2rWBcC3tXyu+ZZhztJ5VsCP7fJxfFzU7VP6juXu1VjuuDOCbJKtkgW8Qnh+SYnJNLUiOcfDjLzpqz7ny6Ky51N75bXWcws0SGyt3+AqU/vuo=</latexit>

Env1 Env2 Env3 Env4 Env5 Indep To Away
<latexit sha1_base64="urCsHHpGfQmtyL4WDWhuj3dddkw=">AAACcXicbZHLSgMxFIYz473e6mUjogSLIAhlxvtSEUF3ClYLbSmZzKkGM5kxOaOWYfY+nztfwo0vYFoLWscDgT/ffw5J/gSJFAY9791xR0bHxicmp0rTM7Nz8+WFxRsTp5pDjccy1vWAGZBCQQ0FSqgnGlgUSLgNHk57/u0TaCNidY3dBFoRu1OiIzhDi9rl1ybCC2Zn6in3afMxZSH9ITsFslsgewWyP0QuVAhJPoSu4+H9yTPr5u1yxat6/aJF4Q9EhQzqsl1+a4YxTyNQyCUzpuF7CbYyplFwCXmpmRpIGH9gd9CwUrEITCvrJ5bTTUtC2om1XQppn/6eyFhkTDcKbGfE8N789XrwP6+RYueolQmVpAiKfx/USSXFmPbip6HQwFF2rWBcC3tXyu+ZZhztJ5VsCP7fJxfFzU7VP6juXu1VjuuDOCbJKtkgW8Qnh+SYnJNLUiOcfDjLzpqz7ny6Ky51N75bXWcws0SGyt3+AqU/vuo=</latexit>

Env1 Env2 Env3 Env4 Env5 Indep To Away
<latexit sha1_base64="urCsHHpGfQmtyL4WDWhuj3dddkw=">AAACcXicbZHLSgMxFIYz473e6mUjogSLIAhlxvtSEUF3ClYLbSmZzKkGM5kxOaOWYfY+nztfwo0vYFoLWscDgT/ffw5J/gSJFAY9791xR0bHxicmp0rTM7Nz8+WFxRsTp5pDjccy1vWAGZBCQQ0FSqgnGlgUSLgNHk57/u0TaCNidY3dBFoRu1OiIzhDi9rl1ybCC2Zn6in3afMxZSH9ITsFslsgewWyP0QuVAhJPoSu4+H9yTPr5u1yxat6/aJF4Q9EhQzqsl1+a4YxTyNQyCUzpuF7CbYyplFwCXmpmRpIGH9gd9CwUrEITCvrJ5bTTUtC2om1XQppn/6eyFhkTDcKbGfE8N789XrwP6+RYueolQmVpAiKfx/USSXFmPbip6HQwFF2rWBcC3tXyu+ZZhztJ5VsCP7fJxfFzU7VP6juXu1VjuuDOCbJKtkgW8Qnh+SYnJNLUiOcfDjLzpqz7ny6Ky51N75bXWcws0SGyt3+AqU/vuo=</latexit>

Env1 Env2 Env3 Env4 Env5 Indep To Away
<latexit sha1_base64="urCsHHpGfQmtyL4WDWhuj3dddkw=">AAACcXicbZHLSgMxFIYz473e6mUjogSLIAhlxvtSEUF3ClYLbSmZzKkGM5kxOaOWYfY+nztfwo0vYFoLWscDgT/ffw5J/gSJFAY9791xR0bHxicmp0rTM7Nz8+WFxRsTp5pDjccy1vWAGZBCQQ0FSqgnGlgUSLgNHk57/u0TaCNidY3dBFoRu1OiIzhDi9rl1ybCC2Zn6in3afMxZSH9ITsFslsgewWyP0QuVAhJPoSu4+H9yTPr5u1yxat6/aJF4Q9EhQzqsl1+a4YxTyNQyCUzpuF7CbYyplFwCXmpmRpIGH9gd9CwUrEITCvrJ5bTTUtC2om1XQppn/6eyFhkTDcKbGfE8N789XrwP6+RYueolQmVpAiKfx/USSXFmPbip6HQwFF2rWBcC3tXyu+ZZhztJ5VsCP7fJxfFzU7VP6juXu1VjuuDOCbJKtkgW8Qnh+SYnJNLUiOcfDjLzpqz7ny6Ky51N75bXWcws0SGyt3+AqU/vuo=</latexit>

Env1 Env2 Env3 Env4 Env5 Indep To Away
<latexit sha1_base64="urCsHHpGfQmtyL4WDWhuj3dddkw=">AAACcXicbZHLSgMxFIYz473e6mUjogSLIAhlxvtSEUF3ClYLbSmZzKkGM5kxOaOWYfY+nztfwo0vYFoLWscDgT/ffw5J/gSJFAY9791xR0bHxicmp0rTM7Nz8+WFxRsTp5pDjccy1vWAGZBCQQ0FSqgnGlgUSLgNHk57/u0TaCNidY3dBFoRu1OiIzhDi9rl1ybCC2Zn6in3afMxZSH9ITsFslsgewWyP0QuVAhJPoSu4+H9yTPr5u1yxat6/aJF4Q9EhQzqsl1+a4YxTyNQyCUzpuF7CbYyplFwCXmpmRpIGH9gd9CwUrEITCvrJ5bTTUtC2om1XQppn/6eyFhkTDcKbGfE8N789XrwP6+RYueolQmVpAiKfx/USSXFmPbip6HQwFF2rWBcC3tXyu+ZZhztJ5VsCP7fJxfFzU7VP6juXu1VjuuDOCbJKtkgW8Qnh+SYnJNLUiOcfDjLzpqz7ny6Ky51N75bXWcws0SGyt3+AqU/vuo=</latexit>

Env1 Env2 Env3 Env4 Env5 Indep To Away
<latexit sha1_base64="urCsHHpGfQmtyL4WDWhuj3dddkw=">AAACcXicbZHLSgMxFIYz473e6mUjogSLIAhlxvtSEUF3ClYLbSmZzKkGM5kxOaOWYfY+nztfwo0vYFoLWscDgT/ffw5J/gSJFAY9791xR0bHxicmp0rTM7Nz8+WFxRsTp5pDjccy1vWAGZBCQQ0FSqgnGlgUSLgNHk57/u0TaCNidY3dBFoRu1OiIzhDi9rl1ybCC2Zn6in3afMxZSH9ITsFslsgewWyP0QuVAhJPoSu4+H9yTPr5u1yxat6/aJF4Q9EhQzqsl1+a4YxTyNQyCUzpuF7CbYyplFwCXmpmRpIGH9gd9CwUrEITCvrJ5bTTUtC2om1XQppn/6eyFhkTDcKbGfE8N789XrwP6+RYueolQmVpAiKfx/USSXFmPbip6HQwFF2rWBcC3tXyu+ZZhztJ5VsCP7fJxfFzU7VP6juXu1VjuuDOCbJKtkgW8Qnh+SYnJNLUiOcfDjLzpqz7ny6Ky51N75bXWcws0SGyt3+AqU/vuo=</latexit>

Env1 Env2 Env3 Env4 Env5 Indep To Away
<latexit sha1_base64="urCsHHpGfQmtyL4WDWhuj3dddkw=">AAACcXicbZHLSgMxFIYz473e6mUjogSLIAhlxvtSEUF3ClYLbSmZzKkGM5kxOaOWYfY+nztfwo0vYFoLWscDgT/ffw5J/gSJFAY9791xR0bHxicmp0rTM7Nz8+WFxRsTp5pDjccy1vWAGZBCQQ0FSqgnGlgUSLgNHk57/u0TaCNidY3dBFoRu1OiIzhDi9rl1ybCC2Zn6in3afMxZSH9ITsFslsgewWyP0QuVAhJPoSu4+H9yTPr5u1yxat6/aJF4Q9EhQzqsl1+a4YxTyNQyCUzpuF7CbYyplFwCXmpmRpIGH9gd9CwUrEITCvrJ5bTTUtC2om1XQppn/6eyFhkTDcKbGfE8N789XrwP6+RYueolQmVpAiKfx/USSXFmPbip6HQwFF2rWBcC3tXyu+ZZhztJ5VsCP7fJxfFzU7VP6juXu1VjuuDOCbJKtkgW8Qnh+SYnJNLUiOcfDjLzpqz7ny6Ky51N75bXWcws0SGyt3+AqU/vuo=</latexit>

Env1 Env2 Env3 Env4 Env5 Indep To Away
<latexit sha1_base64="urCsHHpGfQmtyL4WDWhuj3dddkw=">AAACcXicbZHLSgMxFIYz473e6mUjogSLIAhlxvtSEUF3ClYLbSmZzKkGM5kxOaOWYfY+nztfwo0vYFoLWscDgT/ffw5J/gSJFAY9791xR0bHxicmp0rTM7Nz8+WFxRsTp5pDjccy1vWAGZBCQQ0FSqgnGlgUSLgNHk57/u0TaCNidY3dBFoRu1OiIzhDi9rl1ybCC2Zn6in3afMxZSH9ITsFslsgewWyP0QuVAhJPoSu4+H9yTPr5u1yxat6/aJF4Q9EhQzqsl1+a4YxTyNQyCUzpuF7CbYyplFwCXmpmRpIGH9gd9CwUrEITCvrJ5bTTUtC2om1XQppn/6eyFhkTDcKbGfE8N789XrwP6+RYueolQmVpAiKfx/USSXFmPbip6HQwFF2rWBcC3tXyu+ZZhztJ5VsCP7fJxfFzU7VP6juXu1VjuuDOCbJKtkgW8Qnh+SYnJNLUiOcfDjLzpqz7ny6Ky51N75bXWcws0SGyt3+AqU/vuo=</latexit>

Env1 Env2 Env3 Env4 Env5 Indep To Away
<latexit sha1_base64="urCsHHpGfQmtyL4WDWhuj3dddkw=">AAACcXicbZHLSgMxFIYz473e6mUjogSLIAhlxvtSEUF3ClYLbSmZzKkGM5kxOaOWYfY+nztfwo0vYFoLWscDgT/ffw5J/gSJFAY9791xR0bHxicmp0rTM7Nz8+WFxRsTp5pDjccy1vWAGZBCQQ0FSqgnGlgUSLgNHk57/u0TaCNidY3dBFoRu1OiIzhDi9rl1ybCC2Zn6in3afMxZSH9ITsFslsgewWyP0QuVAhJPoSu4+H9yTPr5u1yxat6/aJF4Q9EhQzqsl1+a4YxTyNQyCUzpuF7CbYyplFwCXmpmRpIGH9gd9CwUrEITCvrJ5bTTUtC2om1XQppn/6eyFhkTDcKbGfE8N789XrwP6+RYueolQmVpAiKfx/USSXFmPbip6HQwFF2rWBcC3tXyu+ZZhztJ5VsCP7fJxfFzU7VP6juXu1VjuuDOCbJKtkgW8Qnh+SYnJNLUiOcfDjLzpqz7ny6Ky51N75bXWcws0SGyt3+AqU/vuo=</latexit>

Env1 Env2 Env3 Env4 Env5 Indep To Away
<latexit sha1_base64="urCsHHpGfQmtyL4WDWhuj3dddkw=">AAACcXicbZHLSgMxFIYz473e6mUjogSLIAhlxvtSEUF3ClYLbSmZzKkGM5kxOaOWYfY+nztfwo0vYFoLWscDgT/ffw5J/gSJFAY9791xR0bHxicmp0rTM7Nz8+WFxRsTp5pDjccy1vWAGZBCQQ0FSqgnGlgUSLgNHk57/u0TaCNidY3dBFoRu1OiIzhDi9rl1ybCC2Zn6in3afMxZSH9ITsFslsgewWyP0QuVAhJPoSu4+H9yTPr5u1yxat6/aJF4Q9EhQzqsl1+a4YxTyNQyCUzpuF7CbYyplFwCXmpmRpIGH9gd9CwUrEITCvrJ5bTTUtC2om1XQppn/6eyFhkTDcKbGfE8N789XrwP6+RYueolQmVpAiKfx/USSXFmPbip6HQwFF2rWBcC3tXyu+ZZhztJ5VsCP7fJxfFzU7VP6juXu1VjuuDOCbJKtkgW8Qnh+SYnJNLUiOcfDjLzpqz7ny6Ky51N75bXWcws0SGyt3+AqU/vuo=</latexit>

Env1 Env2 Env3 Env4 Env5 Indep To Away
<latexit sha1_base64="urCsHHpGfQmtyL4WDWhuj3dddkw=">AAACcXicbZHLSgMxFIYz473e6mUjogSLIAhlxvtSEUF3ClYLbSmZzKkGM5kxOaOWYfY+nztfwo0vYFoLWscDgT/ffw5J/gSJFAY9791xR0bHxicmp0rTM7Nz8+WFxRsTp5pDjccy1vWAGZBCQQ0FSqgnGlgUSLgNHk57/u0TaCNidY3dBFoRu1OiIzhDi9rl1ybCC2Zn6in3afMxZSH9ITsFslsgewWyP0QuVAhJPoSu4+H9yTPr5u1yxat6/aJF4Q9EhQzqsl1+a4YxTyNQyCUzpuF7CbYyplFwCXmpmRpIGH9gd9CwUrEITCvrJ5bTTUtC2om1XQppn/6eyFhkTDcKbGfE8N789XrwP6+RYueolQmVpAiKfx/USSXFmPbip6HQwFF2rWBcC3tXyu+ZZhztJ5VsCP7fJxfFzU7VP6juXu1VjuuDOCbJKtkgW8Qnh+SYnJNLUiOcfDjLzpqz7ny6Ky51N75bXWcws0SGyt3+AqU/vuo=</latexit>

Env1 Env2 Env3 Env4 Env5 Indep To Away
<latexit sha1_base64="urCsHHpGfQmtyL4WDWhuj3dddkw=">AAACcXicbZHLSgMxFIYz473e6mUjogSLIAhlxvtSEUF3ClYLbSmZzKkGM5kxOaOWYfY+nztfwo0vYFoLWscDgT/ffw5J/gSJFAY9791xR0bHxicmp0rTM7Nz8+WFxRsTp5pDjccy1vWAGZBCQQ0FSqgnGlgUSLgNHk57/u0TaCNidY3dBFoRu1OiIzhDi9rl1ybCC2Zn6in3afMxZSH9ITsFslsgewWyP0QuVAhJPoSu4+H9yTPr5u1yxat6/aJF4Q9EhQzqsl1+a4YxTyNQyCUzpuF7CbYyplFwCXmpmRpIGH9gd9CwUrEITCvrJ5bTTUtC2om1XQppn/6eyFhkTDcKbGfE8N789XrwP6+RYueolQmVpAiKfx/USSXFmPbip6HQwFF2rWBcC3tXyu+ZZhztJ5VsCP7fJxfFzU7VP6juXu1VjuuDOCbJKtkgW8Qnh+SYnJNLUiOcfDjLzpqz7ny6Ky51N75bXWcws0SGyt3+AqU/vuo=</latexit>

Env1 Env2 Env3 Env4 Env5 Indep To Away
<latexit sha1_base64="urCsHHpGfQmtyL4WDWhuj3dddkw=">AAACcXicbZHLSgMxFIYz473e6mUjogSLIAhlxvtSEUF3ClYLbSmZzKkGM5kxOaOWYfY+nztfwo0vYFoLWscDgT/ffw5J/gSJFAY9791xR0bHxicmp0rTM7Nz8+WFxRsTp5pDjccy1vWAGZBCQQ0FSqgnGlgUSLgNHk57/u0TaCNidY3dBFoRu1OiIzhDi9rl1ybCC2Zn6in3afMxZSH9ITsFslsgewWyP0QuVAhJPoSu4+H9yTPr5u1yxat6/aJF4Q9EhQzqsl1+a4YxTyNQyCUzpuF7CbYyplFwCXmpmRpIGH9gd9CwUrEITCvrJ5bTTUtC2om1XQppn/6eyFhkTDcKbGfE8N789XrwP6+RYueolQmVpAiKfx/USSXFmPbip6HQwFF2rWBcC3tXyu+ZZhztJ5VsCP7fJxfFzU7VP6juXu1VjuuDOCbJKtkgW8Qnh+SYnJNLUiOcfDjLzpqz7ny6Ky51N75bXWcws0SGyt3+AqU/vuo=</latexit>

Env1 Env2 Env3 Env4 Env5 Indep To Away
<latexit sha1_base64="urCsHHpGfQmtyL4WDWhuj3dddkw=">AAACcXicbZHLSgMxFIYz473e6mUjogSLIAhlxvtSEUF3ClYLbSmZzKkGM5kxOaOWYfY+nztfwo0vYFoLWscDgT/ffw5J/gSJFAY9791xR0bHxicmp0rTM7Nz8+WFxRsTp5pDjccy1vWAGZBCQQ0FSqgnGlgUSLgNHk57/u0TaCNidY3dBFoRu1OiIzhDi9rl1ybCC2Zn6in3afMxZSH9ITsFslsgewWyP0QuVAhJPoSu4+H9yTPr5u1yxat6/aJF4Q9EhQzqsl1+a4YxTyNQyCUzpuF7CbYyplFwCXmpmRpIGH9gd9CwUrEITCvrJ5bTTUtC2om1XQppn/6eyFhkTDcKbGfE8N789XrwP6+RYueolQmVpAiKfx/USSXFmPbip6HQwFF2rWBcC3tXyu+ZZhztJ5VsCP7fJxfFzU7VP6juXu1VjuuDOCbJKtkgW8Qnh+SYnJNLUiOcfDjLzpqz7ny6Ky51N75bXWcws0SGyt3+AqU/vuo=</latexit>

Env1 Env2 Env3 Env4 Env5 Indep To Away

<latexit sha1_base64="0acPdXFHmrL/jJ4g2lOFtqMzyDA=">AAACCnicbVA9SwNBEN3zM8avqKXNaRC0MNwFiTZCJI0WYkSjgVwIe5tJXNy9O3bnJOFIbeNfsbFQxNZfYOe/cZNc4deDgcd7M8zM8yPBNTrOpzUxOTU9M5uZy84vLC4t51ZWr3QYKwY1FopQ1X2qQfAAashRQD1SQKUv4Nq/rQz96ztQmofBJfYjaEraDXiHM4pGauU2PIQeJqfVym7l6OJksO2dSejSViJpb3DoFEo7rVzeKTgj2H+Jm5I8SVFt5T68dshiCQEyQbVuuE6EzYQq5EzAIOvFGiLKbmkXGoYGVIJuJqNXBvaWUdp2J1SmArRH6veJhEqt+9I3nZLijf7tDcX/vEaMnYNmwoMoRgjYeFEnFjaG9jAXu80VMBR9QyhT3NxqsxuqKEOTXtaE4P5++S+5KhbcUqF4vpcv19M4MmSdbJJt4pJ9UibHpEpqhJF78kieyYv1YD1Zr9bbuHXCSmfWyA9Y718t85lc</latexit>

MPC-CASI(⌦max = 0.6)
<latexit sha1_base64="4p2n5DZLVD/DDMjIDn7CDLavWgQ=">AAACCnicbVA9SwNBEN2L3/EramlzGgQtDHcqaiMoabQQI5oPyIWwt5lLFnfvjt05MRypbfwrNhaK2PoL7Pw3bmIKNT4YeLw3w8w8PxZco+N8Wpmx8YnJqemZ7Ozc/MJibmm5oqNEMSizSESq5lMNgodQRo4CarECKn0BVf+m2Pert6A0j8Jr7MbQkLQd8oAzikZq5tY8hDtMz0vF7eLJ1Vlv07uQ0KbNVNK73pFT2N1q5vJOwRnAHiXukOTJEKVm7sNrRSyRECITVOu668TYSKlCzgT0sl6iIabshrahbmhIJehGOnilZ28YpWUHkTIVoj1Qf06kVGrdlb7plBQ7+q/XF//z6gkGh42Uh3GCELLvRUEibIzsfi52iytgKLqGUKa4udVmHaooQ5Ne1oTg/n15lFR2Cu5+YedyL39cG8YxTVbJOtkkLjkgx+SUlEiZMHJPHskzebEerCfr1Xr7bs1Yw5kV8gvW+xcpZJlZ</latexit>

MPC-CASI(⌦max = 0.3)
<latexit sha1_base64="4p2n5DZLVD/DDMjIDn7CDLavWgQ=">AAACCnicbVA9SwNBEN2L3/EramlzGgQtDHcqaiMoabQQI5oPyIWwt5lLFnfvjt05MRypbfwrNhaK2PoL7Pw3bmIKNT4YeLw3w8w8PxZco+N8Wpmx8YnJqemZ7Ozc/MJibmm5oqNEMSizSESq5lMNgodQRo4CarECKn0BVf+m2Pert6A0j8Jr7MbQkLQd8oAzikZq5tY8hDtMz0vF7eLJ1Vlv07uQ0KbNVNK73pFT2N1q5vJOwRnAHiXukOTJEKVm7sNrRSyRECITVOu668TYSKlCzgT0sl6iIabshrahbmhIJehGOnilZ28YpWUHkTIVoj1Qf06kVGrdlb7plBQ7+q/XF//z6gkGh42Uh3GCELLvRUEibIzsfi52iytgKLqGUKa4udVmHaooQ5Ne1oTg/n15lFR2Cu5+YedyL39cG8YxTVbJOtkkLjkgx+SUlEiZMHJPHskzebEerCfr1Xr7bs1Yw5kV8gvW+xcpZJlZ</latexit>

MPC-CASI(⌦max = 0.3)

Fig. 6: The mean and standard error of #Itr in the 2D goal-reaching domain. The benchmark included running CASI (Ωmax = 0.6), CASI
(Ωmax = 0.3), and CA, with 15 different simulated human behaviors (5 environments × 3 objective functions). CASI (Ωmax = 0.6)
achieved the highest efficiency, while CA yielded the lowest.

<latexit sha1_base64="JCv7/Wc+vzZZLQK5g/fLTw72c3s=">AAAB+HicbVDLSgNBEJz1GeMjqx69DAYhXsKuiHoMePEYIS9IljA76U2GzD6Y6RXjki/x4kERr36KN//GSbIHTSxoKKq66e7yEyk0Os63tba+sbm1Xdgp7u7tH5Tsw6OWjlPFocljGauOzzRIEUETBUroJApY6Eto++Pbmd9+AKVFHDVwkoAXsmEkAsEZGqlvl3oIj5g1RAhTWtHnfbvsVJ056Cpxc1ImOep9+6s3iHkaQoRcMq27rpOglzGFgkuYFnuphoTxMRtC19CIhaC9bH74lJ4ZZUCDWJmKkM7V3xMZC7WehL7pDBmO9LI3E//zuikGN14moiRFiPhiUZBKijGdpUAHQgFHOTGEcSXMrZSPmGIcTVZFE4K7/PIqaV1U3auqc39ZrnXyOArkhJySCnHJNamRO1InTcJJSp7JK3mznqwX6936WLSuWfnMMfkD6/MHSR2S6A==</latexit>

Time(s)
<latexit sha1_base64="JCv7/Wc+vzZZLQK5g/fLTw72c3s=">AAAB+HicbVDLSgNBEJz1GeMjqx69DAYhXsKuiHoMePEYIS9IljA76U2GzD6Y6RXjki/x4kERr36KN//GSbIHTSxoKKq66e7yEyk0Os63tba+sbm1Xdgp7u7tH5Tsw6OWjlPFocljGauOzzRIEUETBUroJApY6Eto++Pbmd9+AKVFHDVwkoAXsmEkAsEZGqlvl3oIj5g1RAhTWtHnfbvsVJ056Cpxc1ImOep9+6s3iHkaQoRcMq27rpOglzGFgkuYFnuphoTxMRtC19CIhaC9bH74lJ4ZZUCDWJmKkM7V3xMZC7WehL7pDBmO9LI3E//zuikGN14moiRFiPhiUZBKijGdpUAHQgFHOTGEcSXMrZSPmGIcTVZFE4K7/PIqaV1U3auqc39ZrnXyOArkhJySCnHJNamRO1InTcJJSp7JK3mznqwX6936WLSuWfnMMfkD6/MHSR2S6A==</latexit>

Time(s)
<latexit sha1_base64="JCv7/Wc+vzZZLQK5g/fLTw72c3s=">AAAB+HicbVDLSgNBEJz1GeMjqx69DAYhXsKuiHoMePEYIS9IljA76U2GzD6Y6RXjki/x4kERr36KN//GSbIHTSxoKKq66e7yEyk0Os63tba+sbm1Xdgp7u7tH5Tsw6OWjlPFocljGauOzzRIEUETBUroJApY6Eto++Pbmd9+AKVFHDVwkoAXsmEkAsEZGqlvl3oIj5g1RAhTWtHnfbvsVJ056Cpxc1ImOep9+6s3iHkaQoRcMq27rpOglzGFgkuYFnuphoTxMRtC19CIhaC9bH74lJ4ZZUCDWJmKkM7V3xMZC7WehL7pDBmO9LI3E//zuikGN14moiRFiPhiUZBKijGdpUAHQgFHOTGEcSXMrZSPmGIcTVZFE4K7/PIqaV1U3auqc39ZrnXyOArkhJySCnHJNamRO1InTcJJSp7JK3mznqwX6936WLSuWfnMMfkD6/MHSR2S6A==</latexit>

Time(s)

<latexit sha1_base64="Wli8NeYJEws6S0Rzt8hfd8Pp39A=">AAAB8HicbVBNSwMxEJ2tX7V+VT16CRahQim7Iuqx4MVjBfsh7VKyabYNTbJLkhXr0l/hxYMiXv053vw3pu0etPXBwOO9GWbmBTFn2rjut5NbWV1b38hvFra2d3b3ivsHTR0litAGiXik2gHWlDNJG4YZTtuxolgEnLaC0fXUbz1QpVkk78w4pr7AA8lCRrCx0v1jZVx5QmVx2iuW3Ko7A1omXkZKkKHeK351+xFJBJWGcKx1x3Nj46dYGUY4nRS6iaYxJiM8oB1LJRZU++ns4Ak6sUofhZGyJQ2aqb8nUiy0HovAdgpshnrRm4r/eZ3EhFd+ymScGCrJfFGYcGQiNP0e9ZmixPCxJZgoZm9FZIgVJsZmVLAheIsvL5PmWdW7qLq356VaO4sjD0dwDGXw4BJqcAN1aAABAc/wCm+Ocl6cd+dj3ppzsplD+APn8wdn74+Q</latexit> x
,y

,z
(m

)

<latexit sha1_base64="Wli8NeYJEws6S0Rzt8hfd8Pp39A=">AAAB8HicbVBNSwMxEJ2tX7V+VT16CRahQim7Iuqx4MVjBfsh7VKyabYNTbJLkhXr0l/hxYMiXv053vw3pu0etPXBwOO9GWbmBTFn2rjut5NbWV1b38hvFra2d3b3ivsHTR0litAGiXik2gHWlDNJG4YZTtuxolgEnLaC0fXUbz1QpVkk78w4pr7AA8lCRrCx0v1jZVx5QmVx2iuW3Ko7A1omXkZKkKHeK351+xFJBJWGcKx1x3Nj46dYGUY4nRS6iaYxJiM8oB1LJRZU++ns4Ak6sUofhZGyJQ2aqb8nUiy0HovAdgpshnrRm4r/eZ3EhFd+ymScGCrJfFGYcGQiNP0e9ZmixPCxJZgoZm9FZIgVJsZmVLAheIsvL5PmWdW7qLq356VaO4sjD0dwDGXw4BJqcAN1aAABAc/wCm+Ocl6cd+dj3ppzsplD+APn8wdn74+Q</latexit> x
,y

,z
(m

)

<latexit sha1_base64="Wli8NeYJEws6S0Rzt8hfd8Pp39A=">AAAB8HicbVBNSwMxEJ2tX7V+VT16CRahQim7Iuqx4MVjBfsh7VKyabYNTbJLkhXr0l/hxYMiXv053vw3pu0etPXBwOO9GWbmBTFn2rjut5NbWV1b38hvFra2d3b3ivsHTR0litAGiXik2gHWlDNJG4YZTtuxolgEnLaC0fXUbz1QpVkk78w4pr7AA8lCRrCx0v1jZVx5QmVx2iuW3Ko7A1omXkZKkKHeK351+xFJBJWGcKx1x3Nj46dYGUY4nRS6iaYxJiM8oB1LJRZU++ns4Ak6sUofhZGyJQ2aqb8nUiy0HovAdgpshnrRm4r/eZ3EhFd+ymScGCrJfFGYcGQiNP0e9ZmixPCxJZgoZm9FZIgVJsZmVLAheIsvL5PmWdW7qLq356VaO4sjD0dwDGXw4BJqcAN1aAABAc/wCm+Ocl6cd+dj3ppzsplD+APn8wdn74+Q</latexit> x
,y

,z
(m

)

<latexit sha1_base64="61YO9DPAh5wi4oziDmKWmm+wgaE=">AAACVHicbZFLSwMxFIUzU6u1vkZdugkWwVWZUVFxVelGdxXtA9qhZNK0Dc08TO5I26E/UheCv8SNCzNtQe14IXD47j3c5MSLBFdg2x+GmVvLr28UNotb2zu7e9b+QUOFsaSsTkMRypZHFBM8YHXgIFgrkoz4nmBNb1RN+80XJhUPgyeYRMz1ySDgfU4JaNS1Rh1gY0iqt7ObMe48x6SHf8gkQ6Yr5PE+60vZqjNl065Vssv2vHBWOEtRQsuqda23Ti+ksc8CoIIo1XbsCNyESOBUsFmxEysWEToiA9bWMiA+U24yD2WGTzTp4X4o9QkAz+lvR0J8pSa+pyd9AkO12kvhf712DP1rN+FBFAML6GJRPxYYQpwmjHtcMgpiogWhkuu7YjokklDQ/1DUITirT86KxlnZuSyfP1yUKq1lHAV0hI7RKXLQFaqgO1RDdUTRK/o0kGEY78aXmTPzi1HTWHoO0Z8yd78BAHCzEw==</latexit>

CA : x CA : y CA : z CASI : x CASI : y CASI : z
<latexit sha1_base64="61YO9DPAh5wi4oziDmKWmm+wgaE=">AAACVHicbZFLSwMxFIUzU6u1vkZdugkWwVWZUVFxVelGdxXtA9qhZNK0Dc08TO5I26E/UheCv8SNCzNtQe14IXD47j3c5MSLBFdg2x+GmVvLr28UNotb2zu7e9b+QUOFsaSsTkMRypZHFBM8YHXgIFgrkoz4nmBNb1RN+80XJhUPgyeYRMz1ySDgfU4JaNS1Rh1gY0iqt7ObMe48x6SHf8gkQ6Yr5PE+60vZqjNl065Vssv2vHBWOEtRQsuqda23Ti+ksc8CoIIo1XbsCNyESOBUsFmxEysWEToiA9bWMiA+U24yD2WGTzTp4X4o9QkAz+lvR0J8pSa+pyd9AkO12kvhf712DP1rN+FBFAML6GJRPxYYQpwmjHtcMgpiogWhkuu7YjokklDQ/1DUITirT86KxlnZuSyfP1yUKq1lHAV0hI7RKXLQFaqgO1RDdUTRK/o0kGEY78aXmTPzi1HTWHoO0Z8yd78BAHCzEw==</latexit>

CA : x CA : y CA : z CASI : x CASI : y CASI : z
<latexit sha1_base64="61YO9DPAh5wi4oziDmKWmm+wgaE=">AAACVHicbZFLSwMxFIUzU6u1vkZdugkWwVWZUVFxVelGdxXtA9qhZNK0Dc08TO5I26E/UheCv8SNCzNtQe14IXD47j3c5MSLBFdg2x+GmVvLr28UNotb2zu7e9b+QUOFsaSsTkMRypZHFBM8YHXgIFgrkoz4nmBNb1RN+80XJhUPgyeYRMz1ySDgfU4JaNS1Rh1gY0iqt7ObMe48x6SHf8gkQ6Yr5PE+60vZqjNl065Vssv2vHBWOEtRQsuqda23Ti+ksc8CoIIo1XbsCNyESOBUsFmxEysWEToiA9bWMiA+U24yD2WGTzTp4X4o9QkAz+lvR0J8pSa+pyd9AkO12kvhf712DP1rN+FBFAML6GJRPxYYQpwmjHtcMgpiogWhkuu7YjokklDQ/1DUITirT86KxlnZuSyfP1yUKq1lHAV0hI7RKXLQFaqgO1RDdUTRK/o0kGEY78aXmTPzi1HTWHoO0Z8yd78BAHCzEw==</latexit>

CA : x CA : y CA : z CASI : x CASI : y CASI : z

<latexit sha1_base64="61YO9DPAh5wi4oziDmKWmm+wgaE=">AAACVHicbZFLSwMxFIUzU6u1vkZdugkWwVWZUVFxVelGdxXtA9qhZNK0Dc08TO5I26E/UheCv8SNCzNtQe14IXD47j3c5MSLBFdg2x+GmVvLr28UNotb2zu7e9b+QUOFsaSsTkMRypZHFBM8YHXgIFgrkoz4nmBNb1RN+80XJhUPgyeYRMz1ySDgfU4JaNS1Rh1gY0iqt7ObMe48x6SHf8gkQ6Yr5PE+60vZqjNl065Vssv2vHBWOEtRQsuqda23Ti+ksc8CoIIo1XbsCNyESOBUsFmxEysWEToiA9bWMiA+U24yD2WGTzTp4X4o9QkAz+lvR0J8pSa+pyd9AkO12kvhf712DP1rN+FBFAML6GJRPxYYQpwmjHtcMgpiogWhkuu7YjokklDQ/1DUITirT86KxlnZuSyfP1yUKq1lHAV0hI7RKXLQFaqgO1RDdUTRK/o0kGEY78aXmTPzi1HTWHoO0Z8yd78BAHCzEw==</latexit>

CA : x CA : y CA : z CASI : x CASI : y CASI : z
<latexit sha1_base64="61YO9DPAh5wi4oziDmKWmm+wgaE=">AAACVHicbZFLSwMxFIUzU6u1vkZdugkWwVWZUVFxVelGdxXtA9qhZNK0Dc08TO5I26E/UheCv8SNCzNtQe14IXD47j3c5MSLBFdg2x+GmVvLr28UNotb2zu7e9b+QUOFsaSsTkMRypZHFBM8YHXgIFgrkoz4nmBNb1RN+80XJhUPgyeYRMz1ySDgfU4JaNS1Rh1gY0iqt7ObMe48x6SHf8gkQ6Yr5PE+60vZqjNl065Vssv2vHBWOEtRQsuqda23Ti+ksc8CoIIo1XbsCNyESOBUsFmxEysWEToiA9bWMiA+U24yD2WGTzTp4X4o9QkAz+lvR0J8pSa+pyd9AkO12kvhf712DP1rN+FBFAML6GJRPxYYQpwmjHtcMgpiogWhkuu7YjokklDQ/1DUITirT86KxlnZuSyfP1yUKq1lHAV0hI7RKXLQFaqgO1RDdUTRK/o0kGEY78aXmTPzi1HTWHoO0Z8yd78BAHCzEw==</latexit>

CA : x CA : y CA : z CASI : x CASI : y CASI : z
<latexit sha1_base64="61YO9DPAh5wi4oziDmKWmm+wgaE=">AAACVHicbZFLSwMxFIUzU6u1vkZdugkWwVWZUVFxVelGdxXtA9qhZNK0Dc08TO5I26E/UheCv8SNCzNtQe14IXD47j3c5MSLBFdg2x+GmVvLr28UNotb2zu7e9b+QUOFsaSsTkMRypZHFBM8YHXgIFgrkoz4nmBNb1RN+80XJhUPgyeYRMz1ySDgfU4JaNS1Rh1gY0iqt7ObMe48x6SHf8gkQ6Yr5PE+60vZqjNl065Vssv2vHBWOEtRQsuqda23Ti+ksc8CoIIo1XbsCNyESOBUsFmxEysWEToiA9bWMiA+U24yD2WGTzTp4X4o9QkAz+lvR0J8pSa+pyd9AkO12kvhf712DP1rN+FBFAML6GJRPxYYQpwmjHtcMgpiogWhkuu7YjokklDQ/1DUITirT86KxlnZuSyfP1yUKq1lHAV0hI7RKXLQFaqgO1RDdUTRK/o0kGEY78aXmTPzi1HTWHoO0Z8yd78BAHCzEw==</latexit>

CA : x CA : y CA : z CASI : x CASI : y CASI : z

<latexit sha1_base64="T0X3g8djIpvfdJnacGFOHB8+cBI=">AAACRnicdVDLSgMxFL1TX7W+qi7dBItQN2XGZxUEwY1LFauFdix3MqkGk5kxyYhl6Ne5ce3OT3DjQhG3prWIzwMhh3PO5SYnSATXxnUfnNzQ8MjoWH68MDE5NT1TnJ070XGqKKvRWMSqHqBmgkesZrgRrJ4ohjIQ7DS43Ov5p9dMaR5Hx6aTMF/iecTbnKKxUqvol3G5uU3CVrZ/1D3LJN50yQ5xK25VkuZViiEpB/8E1j8T9O/ElmwVS/bug/wm3oCUYICDVvG+GcY0lSwyVKDWDc9NjJ+hMpwK1i00U80SpJd4zhqWRiiZ9rN+DV2yZJWQtGNlT2RIX/06kaHUuiMDm5RoLvRPryf+5TVS0676GY+S1LCIfixqp4KYmPQ6JSFXjBrRsQSp4vathF6gQmps8wVbgvfzy7/JyUrF26isHq6VduuDOvKwAItQBg82YRf24QBqQOEWHuEZXpw758l5dd4+ojlnMDMP35CDdx1RrE4=</latexit>

(a) dmax
HR = 0.08m (b) dmax

HR = 0.085m (c) dmax
HR = 0.09m

<latexit sha1_base64="T0X3g8djIpvfdJnacGFOHB8+cBI=">AAACRnicdVDLSgMxFL1TX7W+qi7dBItQN2XGZxUEwY1LFauFdix3MqkGk5kxyYhl6Ne5ce3OT3DjQhG3prWIzwMhh3PO5SYnSATXxnUfnNzQ8MjoWH68MDE5NT1TnJ070XGqKKvRWMSqHqBmgkesZrgRrJ4ohjIQ7DS43Ov5p9dMaR5Hx6aTMF/iecTbnKKxUqvol3G5uU3CVrZ/1D3LJN50yQ5xK25VkuZViiEpB/8E1j8T9O/ElmwVS/bug/wm3oCUYICDVvG+GcY0lSwyVKDWDc9NjJ+hMpwK1i00U80SpJd4zhqWRiiZ9rN+DV2yZJWQtGNlT2RIX/06kaHUuiMDm5RoLvRPryf+5TVS0676GY+S1LCIfixqp4KYmPQ6JSFXjBrRsQSp4vathF6gQmps8wVbgvfzy7/JyUrF26isHq6VduuDOvKwAItQBg82YRf24QBqQOEWHuEZXpw758l5dd4+ojlnMDMP35CDdx1RrE4=</latexit>

(a) dmax
HR = 0.08m (b) dmax

HR = 0.085m (c) dmax
HR = 0.09m
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Fig. 7: The trajectories of the robot end-effector positions, recorded during one execution of the assisted dressing task. Each subplot depicts
trajectories along three dimensions (x, y, z) produced by two algorithms, CASI (Ωmax = 1) and CA; hence, each subplot includes six
trajectories. (a) presents the case of dmax

HR = 0.08m, which means the robot end-effector had to remain within 0.08m of the human arm.
(b) and (c) present the case of dmax

HR = 0.085m and 0.09m, respectively. In both (a) and (b), CASI achieved much higher efficiency than
CA. In (c), CASI and CA achieved a similar efficiency, though CASI was slightly more efficient.

of the ellipsoids) before finding feasible plans. In contrast,
CASI allowed greater flexibility by ensuring safety as CA or
SI. Thus, even when uncertainty about future human motion is
relatively high, the robot can still find feasible plans by ensur-
ing safe impact, resulting in more efficient task completion.

As we slightly relaxed the armhole constraint, the robot
gained more freedom for collision avoidance. When dmaxHR =
0.085m, CA accomplished the task in 40 iterations and 87.02s
— still much longer than CASI (Ωmax = 1), which completed
the task in 13 iterations and 23.22s. When dmaxHR = 0.09m,
both algorithms yielded similar performance, with CASI
(Ωmax = 1) still a bit more efficient than CA (12 iterations and
22.57s compared with 32 iterations and 25.78s, respectively).
In conclusion, CASI was able to both accomplish the task and
ensure safety, even when close contact between the human and
robot was unavoidable.

VIII. RELATED WORK

In this work, we formally define human safety by incorpo-
rating insights from the fields of HAMP and compliant control.
Our safe planner is a HAMP algorithm and could serve as a
complement to compliant control approaches.

In the field of HAMP, Leung et al. [28] developed a
reachability-based controller that assures human safety by
maintaining the availability of a collision-free maneuver, given
a known human model. Our work focuses on ensuring safety
under the uncertainty in learned human dynamic models. Park
et al. [35] developed a planner that enables a robot to avoid
collisions by predicting both the human short-term motion
and subtasks. Sadigh and Kapoor [37] proposed a controller
synthesis algorithm that can guarantee safety that is specified
as probabilistic predicates. Lütjens et al. [30] developed a safe
navigation method by leveraging the uncertainty in a black-
box human prediction model. Our method focuses on both
estimating the uncertainty in human models and conservatively
propagating it forward in time for safe planning.

Fisac et al. [10], Fridovich-Keil et al. [12] developed a
confidence-aware safe HAMP algorithm. There are a couple of
differences between their work and ours. Their human model
is a noisy-rationality Boltzmann model, which is less restricted
than ours that assumes that the human behavior is determin-
istic. However, our human model captures the dependence of
human motion on robot states, which could be useful in HRI
tasks where the human and robot are tightly coupled, such



as robot-assisted dressing. Our planner also provides a high
probability safety guarantee that is independent of the duration
of system operation, as noted after Def. 1.

IX. CONCLUSION

In this paper, we proposed a two-pronged definition of
safety for human-aware motion planning: “collision avoidance
or safe impact.” We developed a motion planner able to
guarantee human physical safety and leverage our safety def-
inition to find efficient plans. We deployed our algorithm for
a simulated task and a real-world robot-assisted dressing task,
and demonstrated its benefit for completing these tasks safely
and efficiently even when collision avoidance was difficult.

X. FUTURE WORK

We offer a novel way to combine insights from the fields of
motion planning and compliant control. One future direction
is to develop planners to schedule the stiffness of compliant
controllers for safe and efficient human-robot force interaction.

Our work introduces a principled method for safe, on-policy
interactive data collection. One next step is to verify the
performance of personalization, as discussed in Sec.I, via user
studies. Our framework with safety guarantees also opens up
avenues for investigating human psychological safety [26] that
could be measured by eye trackers [33] and questionnaires.

From the theoretical perspective, extending the point-mass
representation and lifting model assumptions provide new
opportunities for ensuring safety in real-world HRI problems.
Future directions include developing safe planners to handle
complex geometry, multibody robot models, and second order,
discontinuous, multi-modal, and stochastic human models.
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APPENDIX A
IMPACT POTENTIAL

Heinzmann and Zelinsky [16] formulated a constraint on
a robot’s position and velocity to ensure safe human-robot
impact during collisions, while assuming that the human
remains static. In this section, we adapt that formulation to
the case in which the human is moving. Given our point-
mass assumption for both human and robot, our safe impact
constraint depends on the human’s and robot’s velocities.

We consider the case in which two general bodies collide.
By assuming that the collision occurs within an infinitesimally
small period of time ∆t → 0, we can treat both bodies
during impact as rigid bodies (according to CH.6.1 in Wit-
tenburg [48]). Let pH , vH , pR, and vR denote the human’s
position, velocity, robot’s position, and velocity immediately
before a collision, respectively. Let ∆vH and ∆vR denote the
changes to vH and vR immediately following the collision,
respectively. As ∆t → 0, during ∆t, both pH and pR don’t
change, while vH and vR remain finite. The impulse, denoted
by F̂ = lim∆t→0

∫ t+∆t

t
F (s)ds, remains finite, where F is

the impulsive force that tends toward infinity as ∆t → 0,
according to CH6.1 in Wittenburg [48].

According to Eq.(8) in Walker [47] or Eq.(6.9) in Witten-
burg [48], we have the following kinematic relationship:

[(vH + ∆vH)− (vR + ∆vR)]Tn = −e(vH − vR)Tn (5)

where n is the unit normal vector to the common tangent plane
at the point of collision [48]. The parameter e ∈ [0, 1] denotes
the coefficient of restitution. The value of e is 0 for purely
plastic collisions and 1 for purely elastic collisions [47].

Under our representation where both bodies are point
masses, as introduced in Sec. II, by following Sec. II(B) in
Walker [47], we obtain that ∆vH = −F̂ /mH and ∆vR =
F̂ /mR. Here, we follow the convention that F is the force
exerted by the human and applied to the robot. By plugging
both expressions into Eq. 5, we get the following equation:

F̂mag =
−(e+ 1)(vTR − vTH) · n

1
mR

+ 1
mH

(6)

where F̂mag denotes the magnitude of F̂ , i.e., F̂ = F̂magn.
Our Eq. 6 is equivalent to Eq.(6.16) in Wittenburg [48] applied
to point masses.

We further adopt the assumption made by Heinzmann and
Zelinsky [16] that at the moment of contact, there is sufficient
friction to align F̂ and (vR − vH). Given this assumption,
we have n = −(vR − vH) / ‖vR − vH‖2. By plugging this
expression into Eq. 6, we arrive at the following equation:

F̂mage =
(e+ 1)‖vR − vH‖2

1
mR

+ 1
mH

(7)

where F̂mage is the effective impact force magnitude [16].
Now we define impact potential as the maximum impact

force that a robot can create in a collision with a human [16].
It is a scalar value that provides an upper limit for any
impact between the robot and human. According to Eq. (11) in

Heinzmann and Zelinsky [16], impact potential is computed
as the maximum effective impact force among all points of
collision on the surfaces of the robot and human. Given our
point-mass assumption, there is only one possible point of
collision. Hence, our impact potential is equivalent to F̂mage .

APPENDIX B
HUMAN MODEL LEARNING VIA GAUSSIAN PROCESS

A. Multi-output GP

As discussed in Sec. IV-A, we equivalently represent g using
a single-output function g′ : PH ×PR ×J → R, where J =
[1 . . nH ] [3]. Then we use GP(m, k) to represent the system’s
belief about g′. The function m : RnH×RnR×R→ R denotes
the prior mean function. Without loss of generality, we assume
that m ≡ 0. The function k : RnH+nR+1 × RnH+nR+1 → R
denotes the covariance (or kernel) function.

We consider k as a composite kernel function. As
mentioned in Sec. IV-A, we assume that the function outputs,
g1, . . . , gnH

are independent of each other. Hence, for every
gj along the dimension j ∈ J , we design one independent
kernel function, denoted by kj : RnH+nR × RnH+nR → R.
Then, we construct the composite kernel k as an additive
combination of these independent kernels. Formally, we have:

k((pH , pR, j), (p
′
H , p

′
R, j
′))

= 1j=j′=1k1((pH , pR), (p′H , p
′
R)) + 1j=j′=2k2((pH , pR), (p′H , p

′
R))

+ · · ·+ 1j=j′=nH
knH

((pH , pR), (p′H , p
′
R))

Here, 1j=j′=· denotes the indicator function. For bounding
the information capacity for composite kernels, please refer to
Krause and Ong [24]. More details on the surrogate function
g′ are available in Berkenkamp et al. [3], Ghosh et al. [13].

B. Confidence Intervals

As introduced in Sec. IV-A, Lemma 1 states that the
confidence intervals given by the GP prediction contain the
unknown and deterministic function g, with a high probability.

The confidence intervals come from a frequentist analysis
that assumes that there is an a priori fixed underlying function,
g (or equivalently, g′), of which we observe noisy measure-
ments [7]. The confidence intervals are not from a Bayesian
analysis, which inherently models a belief over a random
function [7]. In fact, g′ could be chosen adversarially [7],
as long as it has bounded norm in the RKHS according to
Assumption 3.

Our system uses the confidence intervals for one-step human
motion prediction, as formulated in Sec. IV-B1. For multi-step
prediction, the system applies one-step prediction iteratively
at every time step, as presented in Sec. IV-B2. However, the
high probability safety guarantee in our work is not ensured
per time step. Instead, Lemma 1 allows our safety guarantee to
be independent of the duration of system operation, as noted
after Def. 1 in the end of Sec. III-D. As presented in Sec. V-B,
the high probability safety guarantee is provided by our MPC
algorithm.



APPENDIX C
ROBUST HUMAN MOTION PREDICTION

A. Robust One-step Prediction

First, we denote a hyperrectangle by R(a ± b) ⊂ RnH ,
where a ∈ RnH denotes the center and b ∈ RnH denotes the
half side length. Formally, R(a ± b) := [a1 − b1, a1 + b1] ×
[a2 − b2, a2 + b2] × · · · × [anH

− bnH
, anH

+ bnH
], where

aj and bj denote the jth dimension of a and b, respectively.
For notational shorthand, we use R = a ± b. In this section,
hyperrectangles are built to represent a set of possible human
positions and velocities.

Confidence region for pt+1
H Confidence region for vt+1

H

PCR R(Rt+1
p ) ⊂ RnH R(Rt+1

v ) ⊂ RnH

Rt+1
p = m̄p(ptH , p

t
R) Rt+1

v = m̄v(ptH , p
t
R)

ECR E(Et+1
p ) ⊂ RnH E(Et+1

v ) ⊂ RnH

Et+1
p = m̃p(Et

p, p
t
R) Et+1

v = m̃v(Et
p, p

t
R)

Relation E(m̃p(Et
p, p

t
R)) ⊃ E(m̃v(Et

p, p
t
R)) ⊃⋃

pt
H

∈E(Et
p)
R(m̄p(ptH , p

t
R))

⋃
pt
H

∈E(Et
p)
R(m̄v(ptH , p

t
R))

TABLE I: Notations for one-step prediction for the human position
pt+1
H and velocity vt+1

H , where pt+1
H = ptH + g(ptH , p

t
R) (Eq. 1)

and vt+1
H = g(ptH , p

t
R)/h (Eq. 2). The point-input confidence

regions (PCRs), R(Rt+1
p ) and R(Rt+1

v ), represent the hyperrect-
angles bounding pt+1

H and vt+1
H , respectively. The PCRs are com-

puted via the functions, m̄p and m̄v , respectively, given the points,
(ptH , p

t
R). The ellipsoid-input confidence regions (ECRs), E(Et+1

p )
and E(Et+1

v ), represent the ellipsoids bounding pt+1
H and vt+1

H ,
respectively. The ECRs are computed via the functions, m̃p and m̃v ,
respectively, given (Et

p, p
t
R). Each ECR outer-approximates the union

of all the corresponding PCRs.

As described in Sec. IV-B, at every time step t, based on
pt+1
H = fH(ptH , p

t
R) (Eq. 1), we formulate one-step prediction

for pt+1
H as a function Et+1

p = m̃p(E
t
p, p

t
R). Similarly, based

on vt+1
H = g(ptH , p

t
R)/h (Eq. 2), we formulate one-step

prediction for vt+1
H as a function Et+1

v = m̃v(E
t
p, p

t
R). Here,

E(Et+1
p ) ⊂ RnH and E(Et+1

v ) ⊂ RnH are the ellipsoidal
outer approximations for pt+1

H and vt+1
H , respectively. Since

both the inputs to m̃p and to m̃v contain Etp which describes
an ellipsoid, we refer to both E(Et+1

p ) and E(Et+1
v ) as the

ellipsoid-input confidence regions (ECRs). The notations of
ECRs are listed in Table I.

By contrast, we define a point-input confidence region
(PCR) as a hyperrectangular outer approximation that is com-
puted based on points, rather than ellipsoids. As listed in
Table I, let R(Rt+1

p ) and R(Rt+1
v ) denote the PCRs for pt+1

H

and vt+1
H , respectively. The functions needed to compute these

PCRs are denoted by m̄p and m̄v , respectively. Both the inputs
to m̄p and to m̄v involve only the points (ptH , p

t
R).

In App. C-A1, we derive the PCRs for pt+1
H and vt+1

H , given
the points (ptH , p

t
R). Then in App. C-A2, we derive the ECRs

for pt+1
H and vt+1

H , given (Etp, p
t
R).

1) Point-input confidence region: We denote g’s inputs
by zt = (ptH , p

t
R). As introduced in Sec. IV-A, given n

measurements, let µn = [µn,1, . . . , µn,nH
]T denote the stacked

GP predictive mean function. Let σn = [σn,1, . . . , σn,nH
]T

denote the stacked predictive variance function.
By linearizing µn around a point z̄, we get P z̄µn

(zt) =
µn(z̄)+J z̄µn

(zt− z̄), where J z̄µn
= [Az̄µn

, Bz̄µn
] is the Jacobian

of µn at z̄. Then, we bound the error between the linearized
function P z̄µn

and the true function g. Following Sec. V.A in
Koller et al. [23], we apply Lagrangian remainder theorem and
Lemma 1. Then, we obtain the following bound:

|P z̄µn
(zt)− g(zt)| ≤ ε(zt)

ε(zt) =
1

2
‖zt − z̄‖22L∇µn

+ βn(σn(z̄) + ‖zt − z̄‖2 Lσn
)

This equation is similar to the summation of Eq. 31 and 32 in
Koller et al. [23]. Here, L∇µn

∈ RnH and Lσn
∈ RnH denote

the Lipschitz constants of ∇µn and σn, respectively. Since
∇µn and σn are known functions, we can use tools from the
global optimization literature to identify L∇µn

and Lσn
[23].

Then we obtain a hyperrectangular confidence region around
the true function g at a given point zt. Formally:

g(zt) ∈ R(P z̄µn
(zt)± ε(zt)) (8)

Since Lemma 1 has been used in the derivation, Eq. 8 holds
uniformly with a high probability for all n ∈ N, zt ∈ PH×PR.

Thus, the PCR for pt+1
H is the hyperrectangle, R(m̄p(z

t)),
where m̄p(z

t) = ptH + P z̄µn
(zt) ± ε(zt). Similarly, the PCR

for vt+1
H is the hyperrectangle, R(m̄v(z

t)), where m̄v(z
t) =

[P z̄µn
(zt)± ε(zt)]/h.

2) Ellipsoid-input confidence region: We derive the ECRs
for pt+1

H and vt+1
H given (Etp, p

t
R). Intuitively, we derive the

ECRs by outer-approximating the union of the PCRs for all
(ptH , p

t
R) ∈ E(Etp)× {ptR}.

First, we derive E(Et+1
p ), the ECR for pt+1

H , given the input
(Etp, p

t
R), where Etp = (ctp, Q

t
p). We have already derived that

the PCR for pt+1
H is R(ptH + P z̄µn

(zt)± ε(zt)), which can be
decomposed to ptH + P z̄µn

(zt) + R(0 ± ε(zt)). Accordingly,
we choose z̄ = (ctp, p

t
R) and derive the ECR in three steps:

(1) We construct an ellipsoid to outer-approximate this set:⋃
zt∈E(Et

p)×{ptR}
{ptH + P z̄µn

(zt)}

By leveraging the linearity of ptH+P z̄µn
(zt), we obtain that the

ellipsoid is E(ctp+µn(z̄), (Az̄µn
+InH

)Qtp(A
z̄
µn

+InH
)T ). Here

InH
denotes the identity matrix of size nH . (2) We construct

another ellipsoid to outer-approximate this following set:⋃
zt∈E(Et

p)×{ptR}
R(0± ε(zt))

(3) We sum both ellipsoids via Minkowski sum and obtain
the ECR. For details in these steps, please refer to Sec. V.A in
Koller et al. [23]. The ECR E(Et+1

p ) is an ellipsoidal outer ap-
proximation for pt+1

H given (Etp, p
t
R). As shown in Table I, we

denote these three steps by the function Et+1
p = m̃p(E

t
p, p

t
R).

Second, we derive E(Et+1
v ), the ECR for vt+1

H , given the
input (Etp, p

t
R). We have already derived that the PCR for

vt+1
H is R([P z̄µn

(zt) ± ε(zt)]/h), which can be decomposed



to P z̄µn
(zt)/h + R(0 ± ε(zt)/h). Similar to the derivation

presented in the last paragraph, we choose z̄ = (ctp, p
t
R)

and construct an ellipsoid to outer-approximate the set of all
the values P z̄µn

(zt)/h. By leveraging the linearity, we obtain
this ellipsoid as E(µn(z̄)/h, (Az̄µn

/h)Qtp(A
z̄
µn
/h)T ). Then we

construct another ellipsoid to outer-approximate the union of
all the hyperrectangles R(0± ε(zt)/h). Finally, we sum both
ellipsoids via Minkowski sum and obtain the ECR. The ECR
E(Et+1

v ) is an ellipsoidal outer approximation for vt+1
H given

(Etp, p
t
R). As shown in Table I, we denote these three steps by

the function Et+1
v = m̃v(E

t
p, p

t
R).

In summary, we have derived the PCRs, R(m̄p(p
t
H , p

t
R))

and R(m̄v(p
t
H , p

t
R)), to bound pt+1

H and vt+1
H , respectively,

given (ptH , p
t
R). We have derived the ECRs, E(m̃p(E

t
p, p

t
R))

and E(m̃v(E
t
p, p

t
R)), to bound pt+1

H and vt+1
H , respectively,

given (Etp, p
t
R). Our derivation implies that each ECR bounds

the union of all the corresponding PCRs, as shown in Table I.
By applying Lemma 1, we obtain the following lemma:

Lemma 3 (Similar to Koller et al. [22] Lemma 3). Let δ ∈
(0, 1]. For all n ∈ N, choose βn according to Lemma 1. Then,
with a probability greater than 1− δ, we have that:

∀pH,n ∈ E(Ep,n) : pH,n + g(pH,n, pR,n) ∈ E(m̃p(Ep,n, pR,n))

∀pH,n ∈ E(Ep,n) : g(pH,n, pR,n)/h ∈ E(m̃v(Ep,n, pR,n))

uniformly for all n ∈ N, E(Ep,n) ⊂ PH , pR,n ∈ PR.

Proof: Define the following functions:

mp(pH , pR) = pH + µn(pH , pR)± βnσn(pH , pR)

mv(pH , pR) = µn(pH , pR)/h± βnσn(pH , pR)/h

By applying Lemma 1, we obtain that the following holds
jointly for all n ∈ N, E(Ep,n) ⊂ PH , pR,n ∈ PR, with a high
probability:

∀pH,n ∈ E(Ep,n) : pH,n + g(pH,n, pR,n) ∈ R(mp(pH,n, pR,n))

∀pH,n ∈ E(Ep,n) : g(pH,n, pR,n)/h ∈ R(mv(pH,n, pR,n))

Eq. 8 holds uniformly with a high probability for all
n ∈ N, zt ∈ PH × PR. Thus, for all n ∈ N, pH,n ∈
E(Ep,n) ⊂ PH , pR,n ∈ PR, we can use Eq. 8 to construct
PCRs, as described in this section. It can be shown that
the PCRs, R(m̄p(pH,n, pR,n)) and R(m̄v(pH,n, pR,n)), outer-
approximate R(mp(pH,n, pR,n)) and R(mv(pH,n, pR,n)), re-
spectively. Then, we construct ECRs to outer-approximate
the union of PCRs, as described in this section. We con-
clude that the following holds jointly for all n ∈ N,
E(Ep,n) ⊂ PH , pR,n ∈ PR, with a high probability:⋃
pH,n∈E(Ep,n)

{pH,n + g(pH,n, pR,n)} ⊂
⋃

pH,n∈E(Ep,n)

R(mp(pH,n, pR,n))

⊂
⋃

pH,n∈E(Ep,n)

R(m̄p(pH,n, pR,n)) ⊂ E(m̃p(Ep,n, pR,n))

⋃
pH,n∈E(Ep,n)

{g(pH,n, pR,n)/h} ⊂
⋃

pH,n∈E(Ep,n)

R(mv(pH,n, pR,n))

⊂
⋃

pH,n∈E(Ep,n)

R(m̄v(pH,n, pR,n)) ⊂ E(m̃v(Ep,n, pR,n))

Intuitively, this lemma states that, with a high probabil-
ity, the human position and velocity at the next time step
are contained within the ellipsoids, E(m̃p(Ep,n, pR,n)) and
E(m̃v(Ep,n, pR,n)), respectively, given that the current human
position is known to be inside an ellipsoid, E(Ep,n). This holds
true only if the ellipsoid, E(Ep,n), is inside the workspace PH
and the current robot position, pR,n, is inside PR.

B. Robust Multi-step prediction

As described in Sec. IV-B, multi-step prediction is a
function with the input, (E0

p , {ptR}T−1
t=0 ), and the output,

({Etp}Tt=1, {Etv}Tt=1). The system iteratively applies Et+1
p =

m̃p(E
t
p, p

t
R) and Et+1

v = m̃v(E
t
p, p

t
R) (Eq. 3) from t = 0 to

T − 1 to roll out the sequences of ellipsoids.
By applying Lemma 3, we obtain the following corollary:

Corollary 1. [Similar to Koller et al. [23] Corollary 7] Let
δ ∈ (0, 1]. For all n ∈ N, choose βn based on Lemma 1. Then,
the following holds jointly for all n ∈ N, E(E0

p,n) ⊂ PH ,
p0
H,n ∈ E(E0

p,n), {pτR,n}τ=T−1
τ=0 ⊂ PR, t ∈ [1 . . T ], with a

probability at least 1− δ:

ptH,n ∈ E(Etp,n), vtH,n ∈ E(Etv,n)

where for all n ∈ N, {Eτp,n}Tτ=1 and {Eτv,n}Tτ=1 are computed
via multi-step prediction, such that for all τ ∈ [1 . . T ],
E(Eτp,n) ⊂ PH .

Proof: Since we have p0
H,n ∈ E(E0

p,n) ⊂ PH and p0
R,n ∈

PR, we can apply Lemma 3 and obtain that the following
holds jointly for all n ∈ N, E(E0

p,n) ⊂ PH , p0
H,n ∈ E(E0

p,n),
p0
R,n ∈ PR, with a high probability:

p1
H,n = p0

H,n + g(p0
H,n, p

0
R,n) ∈ E(m̃p(E

0
p,n, p

0
R,n)) = E(E1

p,n)

v1
H,n = g(p0

H,n, p
0
R,n)/h ∈ E(m̃v(E

0
p,n, p

0
R,n)) = E(E1

v,n)

Given that E(E1
p,n) ⊂ PH and p1

R,n ∈ PR, we can again
apply Lemma 3. We continue applying Lemma 3 till we obtain
that the following holds jointly for all n ∈ N, E(ET−1

p,n ) ⊂
PH , pT−1

H,n ∈ E(ET−1
p,n ), pT−1

R,n ∈ PR, with a high probability:
pTH,n ∈ E(ETp,n) and vTH,n ∈ E(ETv,n).

As described in App. B-B, the confidence intervals in
Lemma 1 come from a frequentist analysis rather than a
Bayesian analysis. Hence, in the proof above, even though
we iteratively apply Lemma 3 for multiple time steps, the
result of joint inclusions holds with a probability that is still
at least 1 − δ. This fact reaffirms that our high probability
safety guarantee is not ensured per time step, as noted after
Def. 1 in the end of Sec. III-D.



APPENDIX D
SAFETY WITH ELLIPSOIDAL UNCERTAINTY

A. Safe Impact with Ellipsoidal Uncertainty

As formulated in Sec. III-A, our system can ensure safe
impact (SI) by constraining the robot velocity, vR, based on
the constraint, Ω(vR, vH) ≤ Ωmax, given the human velocity,
vH . In this section, we formulate a set of constraints that
can ensure SI, given an ellipsoidal outer approximation of the
human velocity, denoted by E(Ev). This constraint enables our
system to ensure SI for all vH ∈ E(Ev).

∀vH ∈ E(Ev) : ‖vR − vH‖2 ≤ ρ (9)

∀vH ∈ E(Ev),∀j ∈ [1 . . nH ] : |vR,j − vH,j | ≤
ρ√
nH

(10)

∀vH ∈ E(Ev) : L vH ≤ L vR +

[
ρ√
nH

]
2nH×1

= l (11)

∀i ∈ [1 . . 2nH ] : [L]i,·cv +
√

[L]i,·Qv[L]Ti,· ≤ [l]i (12)

As formulated in Sec. III-A, the SI constraint, given vH , is
Ω(vR, vH) = (e+ 1)‖vR − vH‖2 / ( 1

mR
+ 1

mH
) ≤ Ωmax. Ex-

tending this constraint to all vH ∈ E(Ev) yields the constraint
in Eq. 9 with the constant ρ = Ωmax( 1

mR
+ 1

mH
)/(e+ 1).

We conservatively relax Eq. 9 to Eq. 10, where vR,j and
vH,j denote the jth dimension of vR and vH , respectively. The
feasible region of ‖vR−vH‖2 ≤ ρ, given vH , is a hypersphere.
The feasible region of ∀j ∈ [1 . . nH ] : |vR,j − vH,j | ≤
ρ/
√
nH , given vH , is the maximum-volume hyper-rectangle

inscribed in this hypersphere. Thus, satisfying the constraint in
Eq. 10 is a sufficient but not necessary condition for satisfying
the constraint in Eq. 9.

Then, we equivalently rewrite Eq. 10 as Eq. 11, which
is a polytopic constraint. Here, L = [−InH

, InH
]T ∈

R2nH×nH and InH
denotes the identity matrix of

size nH . Let [ρ/
√
nH ]2nH×1 denote the vector

[ρ/
√
nH , ρ/

√
nH , . . . , ρ/

√
nH ]T ∈ R2nH . We also denote

the right hand side of Eq. 11 by l ∈ R2nH .
Following Eq. 41 in Koller et al. [23], we can enforce the

Polytopic constraint in Eq. 11 analytically to the ellipsoid
E(Ev) where Ev = (cv, Qv). Formally, Eq. 11 is equivalently
reformulated as 2nH individual 1-dimensional constraints, as
shown in Eq. 12. Here, [l]i denotes the ith dimension of the
vector l and [L]i,· denotes the ith row of the matrix L.

For notational shorthand, we rewrite the set of constraints,
presented in Eq. 12 as ∀i ∈ [1 . . 2nH ] : CSI,i(vR, Ev) ≤ 0.
Here, CSI,i(vR, Ev) = [L]i,·cv +

√
[L]i,·Qv[L]Ti,· − [l]i ∈ R.

B. Safety as CA or SI with Ellipsoidal Uncertainty

Lemma 2. Given hyper-parameters θ1 ≥ 0, θ2 ≥ 0, and the
ellipsoids described by Ep and Ev , then the following holds⋂
i∈[1. .2nH ]

{
(pR, vR) : CSI,i(vR, Ev) ≤ max

(
θ1 CCA(pR, Ep), θ2 CCA(pR, Ep)

)}
⊂

⋂
pH∈E(Ep)

⋂
vH∈E(Ev)

[
SCA(pH) ∪ SSI(vH)

]
Proof: Given that θ1 ≥ 0 and θ2 ≥ 0, we obtain that:⋂

i∈[1. .2nH ]

{
(pR, vR) : CSI,i(vR, Ev) ≤ max

(
θ1CCA(pR, Ep), θ2CCA(pR, Ep)

)}
⊂ {(pR, vR) : CCA(pR, Ep) > 0}⋃ ⋂

i∈[1. .2nH ]

{(pR, vR) : CSI,i(vR, Ev) ≤ 0}

 (13)

According to the CA constraint formulated in Sec. V-A, we
have {(pR, vR) : CCA(pR, Ep) > 0} =

⋂
pH∈E(Ep) SCA(pH).

Here, SCA(pH) denotes the CA set defined in Sec. III-B.
In App. D-A, we have conservatively relaxed the origi-

nal SI constraint, as shown in Eq. 9, to the set of con-
straints ∀i ∈ [1 . . 2nH ] : CSI,i(vR, Ev) ≤ 0. Hence,
we have

⋂
i∈[1. .2nH ]{(pR, vR) : CSI,i(vR, Ev) ≤ 0} ⊂⋂

vH∈E(Ev) SSI(vH). Here, SSI(pH) denotes the SI set that
is defined in Sec. III-B.

Now we plug the set relations in the previous two para-
graphs into Eq. 13 and obtain the followings:

{(pR, vR) : CCA(pR, Ep) > 0}⋃ ⋂
i∈[1. .2nH ]

{(pR, vR) : CSI,i(vR, Ev) ≤ 0}


⊂

 ⋂
pH∈E(Ep)

SCA(pH)

⋃ ⋂
vH∈E(Ev)

SSI(vH)





APPENDIX E
SAFE MODEL PREDICTIVE CONTROLLER

A. Safe Trajectory Optimization

The solutions to the trajectory optimization (TO) problem,
formulated in Sec. V-B, guarantee safety within the horizon
T , with a high probability. This is formally stated as follows:

Lemma 4. Let δ ∈ (0, 1]. For all n ∈ N, choose βn based
on Lemma 1. Then the following holds jointly for all n ∈ N,
(p0
H,n, v

0
H,n, p

0
R,n, v

0
R,n) ∈ S, t ∈ [1 . . T ], with a probability

at least 1− δ:

(ptH,n, v
t
H,n, p

t
R,n, v

t
R,n) ∈ S

under the closed-loop system corresponding with a feasible
solution found by the TO, denoted by {uτn}Tτ=1, for all n ∈ N.

Proof: As assumed in Sec. II, the robot dynamics fR is
known and deterministic. We have encoded fR in our TO’s
constraint (e), as presented in Sec. V-B. Thus, the actual robot
motion is the same as the desired trajectory found by the
TO. Thus, for all n ∈ N, let {(pτR,n, vτR,n, Eτp,n, Eτv,n)}Tτ=1

denote the desired (and actual) robot trajectory and the human
ellipsoids as part of the feasible solution found by the TO.

Our TO’s constraint (b) (Sec. V-B) ensures that E(Etp,n)
and ptR,n are inside the workspace PH and PR, respectively,
for all n ∈ N, t ∈ [1 . . T ]. Hence, we can apply
Corollary 1 and obtain that: with a high probability, we have
ptH,n ∈ E(Etp,n) and vtH,n ∈ E(Etv,n), uniformly for all n ∈ N,
(p0
H,n, v

0
H,n, p

0
R,n, v

0
R,n) ∈ S, t ∈ [1 . . T ].

Given our TO’s constraint (c) (Sec. V-B), by applying
Lemma 2, we obtain that for all t ∈ [1 . . T ] : (ptR,n, v

t
R,n) ∈⋂

pH∈E(Et
p,n)

⋂
vH∈E(Et

v,n)

[
SCA(pH) ∪ SSI(vH)

]
. In the pre-

vious paragraph, we have shown that ptH,n and vtH,n are indeed
always inside the ellipsoids, jointly with a high probabil-
ity. Thus, with a high probability, we have (ptR,n, v

t
R,n) ∈

SCA(ptH,n) ∪ SSI(vtH,n) and ptH,n ∈ E(Etp,n) ⊂ PH ,
uniformly for all n ∈ N, (p0

H,n, v
0
H,n, p

0
R,n, v

0
R,n) ∈ S ,

t ∈ [1 . . T ].

B. Safe Model Predictive Controller

In Sec. IV-A, we assume that our measurements are cor-
rupted by Gaussian noise. Let f̂H denote the noisy measure-
ment of fH(pH , pR) (defined in Eq. 1) given (pH , pR). Thus,
for each j ∈ J , we have [f̂H ]j = [fH(pH , pR)]j + wj =
[pH ]j + [ĝ]j where wj and ĝ are defined in Sec. IV-A. Alg. 1
presents our MPC algorithm that is introduced in Sec. V-B.

In Alg. 1, we implicitly assume that we have access to
the true human positions, pH , during planning, while only
have f̂H , the noisy observations of the human positions, for
updating the GP. This is a standard assumption when the
robot is acting in a Markov decision process (MDPs). We
can extend our theory to noisy observations during planning.
For more details, please refer to Remark 9 in Koller et al. [23].

Algorithm 1: MPC (similar to Alg. 1 in Koller et al. [23])

Input: πrec, Gaussian process (GP) model (µ0,Σ0)
1 Π−1 ← {u1

−1 = πrec, . . . , u
T
−1 = πrec};

2 for t = 0, 1, . . . do
3 feasible, Π ← solve TO (Sec. V-B);
4 if feasible then Πt ← Π ;
5 else Πt ← {u2

t−1, . . . , u
T
t−1, πrec} ;

// u1
t = the first control in Πt.

6 pt+1
R , vt+1

R , pt+1
H , f̂ t+1

H ← execute u1
t and observe;

// Compute vt+1
H based on Eq. 2.

7 vt+1
H ← (pt+1

H − ptH)/h;
8 (µt+1,Σt+1)← update GP with (ptH , p

t
R, f̂

t+1
H );

9 end

Theorem 1 Let δ ∈ (0, 1]. For all n ∈ N, choose βn
based on Lemma 1. The system has access to the initial
state (p0

H , v
0
H , p

0
R, v

0
R) ∈ Srec. Then, the human-robot

system is δ-safe under the MPC algorithm.

Proof: The proof is similar to the proof for Theorem 8
in [23]. Our goal is to prove that for all t ∈ N, the system has
a controller that can guarantee δ-safe by induction on t.

a) Base case: At time t = 0, if our TO finds a feasible
solution, Π0, then executing Π0 can guarantee with a high
probability that the system state remains inside S for all
t ∈ [1 . . T ], based on Lemma 4. Our TO’s constraint (d),
as formulated in Sec. V-B, combined with Lemma 4, implies
that the system state at time T is inside Srec, with a high
probability. According to Assumption 2, by switching to πrec
at time T , the system can ensure that the system state will
remain inside S from the time T , with a high probability.
Thus, the system has a δ-safe controller.

At time t = 0, if no feasible solutions are found, the system
will keep executing πrec. According to Assumption 2, the
system state will always remain inside S. Thus, the system
has a δ-safe controller.

b) Inductive step: Assume that for a particular time t ∈
N, the system has a δ-safe controller, Πt.

At time t+ 1, if our TO finds a feasible solution, Πt+1, the
system will first deploy Πt+1 and switch to πrec at time t+T .
Based on Lemma 4, our TO’s constraint (d) in Sec. V-B, and
Assumption 2, the system has a δ-safe controller.

At time t + 1, if no feasible solutions are found, then Πt

will lead the system to safely travel to a state inside Srec, from
which the system can switch to πrec. Thus, the system has a
δ-safe controller.



Env1 Env2 Env3 Env4 Env5

H-Indep-R H-To-R H-Away-R H-Indep-R H-To-R H-Away-R H-Indep-R H-To-R H-Away-R H-Indep-R H-To-R H-Away-R H-Indep-R H-To-R H-Away-R

CASI (Ωmax = 0.6) #Itr 6.133 6.100 6.233 6.367 6.167 6.600 6.633 6.300 6.533 6.267 6.100 6.833 6.333 6.100 7.067
CASI (Ωmax = 0.3) #Itr 8.733 7.467 10.133 9.600 8.267 8.900 7.933 7.033 10.333 10.133 7.533 10.167 9.400 7.700 12.100
CA #Itr 11.533 11.333 12.733 14.967 15.500 12.733 9.833 8.967 12.000 13.067 10.633 12.967 13.267 10.667 14.767

CASI (Ωmax = 0.6) #SafeColl 0.767 1.267 0.500 0.467 0.600 0.600 0.333 0.600 0.333 1.300 1.133 0.833 0.367 0.867 0.400
CASI (Ωmax = 0.3) #SafeColl 0.633 0.833 0.567 0.533 0.767 0.433 0.167 0.633 0.333 1.133 1.133 0.967 0.533 0.933 0.367
CA #SafeColl 1.033 1.000 0.633 0.333 0.667 0.267 0.600 0.500 0.400 1.300 1.200 0.733 0.933 1.000 0.433

CASI (Ωmax = 0.6) PlanTime (s) 0.299 0.469 0.307 0.335 0.464 0.332 0.355 0.731 0.369 0.298 0.494 0.337 0.312 0.590 0.397
CASI (Ωmax = 0.3) PlanTime (s) 0.432 0.636 0.510 0.571 0.847 0.614 0.412 0.718 0.494 0.454 0.661 0.496 0.567 0.662 0.522
CA PlanTime (s) 0.145 0.283 0.132 0.146 0.258 0.141 0.135 0.312 0.127 0.147 0.315 0.153 0.154 0.232 0.167

TABLE II: The means of #Itr, #SafeColl, and PlanTime in the 2D goal-reaching domain. The benchmark included running CASI (Ωmax =
0.6), CASI (Ωmax = 0.3), and CA, with 15 different simulated human behaviors (5 environments × 3 objective functions), and 30 trials
for each condition. The algorithm that achieved the lowest value among the three algorithms for each measurement is highlighted in bold.

APPENDIX F
ADDITIONAL RESULTS

The results of #SafeColl is presented in Table II. We
conducted a Wilcoxon signed-rank test for each pair among
the three algorithms. No significant pairwise differences were
found regarding #SafeColl. The p-value from the Wilcoxon
signed-rank test for the pair, CASI (Ωmax = 0.6) and CA,
was 0.583. The p-value for CASI (Ωmax = 0.3) and CA
was 0.202. The p-value for CASI (Ωmax = 0.6) and CASI
(Ωmax = 0.3) was 0.552.

CASI allows collisions to occur, as long as the impacts are
safe, while CA does not allow collisions at all. However, the
insignificant result here implies that CASI does not always
result in higher numbers of safe collisions than CA.
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