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Abstract

Measurements of 𝑊 and 𝑍 boson production cross sections in 𝑝𝑝 collisions at
√
𝑠 =

5.02TeV and
√
𝑠 = 13TeV are presented. Data was collected by the CMS experiment

at the LHC during low-pileup data taking periods in 2017. The corresponding inte-
grated luminosity for the data is 299.1± 5 pb−1 (

√
𝑠 = 5.02TeV) and 199.3± 4 pb−1

(
√
𝑠 = 13TeV), with an average number of pile-up interactions 𝜇 = 3 (𝜇 = 2). Cross

sections and cross section ratios are reported, with final states in electron and muon
channels.
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Chapter 1

Introduction

The diversity of physics programs at the Large Hadron Collider (LHC) has made

the analysis in this thesis possible. Two consecutive datasets taken in late 2017—at
√
𝑠 = 5.02TeV and

√
𝑠 = 13TeV respectively—provides the opportunity to produce

a set of measurements with high precision at two center-of-mass energies.

This chapter provides a general overview of the physics and motivations for this

measurement, as well as a brief description of the analysis strategy and what types

of results will be produced, and the following chapter provides a detailed physics

background. Operations of the LHC and Compact Muon Solenoid (CMS) experiment

are described. Subsequent chapters detail the data sets, event selection, important

components, and signal fitting method. Finally, the results are summarized and a

comparison with common models is provided.

1.1 A Brief Physics Background

Producing 𝑊 and 𝑍 bosons in 𝑝𝑝 collisions

Protons are composite particles consisting of quarks and gluons. The composition of

protons can be described by the valence quarks, sea quarks, and gluons. The valence

quarks of 𝑝 are two up quarks and one down quark (𝑢𝑢𝑑), which combine to make

the color-neutral proton with +1 electric charge. The momentum distributions of the
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constituent quarks and gluons are described by parton distribution function, which

are determined from experimental data. At the high energies attained at the LHC,

this internal structure within the protons being collided becomes extremely important

to understanding the interactions occurring within the 𝑝𝑝 collisions. 𝑊 and 𝑍 bosons

are produced through the Drell–Yan process, with the predominant production inter-

actions: 𝑢�̄�, 𝑑𝑑 → 𝑍, 𝑢𝑑 → 𝑊+, and 𝑑�̄� → 𝑊−. In 𝑝𝑝 collisions, these interactions

therefore necessitate the participation of the sea quarks and predictions are sensitive

to the sea quark PDFs.

Electroweak Measurements

Since the discovery of the 𝑊 and 𝑍 bosons at UA1 and UA2 at CERN’s Super

Proton Synchrotron (SPS) [1–4], their properties have been studied extensively at

both hadron colliders and 𝑒+𝑒− colliders. The masses, branching fractions, decay

widths, and cross sections have been measured by multiple experiments, and some

of these are known to high precision [5]. Measurements of the 𝑍 boson decay width

at the Large Electron-Position collider provide constraints on the number of neutrino

flavors [6]. Past measurements of the𝑊 and 𝑍 boson cross sections at hadron colliders

(Figure 1-1) have been performed in 𝑝𝑝 collisions at the UA1 & UA2 experiments at

the SPS, DØ and CDF experiments at Fermilab’s Tevatron, and in 𝑝𝑝 collisions by

experiments at the LHC. Cross sections of 𝑊± and 𝑍 boson production at the LHC

has been studied at
√
𝑠 = 2.76, 5.02, 7, 8, and 13 TeV by the CMS, ATLAS, and

LHCb experiments [7–18].

This Measurement

This analysis will provide additional measurements with data collected by the CMS

experiment at
√
𝑠 = 5.02TeV and

√
𝑠 = 13TeV. Figure 1-1 summarizes prior mea-

surements performed by the experiments at the UA1, UA2, DØ, CDF, and CMS

experiments as well as indicating the center-of-mass energies for the measurements in

this thesis. These measurements will contain the largest datasets utilized for inclusive

𝑊 and 𝑍 boson cross sections at
√
𝑠 = 5.02TeV and

√
𝑠 = 13TeV to-date [7–9,18].
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Figure 1-1: Summary of previous measurements of the 𝑊 and 𝑍 boson production
cross section at hadron colliders. Not shown are the results from

√
𝑠 = 13TeV LHC

measurements. Measurements presented in this thesis are also indicated. Adapted
from [19].

1.2 Measuring the cross sections

𝑊 and 𝑍 decays

𝑊 and 𝑍 bosons can decay both hadronically and leptonically. Branching fractions

of the 𝑊 boson decay are ∼ 67% hadronic and ∼ 33% leptonic, and branching

fractions of the 𝑍 boson are ∼ 70% hadronic and ∼ 10% leptonic with the re-

maining ∼ 20% being invisible decay channels [5]. Lepton universality implies the

leptonic decays are expected to occur at equal rates for each of the lepton flavors,

𝑙 = electrons (𝑒), muons (𝜇), and tau leptons (𝜏). The 𝑊 and 𝑍 boson leptonic

decay channels are 𝑍 → ℓ+ + ℓ− and 𝑊+(−) → ℓ+(−) +
(—)
𝜈ℓ , with ℓ = 𝑒, 𝜇, 𝜏 . These

will henceforth be written as 𝑍 → ℓℓ and 𝑊 → ℓ𝜈 (or with ℓ = 𝑒, 𝜇, 𝜏), with charge

and lepton number conservation laws implied. Leptonic decay channels are utilized

because electrons and muons can be reconstructed and identified well by CMS. A

fairly clean sample and accurately modeled observables are important components

of this measurement. The leptonic decays 𝑍 → 𝑒𝑒 and 𝑍 → 𝜇𝜇 provide extremely

clean signatures marked by the presence of a pair of oppositely charged same-flavor

leptons. Similarly, the decay channels 𝑊 → 𝑒𝜈 and 𝑊 → 𝜇𝜈 can be identified by the

presence of a high-momentum electron or muon.
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Cross section

The cross section times branching ratio for a given channel is measured experimen-

tally by determining the number of signal events observed and accounting for the

acceptance of the measurement, as shown in Equation 1.1. The acceptance of the

fiducial volume (the sensitive detector region used in the analysis) is determined from

simulation, and the efficiency scale factor is determined by measuring selection effi-

ciency in both simulation and data. The following chapters of this thesis describe the

derivation of these quantities in detail.

𝜎 ×𝐵𝑟 =
𝑁𝑠𝑖𝑔

𝐴𝜖
∫︀
ℒ𝑑𝑡

(1.1)

∙ 𝑁𝑠𝑖𝑔: Number of signal events observed in a given channel

∙ 𝐴: The acceptance is the number of 𝑊 or 𝑍 bosons producing a final state with

leptons inside the fiducial measurement volume, divided by the total number of

𝑊 or 𝑍 bosons produced. Determined from simulation.

∙ 𝜖: The efficiency scale factor, to account for the differences in rates of lepton

identification and selection between simulation and data

∙
∫︀
ℒ𝑑𝑡: integrated luminosity. The integrated luminosity provides the number

of 𝑝𝑝 collisions measured in a given dataset.

𝑍 boson cross section

Measuring the cross section of the 𝑍 boson is fairly straightforward, as the dilepton

decay of a 𝑍 boson is an extremely clean signature with minimal background. Two

well-identified leptons, required to be of the same flavor be oppositely charged, within

the invariant mass range 60GeV ≤ M𝑙𝑙 ≤ 120GeV are taken to be candidates for

𝑍 → ℓℓ decays. Small background contributions primarily from diboson and 𝑡𝑡 events

are simulated, and the total contribution of the background processes is subtracted

from the observed 𝑍 boson yield.
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𝑊 boson cross section

The 𝑊 boson decay channels used in this measurement include the production of

a neutrino, which is not measured by CMS. Therefore, the final state cannot be

fully reconstructed, and additionally has a fairly large background. Instead of a fully

reconstructed final state, an observable, transverse missing energy, 𝐸𝑚𝑖𝑠𝑠
T , is used

to infer the momentum of the neutrino. Transverse mass, 𝑚T, is constructed from

the lepton momentum and 𝐸𝑚𝑖𝑠𝑠
T as a proxy for the neutrino. The simulated 𝑚T

distribution for the 𝑊 → ℓ𝜈 signal process, as well as several background processes,

are used in a fit to data to determine the cross section. Measuring the 𝑊 boson

production cross section relies on the 𝑍 boson—there are multiple corrections that

need to be derived for the 𝑊 boson simulations that cannot be done without the 𝑍

boson. In addition to the lepton efficiency and momentum corrections, the fit to 𝑚T

requires an accurate modeling of 𝐸𝑚𝑖𝑠𝑠
T and therefore the hadronic recoil in an event.

Hadronic recoil corrections account for differences between simulation and data, and

are derived in a data-driven approach which relies on the 𝑍 boson, and are described

in Chapter 9.

Measurements

The results presented in this thesis are derived from datasets at
√
𝑠 = 5.02 TeV and

√
𝑠= 13 TeV. This provides the opportunity to produce results with high precision for

two center-of-mass energies. The measurements are presented as the cross sections

for 𝑊+, 𝑊−, 𝑊 , 𝑍, as well as the ratios of the cross sections 𝑊+/𝑊−, 𝑊+/𝑍,

𝑊−/𝑍, 𝑊/𝑍. Evaluating the ratios allows for the subtraction of any correlated

systematic uncertainties, and increases the precision of the measurement. Notably,

the uncertainty from the luminosity calibration is one of the largest uncertainties,

and it completely cancels for these ratios.
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1.3 Impact of the Measurement

𝑊 and 𝑍 boson production is an important measurement at any hadron collider.

The precision measurement of the 𝑊 and 𝑍 boson production provides a precision

test of the Standard Model (SM), as well as a benchmark for the state-of-the-art

calculations and models that are used to describe the proton and simulate physical

interactions at the LHC and other experiments. The inclusive cross section measure-

ments are the foundation of differential cross section measurements which provide

greater constraints on different aspects of the models. 𝑊 and 𝑍 boson production

is also significant background to many other electroweak measurements and searches

for new physics.

Additionally, 𝑊 and 𝑍 bosons are a significant source of isolated, high-𝑝T lep-

tons. The clean signature of 𝑍 → ℓℓ is used for detector calibration and luminosity

monitoring [20].
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Chapter 2

Physics Background

The Standard Model of particle physics is a 𝑆𝑈(3)⊗𝑆𝑈(2)⊗𝑈(1) gauge theory that

describes the interactions of fundamental particles. It is generally described in two

parts, electroweak theory and quantum chromodynamics, presented in the following

section. In later sections, the production of 𝑊 and 𝑍 bosons in 𝑝𝑝 collisions and the

modeling of these processes is described.

2.1 The Standard Model

Introduction

The SM has been a remarkably successful theory describing fundamental particles and

their interactions. The fundamental constituents of matter—leptons and quarks—

interact through the strong and electroweak interactions. Depicted in Figure 2-1, the

SM consists of three families of quarks (purple), three families of leptons (green), the

force carriers (red), and the Higgs boson (yellow).

Familiar building blocks of matter—protons and neutrons—are not the most basic

particles, they are composed of constituent quarks and gluons. There are three fam-

ilies of quarks, with six total flavors. Up-type quarks up (𝑢), charm (𝑐), and top (𝑡)

have electric charge +2
3
𝑒, and down-type quarks down (𝑑), strange (𝑠), and bottom

(𝑏) have electric charge −1
3
𝑒. Protons are 𝑢𝑢𝑑, with an electric charge of +1𝑒. The

17



Figure 2-1: Fundamental particles of the Standard Model [21].

strong interaction, mediated by the gluon, binds quarks together into hadrons. The

strength of the strong coupling is scale-dependent, with coupling strength decreasing

with shorter distance (higher energy) scales. Therefore, bare quarks have never been

observed, as it is favored for them to quickly (𝒪(10−24) seconds) form bound states.

The lepton families are the electron and its more massive analogs, the muon and tau

leptons, along with their corresponding neutrinos.

The weak interaction is propagated by the 𝑊 and 𝑍 bosons. Both the charged

leptons, neutrinos, and quarks can couple to 𝑊 and 𝑍 bosons. At low energies,

the weak interaction is commonly know for its role in beta decay, with uses such as

radioluminescent tritium illumination sources and medical imaging positron emission

tomography (PET scan). At energies achieved by the LHC, the 𝑊 and 𝑍 bosons can

be produced in 𝑝𝑝 collisions and the properties of the production can be studied. As

described in below, this provides important information on several fronts, including

event modeling and detector performance.

2.1.1 Electroweak Theory

In the SM [22–24], electroweak interactions belong to the gauge group 𝑆𝑈(2)⊗𝑈(1),

with the gauge bosons 𝑊 𝑖
𝜇 (𝑖 = 1, 2, 3) for 𝑆𝑈(2) and 𝐵𝜇 for 𝑈(1). The left-handed

fermions transform as 𝑆𝑈(2) doublets, where the leptons are given in Equation 2.1

18



and quarks are shown in Equation 2.2. The 𝑞′𝑖 (𝑑′, 𝑠′, 𝑏′) are given by 𝑞′𝑖 =
∑︀

𝑗 𝑉𝑖𝑗𝑞𝑖,

where 𝑞𝑖 are 𝑑, 𝑠, 𝑏 and 𝑉𝑖𝑗 are the elements of the Cabibbo-Kobayashi-Maskawa

(CKM) matrix [25, 26] which describes the mixing between the quark generations.

Ψ =

(︂
𝑣𝑒
𝑙𝑒

)︂
,

(︂
𝑣𝜇
𝑙𝜇

)︂
,

(︂
𝑣𝜏
𝑙𝜏

)︂
(2.1)

Ψ =

(︂
𝑢

𝑑′

)︂
,

(︂
𝑐

𝑠′

)︂
,

(︂
𝑡

𝑏′

)︂
(2.2)

Vector fields corresponding to particles with spin 1 and mass are the 𝑊±
𝜇 , 𝑍𝜇, and

photon 𝐴𝜇, which are given in terms of the gauge fields as:

𝐴𝜇 = 𝐵𝜇𝑐𝑜𝑠𝜃 +𝑊 3
𝜇𝑠𝑖𝑛𝜃

𝑍𝜇 = −𝐵𝜇𝑠𝑖𝑛𝜃 +𝑊 3
𝜇𝑠𝑖𝑛𝜃

𝑊±
𝜇 = 𝑊 1

𝜇 ∓ 𝑖𝑊 2
𝜇

(2.3)

Mass generation is achieved through spontaneous symmetry breaking of 𝑆𝑈(2)⊗𝑈(1)

to 𝑈(1)𝑒𝑚 with the addition of a complex scalar doublet 𝜑 = 1√
2

(︀ √
2𝜑+

𝜑0+𝑖𝑎0

)︀
, known

as the Brout-Englert-Higgs mechanism [27–29]. The potential is given by 𝑉 (𝜑) =

𝜇2𝜑†𝜑+𝜆2(𝜑†𝜑)2, with the full Lagrangian being given in Equation 2.4. With 𝜇2 < 0,

the vacuum expectation value of 𝜑 is < 𝜑 >= 𝑣/
√
2 = 𝜇/𝜆 with 𝑣 ≈ 246 GeV.

ℒ𝐻𝑖𝑔𝑔𝑠 = (𝐷𝜇Φ)
†(𝐷𝜇Φ)− 𝜇2Φ†Φ− 𝜆(Φ†Φ)2 (2.4)

The covariant derivatives of Equation 2.4, 𝐷𝜇Φ, provide the couplings between the

Higgs fields and the 𝑊𝜇 and 𝐵𝜇 gauge fields, shown in Equation 2.5

𝐷𝜇Φ = (𝜕𝜇 + 𝑖𝑔𝜎𝑎𝑊 𝑎
𝜇/2 + 𝑖𝑔′𝑌 𝐵𝜇/2)Φ (2.5)

Three of the four degrees of freedom introduced by the Higgs doublet are absorbed into

the 𝑊 𝑖
𝜇 and 𝐵𝜇 fields of the 𝑆𝑈(2)⊗ 𝑈(1) and become the longitudinal components

of the 𝑊 and 𝑍 bosons. The physical 𝑊 and 𝑍 bosons also acquire mass. The

generator of the unbroken 𝑈(1)𝑒𝑚 gauge symmetry, the photon, remains massless.
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The remaining degree of freedom manifests as the new neutral scalar particle, the

Higgs boson. The masses of the physical bosons are given in Equation 2.6.

𝑚𝐻 = 𝜆𝑣

𝑚𝑊 =
1

2
𝑔𝑣 = 𝑐𝑜𝑠𝜃𝑊𝑚𝑍

𝑚𝑧 =
1

2

√︀
𝑔2 + 𝑔′2𝑣 =

𝑀𝑊

cos 𝜃𝑊

𝑚𝛾 = 0

(2.6)

Fermion masses are likewise given through a Yukawa coupling to the Higgs field,

shown in Equation 2.7. Fermion masses become 𝑚𝑓𝑖 = ℎ𝑓𝑖𝑣/
√
2 after rotation into

a basis where the Higgs-fermion interaction is diagonalized. The fermion coupling to

the Higgs boson is 𝑚𝑓

𝑣
𝑓𝑓𝐻, proportional to its mass.

ℒ𝑦𝑢𝑘𝑎𝑤𝑎 = −ℎ̂𝑑𝑖,𝑗𝑞𝐿𝑖
Φ𝑑𝑅𝑗

− ℎ̂𝑢𝑖,𝑗
𝑞𝐿𝑖

Φ̄𝑢𝑅𝑗
− ℎ̂𝑙𝑖,𝑗 �̄�𝐿𝑖

Φ𝑒𝑅𝑗
+ ℎ.𝑐. (2.7)

In Equation 2.7, 𝑞𝐿 and 𝑢𝑅, 𝑑𝑅 are the quark doubles and singlets, and 𝑙𝐿 and 𝑒𝑅 are

the lepton doublets and singlets. As the Higgs boson is electromagnetically neutral

and also transforms as a singlet in 𝑆𝑈(3), there are no tree-level couplings of the

Higgs to either photons or gluons.

2.1.2 Quantum Chromodynamics

The strong interaction between quarks and gluons is described by quantum chromo-

dynamics (QCD), the 𝑆𝑈(3) part of the SM. Interactions between quarks and gluons

is described by the Dirac Lagrangian density given in Equation 2.8. Quarks and

gluons carry color charges (red, green, or blue: 𝑁𝐶 = 3), and there are eight color-

combinations of gluons as mediators of the strong force (gluon fields represented by:

𝐴𝐶
𝜇 ,with 𝐶 = [1...8]). Quarks are represented by the 𝜓𝑓,𝛼 spinors, with the six flavors

of quarks (𝑢, 𝑐, 𝑡, 𝑑, 𝑠, 𝑏) represented by 𝑓 , the three colors by 𝛼, and the quark masses

by 𝑚𝑓 . The 𝛾𝜇 are Dirac matrices.

20



ℒ = 𝜓𝑓,𝛼(𝑖𝛾
𝜇𝜕𝜇𝛿𝛼𝛽 − 𝑔𝑠𝛾

𝜇𝑡𝐶𝛼𝛽𝒜𝐶
𝜇 −𝑚𝑓𝛿𝛼𝛽)𝛾𝑓,𝛽 −

1

4
𝐹 𝑏
𝜇𝜈𝐹

𝑏,𝜇𝜈 (2.8)

The eight generators of the 𝑆𝑈(3) color group are 3 × 3 matrices 𝑡𝐶𝛼𝛽. The strong

coupling constant is 𝑔𝑠 (
√
4𝜋𝛼𝑠), where 𝛼𝑠 varies with energy scale. The gluon field

tensors 𝐹𝜇𝜈 are shown in Equation 2.9, where the 𝑓𝐴𝐵𝐶 are the structure constants of

𝑆𝑈(3).

𝐹𝐴
𝜇𝜈 = 𝛿𝜇𝒜𝐴

𝜈 − 𝛿𝜈𝒜𝐴
𝜇 − 𝑔𝑠𝑓𝐴𝐵𝐶𝒜𝐵

𝜇𝒜𝐶
𝜈 , [𝑡𝐴, 𝑡𝐵] = 𝑖𝑓𝐴𝐵𝐶𝑡

𝐶 (2.9)

There is an additional term in the QCD Lagrangian which contains a parameter 𝜃,

and allows for CP violation in QCD. Experimental limits on the neutron electric

dipole moment constrain this term to be 𝜃 < 10−10 [30].

Computational methods for QCD predictions include lattice gauge theory and

perturbative expansion methods. Feynman rules for QCD allow diagrams with 𝑞𝑞𝑔

and 𝑔𝑔𝑔 vertices and a 𝑔𝑔𝑔𝑔 vertex [31]. Perturbative QCD (pQCD) expresses

predictions for observables as an expansion in terms of the coupling 𝛼𝑠(𝜇
2
𝑅) i.e.

𝑓 = 𝑓0+ 𝑓1𝛼𝑠+ 𝑓2𝛼
2
𝑠 + 𝑓3𝛼

3
𝑠 + ..... The coupling 𝛼𝑠(𝜇

2
𝑅) is a function of the renormal-

ization scale 𝜇𝑅, and the effective strength of the interaction with momentum transfer

𝑄2 is 𝛼𝑠(𝜇
2
𝑅 ∼ 𝑄2). Calculations are done with Feynman diagrams and are generally

performed to only a few terms—leading order (LO, first term), next-to-leading order

(NLO, first two terms), and so forth. The scale dependence of QCD is expressed in

the renormalization group equation:

𝜇2
𝑅

𝑑𝛼𝑠

𝑑𝜇2
𝑅

= 𝛽(𝛼𝑠) = −(𝑏0𝛼
2
𝑠 + 𝑏1𝛼

3
𝑠 + 𝑏2𝛼

4
𝑠 + · · · ) (2.10)

The minus sign indicates that the coupling becomes weak for interactions with high

momentum transfer and is strongly interacting for low energy scales, the source of

asymptotic freedom [32,33]. Values of 𝛼𝑠 range from 𝛼𝑠 ∼ 0.1 for 𝑄 in the 100GeV−

TeV range to over 𝛼𝑠 ∼ 0.3 for processes with momentum transfer 𝑄 ∼ 1GeV, as

depicted in Figure 2-2. Free quarks have not been observed—they quickly hadronize

into mesons or baryons on the time scale ∼ 1/Λ𝑄𝐶𝐷, while the top quark decays before
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hadronization. This is understood as a result of the strong coupling increasing at low

energies (large distance scales), and only the color-singlet hadrons are observed.

Figure 2-2: Measurements of 𝛼𝑠 demonstrating the scale-dependence [5].

2.2 Modeling 𝑝𝑝 collisions

Theoretical predictions of 𝑝𝑝 collisions are an important tool for understanding phys-

ical processes and modeling observables studied at the LHC. These predictions are

based on an underlying proton model and calculations are performed from approx-

imations at different energy scales. Precision measurements such as the one in this

thesis provide important information to further refine these models and calculations.

This chapter describes the general methods for modeling proton-proton collisions as

well as details about 𝑊 and 𝑍 boson production at the LHC.

2.2.1 Simulating 𝑝𝑝 interactions

In collisions at very low energies, protons can be approximated as electrically charged

objects. At higher energies, such as those at the LHC, the structure within protons

begins to have an important role for the scattering process. 𝑊 and 𝑍 bosons are
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produced from the interaction of quarks and gluons (both also referred to as partons)

within the proton [34,35]. The contributions of the partons to the proton’s structure

are described by parton distribution functions (PDFs). The PDFs, 𝑓𝑖(𝑥,𝑄2), give the

probability of finding a parton of carrying a fraction 𝑥 of the proton’s longitudinal

momentum. Current PDFs are determined by global fits to experimental data sets [36]

(recent advances in lattice QCD may ). Valence quarks, sea quarks, and gluons within

the proton are described by the PDFs.

For hard scattering processes such as 𝑊 and 𝑍 boson production, the momentum

transfer, 𝑄 is high. Due to the asymptotic freedom of QCD, the coupling constant

𝛼𝑆(𝑄
2) is small, and perturbative calculations are effective. The highest order cal-

culation currently available for the 𝑊 and 𝑍 production is next-to-next-to-leading

order (NNLO) [37].

In the perturbative expansions, initial-state radiation of soft and collinear gluons

produces logarithmic terms which cause singularities and divergences in the calcula-

tions. To accommodate this effect, the calculation can be split into perturbative and

non-perturbative regimes. This is described by the factorization theorem, which en-

sures that the hard process is independent of the intial-state radiation, and separates

the QCD calculations at a factorization scale, 𝜇𝐹 . This allows the singularities due to

the soft gluon emissions to be factored out and contained within the PDFs [38]. The

PDF dependence on the factorization scale is determined by the Dokshitzer–Gribov–

Lipatov–Altarelli–Parisi (DGLAP) equations. The DGLAP equations introduce a 𝜇𝐹

dependence to the scale-independent PDFs by including initial-state soft radiation,

and provide an evolution of the PDFs over different factorization scales [39,40]. Equa-

tion 2.11 shows the factorized cross section calculation. The first section includes the

PDFs, 𝑓𝑎 and 𝑓𝑏, evaluated at the factorization scale 𝜇𝐹 , for partons 𝑎 and 𝑏, each

carrying fractions 𝑥𝑎 and 𝑥𝑏 of the proton momentum. The second half describes

the hard scattering between the two partons, where the cross section, �̂�, is expanded
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Figure 2-3: Illustration of a hard-scatter process. Time progresses from bottom to
top, starting with individual parton interaction and hard scatter, progressing through
parton shower, hadronization, and decays of individual hadrons. [41]

perturbatively.

𝜎𝑝𝑎𝑝𝑏→𝑛 =
∑︁
𝑎,𝑏

∫︁
𝑑𝑥𝑎𝑑𝑥𝑏𝑓𝑎(𝑥𝑎, 𝜇

2
𝐹 )𝑓𝑏(𝑥𝑏, 𝜇

2
𝐹 )

× [�̂�𝐿𝑂(𝑥𝑎𝑥𝑏𝑠, 𝜇
2
𝑅, 𝜇

2
𝐹 ) + 𝛼𝑆�̂�𝑁𝐿𝑂(𝑥𝑎𝑥𝑏𝑠, 𝜇

2
𝑅, 𝜇

2
𝐹 ) + · · · ]

(2.11)

Matrix element calculation breaks down for soft and collinear final states. In-

stead, parton shower models are used to produce the final-states at non-perturbative

scales. Showering is modeled as series of radiative steps, with partons branching into

consecutively lower energy state: 𝑞 → 𝑔𝑞, 𝑔 → 𝑔𝑔, and 𝑔 → 𝑞𝑞 for QCD. Branching

probability at a scale 𝑄2 is determined by evolving the splitting functions using the

DGLAP equations. Additionally, QED interactions (𝑞 → 𝑞𝛾 and 𝑙 → 𝑙𝛾) are included

in the shower modeling. Parton showering continues to the scale Λ ∼ 200 MeV, where

bare partons are hadronized into color-neutral hadrons. Then the unstable hadrons

are decayed according to branching ratios. Factorization and a hard scatter process,

along with subsequent parton showering and hadronization is illustrated in Figure 2-3.
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2.2.2 𝑊 and 𝑍 production at the LHC

In the 𝑝𝑝 collisions, the bosons are produced through the interaction of quarks and

gluons within the protons. The primary production modes for the 𝑊 and 𝑍 bosons

is through the Drell-Yann process, predominantly 𝑢�̄�, 𝑑𝑑→ 𝑍, 𝑢𝑑→ 𝑊+, and 𝑑�̄�→

𝑊−. In proton-proton collisions, these processes require the participation of at least

one sea quark [42].

The kinematic variables describing the partons participating in the interaction are

listed in Equations 2.12. The mass of the boson is represented by 𝑀 , the rapidity of

the boson is represented by 𝑦, and
√
𝑠 is the center-of-mass energy of the collision.

The relative fraction of the proton’s longitudinal momentum held by each of the initial

partons is represented by 𝑥1 and 𝑥2.

𝑀 =
√
𝑥1𝑥2𝑠

𝑦 =
1

2
ln

(︂
𝐸 + 𝑝𝑧
𝐸 − 𝑝𝑧

)︂
=

1

2
ln

(︂
𝑥1
𝑥2

)︂
𝑥1 =

𝑀√
𝑠
𝑒𝑦, 𝑥2 =

𝑀√
𝑠
𝑒−𝑦

(2.12)

𝑊 and 𝑍 boson production occupies a phase space near 𝑄 ∼ 100GeV (approxi-

mately the 𝑊 or 𝑍 boson mass). Given a measurement acceptance of |𝑦| < 2.4, this

allows us to study 𝑥 approximately within the range 10−4 < 𝑥 < 0.1 at the LHC.

When simulating the proton-proton interactions, the PDFs describing the relative

fraction 𝑥 of the proton’s momentum contained by the individual partons is impor-

tant. As previously described, the PDFs are dependent on the energy scale of the

interaction, and in the case of the 𝑊 and 𝑍 boson production this scale is around

the mass of the bosons 𝑄 ∼ 100GeV. There are many collaborations dedicated to

providing PDF sets for use in these predictions, with many of the PDFs constructed

from global fits to experimental data. Each collaboration uses a different approach

and often different sets of experimental data in the fits, resulting in different PDF

predictions and uncertainties. An example illustrating the PDFs involved in 𝑊 and

𝑍 boson production is given in Figure 2-5 [43–47]. An illustration of the involve-
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Figure 2-4: Phase space of Bjorken-x and 𝑄2 available at the LHC and other ex-
periments. Proton-proton collisions at the LHC can probe very high 𝑄2. With an
acceptance of |𝑦| < 2.4, 𝑊 and 𝑍 boson cross section measurements can probe ap-
proximately 10−4 < 𝑥 < 0.1 [5]
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Figure 2-5: An example of a PDF illustrating the relative contribution of partons
to the proton’s longitudinal momentum at 𝑄 ∼ 100GeV, provided by the NNPDF
collaboration [43]. The valence quarks 𝑢 and 𝑑 are shown in bright blue and green,
while the other quark flavors are sea quarks.

27



ment of the various quark flavors in the production of 𝑊 and 𝑍 bosons at a range

of rapidities is shown in Figure 2-6. Measurement of 𝑊 production in proton-proton

collisions allows for separation of quark flavors, and ratios of 𝑊 and 𝑍 cross sections

can provide constraint to the strange content of the proton.

Figure 2-6: Contribution of different quark flavors to the 𝑊+, 𝑊−, and 𝑍 boson
production over a range of boson rapidities. 𝑊+ (𝑊−) boson production is predom-
inantly 𝑢𝑑 (�̄�𝑑), while 𝑍 boson production includes larger contributions from heavier
flavors. Adapted from [48].
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Chapter 3

The CMS Experiment at the LHC

This measurement was performed using data collected by the CMS Experiment, one of

the multipurpose detector experiments at the LHC. This chapter details the technical

design and operation of the LHC and CMS.

3.1 The Large Hadron Collider

The Large Hadron Collider is an 26.7 km-circumference accelerator designed to cir-

culate protons or heavy nuclei in opposing directions to facilitate the study of fun-

damental physical interactions. It is housed in an underground tunnel, crossing the

French-Swiss border, at a depth between 40m to 170m. This tunnel was previously

home to the electron-positron collider, LEP. The LHC and accelerator complex at

CERN are shown in Figure 3-1.

LHC Pre-Accelerators

Protons are produced by ionizing hydrogen gas, which are accelerated to 50 MeV by

LINAC2, and injected into the Proton Synchroton Booster. The PSB then brings

the protons to 1.6 GeV for injection into the Proton Synchrotron (PS). The PS

takes six proton bunches, splits each into three prior to acceleration to 25 GeV,

then subsequently splits each bunch into four prior to injection into the Super Proton

Synchroton (SPS), resulting in 72 bunches injected into the SPS. The SPS can receive
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Figure 3-1: Illustration of the full accelerator complex at CERN, including the pre-
accelerators, the LHC, and the major collision halls at the LHC. [49]

up to 4 sets of 72 bunches from the PS, accelerating them to 450 GeV per proton for

injection into the LHC where they are further accelerated to a maximum of 6.5 TeV

per proton. Bunches from SPS can be injected into the LHC up to 24 times, for a

minimum spacing of 25 ns between bunch crossings [50].

The Large Hadron Collider

After injection into the LHC, protons are accelerated by radio-frequency (RF) cavities

to an energy of 6.5 TeV. The trajectory of the protons around the ring is controlled by

1232 niobium-titanium wire superconducting dipole magnets, 15m in length, which

are cooled by liquid Helium to a temperature of 1.9 K and have a magnetic field

strength of 8.33 T. These dipole magnets are responsible for bending the proton beams

in the appropriate direction around the LHC. Superconducting quadrupole magnets,

5-7 m in length, are used to focus the proton bunches. The focusing quadrupoles

are located near the collision points, to produce a more focused beam in preparation

for collisions. Higher-order multipole magnets are also used for beam focusing and

control. The beams circulated in the LHC are proton-proton, so the same beampipe
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Figure 3-2: Cross-section of an LHC dipole magnet, showing the twin-bore design to
accomodate the beampipes. [52]

cannot be used for both beams. Therefore a twin-bore magnet design is employed,

where both beampipes are situated on the interior of the same magnet. A cross

section of an LHC dipole is shown in Figure 3-2 [51].

Collisions occur where the beams intersect each other, located at multiple points

around the LHC: Point 1 (ATLAS), Point 2 (ALICE), Point 5 (CMS), and Point 8

(LHCb).

3.2 The Compact Muon Solenoid

Data used in this thesis were collected by the CMS experiment. CMS is situated

at LHC collision Point 5 near Cessy, France, and is depicted in Figure 3-3. CMS

was designed for highly performant reconstruction of muons over a wide momentum

range, high resolution tracking of charged particles, high energy resolution for elec-

tromagnetic processes, and high jet and 𝐸𝑚𝑖𝑠𝑠
T resolution [53, 54]. This is achieved

by the four primary sub-detector systems—from innermost to outermost—the silicon

tracking system, electromagnetic calorimeter, hadronic calorimeter, and the muon

system. A detailed cross sectional view of the detector and constituent subsystems is

presented in Figure 3-4.
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Figure 3-3: A 3-d cut-away view of the CMS detector, showing the relative position
and size of the subdetectors as well as the orientation of the experiment with repsect
to the beamline.

3.2.1 Magnet

The namesake superconducting magnet provides a uniform |�⃗�| = 3.8T field at inner

radii and a field of |�⃗�| = 2T at radii outside of the magnet. This is achieved using

a liquid helium-cooled niobium-titanium superconductor mechanically supported by

a high-purity aluminum chassis. The operational temperature of the magnet is 𝑇 =

4.6K, which maintains the current and temperature below the critical values so that

|�⃗�| = 3.8T field [55].

With an inner radius of 6 meters, the solenoid bore houses the silicon tracker,

electromagnetic calorimeter, and the hadronic calorimeter. The solenoid ensures a

uniform inner magnetic field of |�⃗�| = 3.8T along the 𝑧-axis for these sub-systems.

On the outer radius of the solenoid, muon chambers are interspersed with the steel

return yoke. The role of the return yoke is two-fold—extend uniformity and strength

of the magnetic field outside of the solenoid and to act as an absorber layer for the

muon chambers.
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Figure 3-4: Quarter-view schematic of the CMS detector showing the arrangement
of the subsystems. Radially arranged dotted lines indicate the pseudorapidity (𝜂)
coverage.

3.2.2 Trackers

The innermost detector system is the silicon tracker. The tracker measures the trajec-

tory of charged particles from the collision point, and is designed to provide efficient

and high-precision position reconstruction of charged particle trajectories through the

tracker volume. In addition to providing high-resolution momentum information, the

tracker should be able to identify isolated electromagnetic clusters, as in the 𝑊 → 𝑒𝜈

and 𝑍 → 𝑒𝑒 channels, and to separate them from non-isolated electrons [57].

Other design considerations are the proximity of the inner tracker to the collision

point and the material budget. Due to its close proximity to the beamline, the

tracker is subjected to a high particle flux, with thousands of particles per bunch

crossing every 25 ns. This necessitates a radiation-hard detector with fast readout and

high granularity to reduce multiple-occupancy per channel. However, the amount of

material in the detector—including the supporting electronics, cabling, and cooling

systems—increases the amount of bremsstrahlung, which degrades the resolution of

isolated electron measurements. Therefore the amount of detector material also needs

to be minimized.

Given these design and operational considerations, the tracker uses silicon tech-
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Figure 3-5: Diagram depicting the magnetic field strength and field lines from the
CMS superconducting solenoid [56].

nology in the form of pixel and strip detectors. The silicon pixels are a p-n junction

operated under a reverse-bias voltage. Charged particles traversing the depletion

zone create electron-hole pairs, which drift under the reverse-bias and are collected

by readout electronics.

The inner tracking system is composed of a silicon pixel detector, with 3 layers

of pixels in the barrel (𝑟 = 4.4 cm, 7.3 cm, and 10.2 cm, length = 53 cm) and 2 layers

of pixels in the end-cap region (inner radius of 6 cm, outer radius 15 cm, located at

|𝑧| = 34.5 cm and |𝑧| = 46.5 cm). The individual pixels are 150 × 100 𝜇m, with 60

million pixels, where the fine segmentation is intended to minimize track occupancy

per channel. A schematic depicting the geometry of the inner and outer tracking

systems is shown in Figure 3-6.

Surrounding the inner tracker, the outer tracker is a series of silicon strip detectors.

The tracker inner barrel (TIB) covers 20 cm < 𝑟 < 55 cm, and an additional six-layer

outer barrel (TOB) extending to 𝑟 < 116 cm. The TIB spans ± 80 cm and TOB

spans ± 118 cm in 𝑧. Tracker disk segments with strips arranged in rings are located

within the inner radius of the TOB at 𝑧 position just outside of the TIB. Depending on

the position, each layer contains between 2 and 7 rings of detector with inner radius

21.8 cm- 39 cm and outer radius 60.8 cm. An endcap (TEC) silicon strip tracking
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detector is constructed from two sets of 9 disks, with the strips arranged in rings on

each disk. The pitch of the strips ranges from 80𝜇m at the most forward regions to

205𝜇m in more central regions. TEC spans 𝑧 = ±95.2 cm and ± 264 cm and provides

coverage up to |𝜂| < 2.5.

Figure 3-6: Schematic of the CMS tracking system. The silicon pixel detector is
surrounded by the inner (TIB) and outer (TOB) barrel strip detectors. The endcap
(TEC) strip detectors provide forward coverage up to |𝜂|<2.5. [58]

3.2.3 Electromagnetic Calorimetry

The energy carried by electrons and photons is measured by the electromagnetic

calorimeter (ECAL). The ECAL is a homogenous and hermetic calorimeter situated

just outside of the silicon tracker, which measures the energy carried by electrons

and photons. Driving factors determining the design of the ECAL is the need for

a fast response time sufficient for collisions occuring every 25 ns as well as a high-

resolution measurement necessary for the 𝐻 → 𝛾𝛾 measurement. To this end, the

active material is a scintillating lead tungstate (PbWO4) crystal. Incident electrons

and photons create an electromagnetic shower within the crystal. As the shower

propagates, scintillation light is produced by excitations in the crystal lattice caused

by the particles in the shower. The scintillation light, proportional to the energy

deposited by the incident particle, is collected and read out by a photodiode [59].

In the barrel region, the wedge-shaped crystals (approximately 2.2× 2.2× 23 cm,

corresponding to 26 radiation lengths in depth) are arranged radially, covering up to
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Figure 3-7: Schematic of the ECAL demonstrating the location and orientation of the
crystals in the barrel and endcap. The radial pointing of the crystals is visible. [60]

|𝜂| < 1.49. The endcap provides coverage from 1.47 < |𝜂| < 3.0, with the 3×3×22 cm

(approximately 25 radiation lengths) crystals arranged approximately parallel to the

beamline. Crystal dimensions are compatible with electromagnetic shower sizes in

PbWO4. The orientation of the crystals depends on their |𝜂| position, as they are

angled towards 3 deg of the collision point, as shown in Figure 3-8. The PbWO4

crystals are radiation hard, but exposure to radiation damages the crystals, producing

color centers which reduce the transparency of the crystal volume. Transparency

loss and the associated change in energy response is most prominent in regions of

high |𝜂| which were subjected to the highest levels of radiation [61]. These defects

can anneal during times without collisions. The ECAL is equipped with a laser

system which monitors the transparency of the crystals. Calorimeter performance

can be maintained by accounting for the transparency loss experienced by indivdiual

crystals [59].
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Figure 3-8: Quarter-view of the ECAL showing the position and orientation of the
crystals. [60]

The ECAL energy resolution is described in Equation 3.1.

𝜎(𝐸)

𝐸
=

2.8%
√

GeV√
𝐸

⊕ 120GeV
𝐸

⊕ 0.3% (3.1)

The contributions to the energy resolution are, respectively, the stochastic term,

electronics noise term, and the constant term. Stochastic term, 2.8%
√

GeV/
√
𝐸,

accounts for statistical fluctuations in shower detection, and it is small due to ECAL

being a homogenous calorimeter. The constant noise term, 0.3%, includes detector

calibration and instability [62].

3.2.4 Hadronic Calorimeter

The Hadronic Calorimeter (HCAL) measures the energy of charged hadrons.

The HCAL has four subsystems—Barrel (HB), Endcap (HE), Outer (HO), and

Forward (HF)—with a quarter slice of the detector shown in Figure 3-9. HB, HE, and

HO are sampling calorimeters using plastic scintillator and steel and brass absorbers.

HB extends from the outside of the ECAL to the inner radius of the solenoid coil:

𝑟 = 1.77m - 𝑟 = 2.95m and covers |𝜂| < 1.3 with an 𝜂−𝜑 segmentation of 0.87×0.87.

The interior absorber is a 40mm thick steel plate, followed by eight layers of 50.5mm

thick brass plates interleaved with 3.7mm thick plastic scintillator tiles, and final

steel plate absorber 75mm thick, providing a total interaction length of 5.8𝜆𝐼 . The
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layers of HO are situated at the outer radius of the solenoid, designed to catch showers

for high energy hadrons that are not contained within the other HCAL subsystems.

There is an extra HO layer near |𝜂| ≈ 0 where the interaction depth of the HB is

shortest. The construction of HB and HE are cylindrically nested alternating layers

of brass absorber and scintillator, with the first absorber layer made of steel. The HE

extends coverage to |𝜂| < 3, and consists of 10 layers of alternating scintillator and

brass absorber, with a steel first absorber layer.

HF is a sampling calorimeter using quartz fibers embedded in steel. It is situated

in the far forward region of the detector, with coverage up to |𝜂| < 5.2. Due to its

position, the HF experiences significantly higher particle flux than the other HCAL

subsystems and the HF needed to have extremely fast response and radiation hardness

[63].

Figure 3-9: Quarter-view of the HCAL showing the positioning and segmentation of
the barrel, endcap, and outer subsystems. [64]

The HCAL is a sampling calorimeter. Incident charged hadrons undergo multiple

scattering within the absorber material, producing hadronic showers that propagate

in the direction of the particles intial trajectory. As the showers develop, they pass

through the absorber layer and traverse the scintillator layer, where the particles in

the shower induce excitations resulting in scintillation light. The light is wavelength
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shifted and carried by optical fibers to a photodiode where it is read out and digitized.

In the HF, quartz fibers produce Cherenkov light.

The energy resolution of the HCAL, described in Equation 3.2 is representative

of a sampling calorimeter. Resolution is affected by the limited detector volume

available to the HCAL [65].

𝜎(𝐸)

𝐸
=

110%
√

GeV√
𝐸

⊕ 7.3% (3.2)

The stochastic term (110%/
√
𝐸) accounts for the statistical fluctuations in shower de-

tection, which is relatively large for the HCAL due to its design as a non-compensating

sampling calorimeter. The constant 7.3% term is due to detector calibration limita-

tions.

HCAL Reconstruction Algorithms

In HB and HE, the total pulse width from light collection and electronic readout is

larger than the 25 ns separation between LHC bunch crossings. Output from the

HPD is digitized and integrated in 25 ns-wide bins. Approximately 60% of the pulse

width is contained within the first 25 ns and and 90% of the pulse is contained

within the first 50 ns. LHC Run II conditions with 25 ns separation between bunch

crossings potentially produces readout with substantial overlap between pulses gen-

erated by interactions from consecutive bunch crossings. An algorithm to perform

hit reconstruction in each calorimeter tower was developed for Run II in order to

mitigate the effect of out-of-time pileup events on the energy resolution of the HB

and HE readout channels. This was achieved by assuming the presence of out-of-time

pileup interactions from the immediately precedent and antecedent bunch crossings.

A fitting template is constructed out of 3 HCAL pulse shape templates, where the

free parameters are the arrival times and normalizations of each pulse as well as a

floating baseline to accommodate noise. The resulting normalization of the in-time

pulse determines the energy for the reconstructed hit in each channel. In addition to

providing the offline HCAL hit reconstruction, the algorithm is used in HCAL opera-
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tions and data validation. In addition to hit energy, the fitting procedure determines

the arrival time with a resolution of 1 ns. This provides the ability to monitor and

calibrate the relative timing of the channels in HB and HE.

3.2.5 Muon System

The outermost detector system is the muon chambers. Situated around the return

yoke, the muon detectors are used for muon triggering, muon identification, and muon

momentum measurement. Particles that make it through CMS and reach the muon

systems are almost exclusively muons. Muon detector information is combined with

tracking information to enhance muon reconstruction. The muon system uses three

detector technologies: resistive plate chambers (RPC), drift tubes (DT), and cathode

strip chambers (CSC) [66].

The barrel region technology is drift tubes, with coverage up to |𝜂| < 1.2. These

are suitable due to the fairly uniform magnetic field and low particle flux. The

barrel region is constructed of four cylindrically nested sets of rectangular drift tube

components, with 12 segments in 𝜑, and panels at each radius grouped to form a

muon station. The stations are located in alternating layers with the magnetic field

return yoke. Each station consists of 8 layers of drift tubes. The arrangement of

the barrel muon stations can be seen in Figure 3-10. The drift chambers containing

a CO2/Argon gas mixture, which has a drift velocity of 55 𝜇m/ ns (about 400 ns

maximum drift time) [67].

The endcap muon detectors use a cathode strip chamber (CSC). CSC are multi-

wire proportional chambers with a cathode strip as the readout and can provide a

precise location of ionization. The endcap stations are grouped by 𝑧 position, covering

1.2 < |𝜂| < 2.4. CSCs are used in the endcap regions because their high granularity

and short drift distance makes them more suitable for the higher event rate and

non-uniform magnetic field in this region. The CSC strips are arranged radially, and

contain 6 layers which each provide a 2-coordinate hit position in the 𝑟 − 𝜑 plane.

Additional readout is taken from the anode wires, which provide a rough position

meaurement in 𝑟. In addition to the CSC and DT which provide full 𝜂 coverage up
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Figure 3-10: Quarter-view of the CMS muon system illustrating the position of the
DT, CSC, and RPC detectors within the magnetic field return apparatus [67].

to |𝜂| < 2.4, the muon system also utilizes a set of resistive plate chambers as an

independent trigger system. The RPCs cover |𝜂| < 1.6, and are a double-gap system

operated in avalanche mode. The RPCs have poor position resolution, but have a

response time of 1 ns and can be used to measure correct bunch crossing time at the

highest LHC luminosities.

3.3 Data Acquisition and Trigger

The LHC provides pp collisions with a bunch spacing of 25 ns, which corresponds to

a rate of 40 MHz. With multiple collisions occurring per bunch crossing, the event

rate incident upon CMS is much higher than 40 MHz. The maximum final event rate

needs to average on the order of 1 kHz, limited by the storage and data acquisition.

In order to reduce the event rate while maintaining a high efficiency of selecting

interesting physics processes, CMS uses a trigger system to make quick calculations

and decisions about which events to keep or discard.
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3.3.1 Trigger

The trigger systems are a two-stage decision-making tool, which reduce the event rate

based on trigger primitives at varying levels of complexity. The stages of the trigger

system are the Level One (L1) trigger and the and the High-Level Trigger (HLT) [68].

The L1 trigger resides on custom boards with field-programmable gate arrays

(FPGAs). These contain pattern recognition algorithms that are able perform rough

calculations to create candidate track segments and calorimeter clusters used for

classification. The L1 operates with a latency of 3.8 𝜇s per event, and full detector

readout is held in a buffer while the L1 decision is made. L1 objects are energy

clusters from ECAL and HCAL and muon track segments. Decisions are based on

rough reconstrution of objects such as electrons, photons, muons, jets, and 𝐸𝑚𝑖𝑠𝑠
T .

Information flow in the L1 trigger is shown in Figure 3-11. The output rate of the

L1 is limited to 100 kHz. Events which pass the L1 trigger are used to seed the more

robust HLT analysis [68].

Figure 3-11: Schematic workflow of the L1 trigger. Information is first processed by
the calorimeter and muon triggers, then combined at a global trigger [69].

The HLT system is a processor farm containing 𝑂(10, 000) CPU cores [70]. Here,

fragments of events are combined to form complete events. The algorithms used to

perform event reconstruction at the HLT level produce a similar quality as those
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used in the offline reconstruction, and the HLT has access to the full event readout.

HLT reconstruction is seeded by the L1 trigger decision. HLT paths allow for quick

reconstruction by selectively filtering events as the reconstruction steps proceed—

decisions are based on easily reconstructable calorimeter clusters or muon tracks,

while computationally expensive track finding is only performed on events which

pass the other criteria. Events passing selection by the HLT are saved to be fully

reconstructed and stored for analysis use. The average event selection rate by the

HLT is 1000 Hz [68].

3.3.2 Data Storage and Processing

Those events which pass the HLT filtering are stored on disk and eventually trans-

ferred to a Tier-0 computing center for full offline reconstruction and permanent stor-

age. Data is stored and processed in part of a global computing grid, with multiple

copies of datasets stored at computing centers around the world.

3.4 Detector Simulation

Physical processes originating at the pp collision point are simulated by a series of

event generators, which are described in a later chapter. In addition to generating

the pp collision products, the simulated event sets must also incorporate effects due

to the full chain of particle interactions and detector readout in CMS.

Particle propagation through the detector volume is modeled by GEANT4 [71].

This toolkit allows a full geometric reconstruction of the detector, and handles the

particle transport through the materials. Particle decays, bremsstrahlung, electro-

magnetic interactions, and hadronic interactions with the materials are modeled, as

well as the effect of the magnetic field [72]. GEANT4 also handles detector response

simulation, i.e. the simulation of optical photon production in a scintillator. Readout

electronics, including associated noise, are also simulated.

Following the simulation of detector readout electrons, the simulated information

is in the same format as data collected by the detector. At this stage, the full CMS
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reconstruction is applied to the simulation in the same way it is applied to data.

3.5 Luminosity Calibration

An accurate luminosity measurement is necessary to provide an estimate of the correct

production yield for the W and Z bosons. Luminosity calibration at CMS is calculated

by readout from dedicated luminosity monitors, rates of reconstructed objects in

CMS, and dedicated LHC configurations to perform Van der Meer scans.

During LHC operation, measurement of the instantaneous luminosity is based

on the event rate recorded by several detectors. Online luminosity information is

provided by dedicated luminometers—the Pixel Luminosity Telescope (PLT), Fast

Beam Conditions Monitor, and the HCAL Forward calorimeter (HF)—which are

operated on a separate readout from CMS physics data. Offline luminosity monitoring

is based on data collected by CMS: rates of reconstructed pixel cluster counts and

rates of tracks in the muon drift tubes [73].

Absolute calibration is determined by a Van der Meer (VdM) scan [74] [75], which

utilizes a dedicated LHC configuration to scan the opposing proton beams transversely

across each other. Data collected by CMS during these scans is used to reconstruct

a beam profile and to determine the relationship of the instantaneous luminosity to

the rates measured by the various luminosity monitoring systems.

Uncertainties in the luminosity measurement come from two primary categories.

Normalization uncertainties, treated as uncorrelated, come from uncertainties of length

scales and correlations when performing VdM scans. Integration uncertainties are re-

lated to detector operation and nonlinear detector response corrections [76].
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Chapter 4

Event Reconstruction

Particles from collisions pass through CMS, producing signals in the various subde-

tectors. Events are reconstructed from the information delivered by the subsystems.

This section outlines the method for reconstructing and identifying various compo-

nents of events.

4.1 Tracks

Track reconstruction combines hits in the pixel and strip detectors, which are fit to

construct tracks. Zero-suppressed signals in the pixel and strip detectors are clus-

tered into hits, which provides hit position and uncertainty information. The track

finding algorithm is an interative process which uses an implementation of the com-

binatorial Kalman Filter. The combinatorial Kalman Filter provides a combintation

of pattern recognition and track fitting. The 6-pass iterative procedure initially finds

the tracks that are easiest to identify, removes the hits associated with these tracks,

and reiterates over the remaining collection of tracker hits. [77]

Electron tracks are seeded using three hits in the inner pixel detector which cor-

respond approximately to a track from the beam spot. The innermost tracker lay-

ers are used because electrons undergo significant energy and trajectory loss due to

bremsstrahlung and many charged pions undergo inelastic collisions as they traverse

the inner tracking layers. The highly granular pixel detector has lower occupancy
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than the outer strip detectors. These seed hits combined with the beam spot location

provide enough information to derive parameters describing a helical trajectory as

the particle moves through the magnetic field. The tracks are propagated outwards

to subsequent tracker layers, incorporating additional hits if a 𝜒2 is below a target

threshold. Track parameters are updated using a Gaussian Sum Filter (GSF) which

incorporates multiple scattering models when reconstructing track hits [78].

Effects of tracker and support material on the energy loss and trajectory of par-

ticles traversing the tracker are also accounted for in this process. These effects are

incorporated by Runge-Kutta based iterative propagator to describe a parametrized

material distribution of the CMS detector and relevant interactions assuming every

track is a pion.

Spurious track segments not corresponding to actual particle trajectories are re-

moved after reconstruction. Requirements on minimum fit quality (𝜒2/𝑁𝐷𝐹 ), prox-

imity to the primary vertex (Δ𝑧), and proximity to the beam spot (𝑑0/𝛿𝑑0) are used

to remove such tracks.

4.2 Primary Vertex

Primary vertex (PV) reconstruction ensures the position of each proton-proton inter-

action in every event. Reconstructed tracks with high fit quality and several tracker

hits are propagated back to the beamline. A clustering algorithm combines the po-

sition of closest-approach to the beamline into vertices based on their 𝑧-axis loca-

tion [77]. The clustering algorithm currently used is a deterministic annealing al-

gorithm, which produces a high performance in successful cluster finding in a noisy

environment [79]

4.3 Particle Flow

The CMS detector is suited to using the particle flow (PF) technique in event re-

construction. The general principal of PF is to combine information from tracks and
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calorimeter deposits into one object. This analysis relies on the transverse missing

energy (𝐸𝑚𝑖𝑠𝑠
T ) as provided by the particle flow algorithm. This section describes the

PF algorithm as well as the PF 𝐸𝑚𝑖𝑠𝑠
T .

4.3.1 Particle Flow Reconstruction

Basic Elements

The basic elements of the PF algorithm are tracks in the tracker, track segments in

the muon chambers, and energy clusters from the ECAL and HCAL. Calorimeter

clustering begins with a local maximum energy deposition as a seed, and are grown

by incorporating neighboring cells with an energy above a certain threshold. The

threshold is 2𝜎 above the standard electronic noise of the subdetector (80 MeV in

ECAL Barrel, 300 MeV in ECAL Endcap, and 800 MeV in the HCAL). An individ-

ual particle will produce multiple PF elements, and a linking algorithm is used to

incorporate the elements from each subsystem into one object.

Linking Algorithm

The linking algorithm finds the PF elements from each detector that correspond to

individual objects and groups them together. Tracks are associated with calorimeter

clusters by extrapolating from the outermost tracker hit, through the preshower and

ECAL, and one interaction length into the HCAL. Pairwise matching between the

extrapolated track and nearby calorimeter clusters is performed, and linking occurs if

the track extrapolation falls within the cluster cells as measured in the (𝜂, 𝜑) plane for

the ECAL barrel and HCAL and (𝑥, 𝑦) plane for the ECAL endcap and preshower.

Calorimeter-to-calorimeter cluster linking is performed in a similar way by extrapo-

lating clusters between the ECAL and HCAL, seeded with the cluster from the more

granular detector.

In cases where multiple objects from one detector are linked with the same object

from another detector, only the pair with the closest link (best fit) is kept.

Bremsstrahlung photons in the ECAL are linked by searching for ECAL clusters
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which are consistent with a tangential projection from the GSF electron track re-

construction. Additionally, bremsstrahlung photons radiated within the tracker are

identified by tracks corresponding to photon conversion and can be linked to the GSF

electron.

Linking information from the muon chambers is also performed, and is described

in the muon reconstruction Section 4.5.

4.3.2 𝐸𝑚𝑖𝑠𝑠
T

Missing transverse energy (𝐸𝑚𝑖𝑠𝑠
T ) is used to describe imbalances in energy deposition,

projected into the transverse plane. 𝐸𝑚𝑖𝑠𝑠
T is defined as the negative vector sum of all

transverse momenta in an event, as in Equation 4.1.

𝐸𝑚𝑖𝑠𝑠
𝑇 = −

∑︁
𝑝

𝑝𝑇 (4.1)

Particle flow 𝐸𝑚𝑖𝑠𝑠
T is constructed from reconstructed PF particles.

4.4 Electron Reconstruction

Electron reconstruction starts with an energy deposition in the ECAL, known as a

supercluster. With the supercluster as a seed, a track is projected inwards from the

ECAL, and pairs of hits in the silicon pixel tracker are searched for. From these,

further tracker hits compatible with the trajectory are incorporated into the electron

reconstruction. Due to Bremsstrahlung, electrons lose significant amounts of energy

and change trajectory. The Bremsstrahlung losses are accounted for using a set of

possible energy loss models. This is incorporated using a weighted technique known

as a Gaussian Sum Filter (GSF) algorithm.

From the electron track reconstruction, multiple observables describing the kine-

matics of the electron, the surrounding event, and quality of the reconstruction are

produced. These are later used to identify candidate electrons originating in the

signal processes for this analysis,as described in Chapter 5.6.2.

48



4.5 Muon Reconstruction

Standalone Muons

A standalone muon track is built solely from information collected by the muon

chambers. Energy depositions in the CSC and DT are combined as track segments.

These are used as seeds for track reconstruction from the muon chambers CSC, DT,

and RPCs, which are combined using a Kalman filter [80].

Global Muons

The global muon reconstruction starts with an energy deposition in the muon cham-

bers which is propagated inwards towards the inner tracker. Standalone muon tracks

are used as the seed for global muon reconstruction. Kalman filter techniques are used

to combine the tracker and muon track segments to form a global muon. Energy loss

effects due to detector material and support structure between the tracker and muon

chambers are also accounted for. Global muon reconstruction improves momentum

resolution for muons with 𝑝T > 200GeV.

Tracker Muons

Tracker muons are muons which are identified as tracks in the tracker with at least

𝑝T > 0.5 and 𝑝 > 2.5GeV. Tracker muon reconstruction is similar to global muon

reconstruction, but the seed is a track segment from the inner tracker as opposed to

a muon track segment.
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Chapter 5

Data Samples and Event Selection

The data used in this analysis were collected in late 2017 by the CMS Experiment

during Run II of the LHC. At this time, the LHC delivered two sets of 𝑝𝑝 collisions,

at
√
𝑠 = 5.02TeV (2017G) and at

√
𝑠 = 13TeV (2017H) with special run conditions

which are specifically motivated by precision electroweak measurements. This chapter

provides details of the run conditions, data collection, and Monte Carlo simulations

associated with these data taking periods. Details regarding the object identification

criteria and event selection are also provided.

5.1 Datasets

Data used in this analysis are from the LHC run eras 2017G and 2017H, consisting

of 𝑝𝑝 collisions at
√
𝑠 = 5.02TeV with integrated luminosity ℒ = 299.1± 5 pb−1 and

√
𝑠 = 13TeV with integrated luminosity ℒ = 199.3± 4 pb−1, respectively. These two

data taking periods had special run conditions with very few additional 𝑝𝑝 collisions

in concurrent or adjacent bunch crossings. The additional collisions are referred to as

pileup events. Runs with low pileup are particularly suited for electroweak precision

measurements such as this one, as additional pileup events contribute to increased

background and worsening object resolution. Names of the data streams and relevant

run era and reconstruction version identifications are listed in Table 5.2 and Table 5.1.
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Data stream Run & version
SingleMuon Run2017G-17Nov2017-v1
HighEGJet Run2017G-17Nov2017-v2

Table 5.1: Data streams and the respective run and reconstruction versions for the
2017G (5.02 TeV) data taking.

Data stream Run & version
SingleMuon Run2017H-17Nov2017-v2
HighEGJet Run2017H-17Nov2017-v1

Table 5.2: Data streams and the respective run and reconstruction versions for the
2017H (13 TeV) data taking.

5.2 Triggers

All events considered must have at least one lepton selected by the relevant trigger

path. For muons, the kinematic requirement is 𝑝T > 17GeV and |𝜂| < 2.4 for

both
√
𝑠 = 5.02TeV and

√
𝑠 = 13TeV. For electrons, the kinematic requirement

is 𝑝T > 20GeV (𝑝T > 17GeV) and |𝜂| < 2.5 for
√
𝑠 = 5.02TeV (

√
𝑠 = 13TeV).

Additional isolation and reconstruction quality criteria, which are less restrictive than

the offline selection criteria, are applied at the trigger level. The trigger menus used

in the low pileup runs include triggers with looser selection criteria which are not used

in normal LHC run conditions. Names of the trigger paths are listed in Table 5.3

√
𝑠 = 13TeV

√
𝑠 = 5.02TeV

HLT_HIEle20_WPLoose_Gsf HLT_HIEle17_WPLoose_Gsf
HLT_HIMu17 HLT_HIMu17

Table 5.3: Data streams and reconstruction versions for the 2017G (5.02 TeV) data
taking.
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5.3 Luminosity

Data used for physics analyses are required to pass the quality certification regard-

ing operation of detector subsystems during the data taking period. Pileup condi-

tions during the data taking periods are shown in Figure 5-1 (Figure 5-2) for 2017H

(2017G), with an average of ⟨𝜇⟩ = 3 collisions per bunch crossing. Uncertainties on

the luminosity measurement are 1.7% (3.5%) for the certified data at
√
𝑠 = 13TeV

(
√
𝑠 = 5.02TeV). The total integrated luminosity collected by the data streams

during
√
𝑠 = 5.02TeV and

√
𝑠 = 13TeV are listed in Table 5.4 [76, 81].

0 1 2 3 4 5 6 7 8 9
Mean number of interactions per crossing

0

20

40

60

80

100

120

140

R
e
c
o
rd

e
d

 L
u
m

in
o
s
it

y
 (
p
b
¡
1
/1

.0
0
) <¹> = 3

0

20

40

60

80

100

120

140

CMS Average Pileup, pp (eraH), 2017, ps = 13 TeV

Figure 5-1: Distribution of the number of interactions per bunch crossing for the low
pileup

√
𝑠 = 13TeV (2017H) data taking period. The average number of interactions

per crossing is < 𝜇 >= 3 [81].

√
𝑠 [ TeV ] Run Era Luminosity [ pb−1 ]
5.02 2017G 199.2± 3.39
13 2017H 291.1± 11.64

Table 5.4: Datasets and their respective integrated luminosity measurements.
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Figure 5-2: Distribution of the number of interactions per bunch crossing for the√
𝑠 = 5.02TeV (2017G) data taking period. The average number of interactions per

crossing is < 𝜇 >= 2 [81].

5.4 Simulated samples

Several simulated Monte Carlo (MC) samples are used in the descriptions of signal

and background processes. The 𝑊± and 𝑍 boson signal events are simulated at

next-to-leading order (NLO) with up to two outgoing partons at Born level by Mad-

Graph5_amc@nlo 2.3.3 [82]. An additional set of simulations of the 𝑊± and 𝑍

boson signal processes are provided at NLO by powheg 2.0 [83–86] for the 𝑊± and

minlo [87] for the 𝑍 boson. Background samples (di-boson and 𝑡𝑡) are also simulated

with powheg 2.0. Underlying event modeling, parton showering, hadronization, and

final state radiation are done by pythia 8.230 [88], using tune CP5 [89] and default

parton distribution functions (PDFs) provided by NNPDF3.1 [43]. Primary sample

names and their respective production cross sections are listed in Table 5.5 (Table 5.6)

for
√
𝑠 = 5.02TeV (

√
𝑠 = 13TeV).

The distribution of pileup interactions is simulated to match the corresponding

conditions in data. For all simulated samples, simulation of detector response is

performed by Geant4 [90], with full event reconstruction being done using the same
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algorithms used to reconstruct data. Object and event reconstruction was described

in Chapter 4.

Sample name Generator Cross section [pb]
W+Jets amc@nlo 21159
𝑊𝑊 → 2ℓ2𝜈 powheg 2.52
𝑊𝑍 → 3ℓ𝜈 powheg 1.23
𝑍𝑍 → 4ℓ powheg 2.75
𝑍𝑍 → 2ℓ2𝜈 powheg 2.75
𝑡𝑡 powheg 69.5
DY+jets→ ℓℓ amc@nlo 2141

Table 5.5: Names and cross sections of simulated samples corresponding to run era
2017G (

√
𝑠 = 5.02TeV).

Sample name Generator Cross section [pb]
𝑊+0 jets amc@nlo 49397
𝑊+1 jets amc@nlo 8087
𝑊+2 jets amc@nlo 3176
ZZ powheg 16.523
𝑊𝑍 → 3ℓ𝜈 powheg 4.912
𝑊𝑍 → 2ℓ2𝜈 powheg 12.6
𝑡𝑡→ 2ℓ2𝜈 powheg 88.29
𝑡𝑡→ semileptonic powheg 365.35
𝑡𝑡→ hadronic powheg 377.96
DY+jets→ ℓℓ amc@nlo 6225.42

Table 5.6: Names and cross sections of simulated samples corresponding to run era
2017H (

√
𝑠 = 13TeV).

5.5 Event Selection & Fiducial Region

Preliminary 𝑊± and 𝑍 boson event candidates are identified by the presence of at

least one lepton identified by the single electron and single muon triggers described

in Section 5.2. These are further selected by applying the offline electron or muon

reconstruction identification criteria described in Section 5.6.

𝑍 boson selection

Candidate 𝑍 boson events are selected using the following criteria:
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∙ two well-identified leptons

∙ leptons are oppositely charged

∙ leptons are same flavor

∙ at least one lepton matched to trigger

∙ 60GeV ≤ M𝑙𝑙 ≤ 120GeV

𝑊 boson selection

Candidate 𝑊 boson events are selected using the following criteria:

∙ well-identified lepton

∙ lepton matched to trigger

∙ veto against events containing additional leptons

Fiducial Region

The fiducial region for the 𝑊± and 𝑍 boson acceptance at generator-level emulates

the selection at reconstruction level. This requires kinematic cuts 𝑝T > 25GeV and

|𝜂| < 2.4 for all charged leptons. Additionally, the 𝑍 boson fiducial region includes a

requirement on the dilepton mass: 60GeV ≤ M𝑙𝑙 ≤ 120GeV. The fiducial region for

the 𝑊 boson includes the transverse mass requirement 𝑚T > 40GeV.

5.6 Object Identification

The 𝑊 and 𝑍 boson candidates are identified by the presence of one or two, respec-

tively, well-identified leptons passing a strong set of criteria ensuring proper recon-

struction and identification. This section contains a description of the identification

requirements for the 𝑊 → ℓ𝜈 and 𝑍 → ℓℓ signal leptons, as well as the requirements

for the lepton veto for the 𝑊± boson selection.

56



5.6.1 Isolation

One of the most important observables used to separate the leptons from 𝑊+ and 𝑊−

boson events from QCD background is the isolation. Isolated leptons have little other

activity within a cone of Δ𝑅 < 0.3, and leptons from 𝑊 → ℓ𝜈 decays are generally

isolated. The isolation of a lepton is constructed from the sum of all charged and

neutral hadrons and ECAL deposits within Δ𝑅 < 0.3 of the lepton, as shown in

Equation 5.1.

𝐼𝑃𝐹 =
1

𝑝T

∑︁
Δ𝑅<0.3

(𝑝ℎ
0

T + 𝑝ℎ
±

T + 𝑝𝛾T) (5.1)

The individual contributions to the PF isolation are the sums of corresponding particle

types which fall within a cone of Δ𝑅 < 0.4.

5.6.2 Electrons

Electrons originating from candidate 𝑊+, 𝑊−, and 𝑍 bosons are required to pass

a standard cut-based identification. Backgrounds producing electron-like signatures

include overlapping charged and neutral pions, pions showering in the ECAL, and

jets, and the selection criteria are designed to exclude these. The thresholds for

observables required to pass this requirement are listed in Table 5.7. Descriptions of

the observables are provided below. The 𝑊± boson selection requires the absence

of additional leptons in the event. The veto is performed with leptons fulfilling the

loose working point identification requirements, with criteria for electrons listed in

Table 5.8.

Electron Observables

∙ (Δ𝜂𝐼𝑛,Δ𝜑𝐼𝑛): Geometric matching of the ECAL supercluster and electron GSF

track, extrapolated to the vertex. Real electrons are well-matched since they

come from the same object.

∙ 𝜎𝑖𝜂𝑖𝜂: Shape of the shower in the ECAL. Electrons can be discriminated from

jets by the evolution of the shower in the 5x5 crystal region around the seed.
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∙ H/E: Ratio of energy deposited in HCAL to ECAL. Electrons tend to deposit

most of their energy in the ECAL, while jets deposit substantial amounts their

of energy in the HCAL.

∙ |𝑑0,𝑏𝑠|, |𝑑𝑧,𝑏𝑠|: Impact parameters are defined as the distance of closest approach

of the track to the vertex. Requiring an impact parameter cut removes electrons

from displaced vertices.

∙ |1/𝐸−1/𝑝|: Electron energy measured in ECAL is compatible with momentum

measured in tracker.

∙ Number of Missing Hits: Number of missing tracker hits in tracker layer

∙ Isolation: Requiring that electrons be isolated reduces the number of jets

reconstructed as electrons.

∙ Conversion probability: Photons converting to electron-positron pairs are a

source of isolated electrons. Electrons from photon conversion are identified by

fitting 𝑒+𝑒− pairs to a common vertex.

Observable Barrel Endcap
𝑝𝑇 > 25 GeV
|𝜂| < 2.4

Δ𝜂𝐼𝑛 < 0.0032 < 0.00632
Δ𝜑𝐼𝑛 < 0.0547 < 0.0394
𝜎𝑖𝜂𝑖𝜂 < 0.0106 < 0.0387
H/E < 0.046 + 1.16/𝐸𝑆𝐶 + 0.0324𝜌/𝐸𝑆𝐶 < 0.0275 + 2.52/𝐸𝑆𝐶 + 0.183𝜌/𝐸𝑆𝐶

|𝑑0,𝑏𝑠| < 0.05 < 0.10
|𝑑𝑧,𝑏𝑠| < 0.10 < 0.20

|1/𝐸 − 1/𝑝| < 0.184 < 0.0721
IsoPF/𝑝T < 0.0478 + 0.506/𝑝T,𝑒𝑙𝑒 < 0.0658 + 0.963/𝑝T,𝑒𝑙𝑒

Missing Hits ≤ 1
Pass conversion veto

Table 5.7: Reconstructed identification and isolation criteria fulfilling the medium
cut-based ID for electron selection.
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Observable Barrel Endcap
𝑝𝑇 > 25 GeV
|𝜂| < 2.4

Δ𝜂𝐼𝑛 < 0.00463 < 0.00814
Δ𝜑𝐼𝑛 < 0.148 < 0.19
𝜎𝑖𝜂𝑖𝜂 < 0.0126 < 0.0457
H/E < 0.05 + 1.16/𝐸𝑆𝐶 + 0.0324𝜌/𝐸𝑆𝐶 < 0.05 + 2.54/𝐸𝑆𝐶 + 0.183𝜌/𝐸𝑆𝐶

|𝑑0,𝑏𝑠| < 0.05 < 0.10
|𝑑𝑧,𝑏𝑠| < 0.10 < 0.20

|1/𝐸 − 1/𝑝| < 0.209 < 0.132
IsoPF/𝑝T < 0.198 + 0.506/𝑝𝑇,𝑒𝑙𝑒 < 0.203 + 0.963/𝑝𝑇,𝑒𝑙𝑒

Missing Hits ≤ 2 ≤ 3
Pass conversion veto

Table 5.8: Reconstructed identification and isolation criteria fulfilling the loose cut-
based ID for electron selection used as a veto on 𝑊± events with additional leptons
present.

5.6.3 Muons

Muons originating from a candidate 𝑊± or 𝑍 boson are required to pass the stan-

dard cut-based identification with an additional requirement on muon isolation. The

thresholds for observables required to pass this requirement are listed in Table 5.9.

Descriptions of the observables are provided below. As in the electron channel, the

𝑊± boson selection requires the absence of additional leptons in an event which pass

the loose cut-based ID. The criteria for muons is listed in Table 5.10.

Muon Observables

∙ Global Muon & PF Muon: Muon candidate is successfully reconstructed by

these algorithms

∙ 𝜒2/ndof: Quality of the muon track fit, require convergence of the fit.

∙ Number of Valid Hits: Number of muon system hits included in the global

muon reconstruction. Global muons rarely have 0 valid hits.

∙ Number of Matched Stations: Number of muon segments in the muon

stations
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∙ Number of Pixel Hits: Activity in the pixel tracker associated with the

muon removes muons from backgrounds such as cosmic rays and decay-in-flight

of pions and kaons.

∙ Number of Tracker Hits: Similar to the pixel tracker requirements, the total

number of tracker hits can further reduce backgrounds from decay-in-flight.

∙ |𝑑0,𝑏𝑠|, |𝑑𝑧,𝑏𝑠|: Impact parameters 𝑑0 and 𝑑𝑧 are defined as the distance of closest

approach of a track to the primary interaction vertex. Removes muons from

displaced vertices and cosmic rays.

∙ Isolation: Muons originating from heavy flavor decays often have other leptons

and light mesons nearby, and are therefore less isolated.

Observable Value/Range
𝑝T > 25 GeV
|𝜂| < 2.4
ID GlobalMuon
ID PFMuon

𝜒2/ndof < 10
# Valid Mu Hits ≥ 1

# Matched Stations ≥ 2
# Tracker Layers ≥ 6
# Valid Pixel Hits ≥ 1

|𝑑0,𝑏𝑠| < 0.2
|𝑑𝑧,𝑏𝑠| < 0.5

IsoPF/𝑝T < 0.15

Table 5.9: Reconstructed identification and isolation criteria fulfilling the cut-based
ID with tight isolation requirement for muon selection.

Observable Value/Range
𝑝T > 10 GeV
|𝜂| < 2.4
ID GlobalMuon OR TrackerMuon
ID PFMuon

Table 5.10: Reconstructed identification and isolation criteria for identifying addi-
tional muons used as a veto on 𝑊± boson events.
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Chapter 6

Acceptance

6.1 Acceptance Calculation

The acceptance, 𝐴, for 𝑊± and 𝑍 boson events is the fraction of simulated events

producing decay products within the fiducial volume satisfying the geometric and

kinematic requirements. The specific requirements are 𝑝T > 25GeV and |𝜂| < 2.4 for

both electrons and muons (Table 6.1). An additional requirement on transverse mass,

𝑚T > 40GeV, is applied for 𝑊± events. For 𝑍 events, only those which are generated

with 60GeV ≤ M𝑙𝑙 ≤ 120GeV are considered. Generator-level acceptance can be

Observable Muon Electron
|𝜂| < 2.4 < 2.4
𝑝𝑇 > 25 GeV > 25 GeV

Table 6.1: Kinematic and fiducial requirements for leptons.

computed before and after the effects of final-state radiation (FSR) are simulated.

The acceptance values for 𝑊+, 𝑊−, and 𝑍 bosons are calculated from amc@nlo

with NNPDF3.1 PDF and pythia 8.2 for parton showering are shown in Table 6.2

(Table 6.3) for
√
𝑠 = 5.02TeV (

√
𝑠 = 13TeV). The post-FSR column indicates

that the leptons have undergone bremsstrahlung, and the dressed lepton category

incorporates final state radiation photons into the lepton kinematics. This is done

by identifying any photons which are within Δ𝑅 < 0.1 of the lepton and adding
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them back to the lepton momentum vector. Statistical uncertainty in the generator-

level acceptance is negligible. Additional uncertainties from theoretical sources are

discussed in the next section.

Process 𝐴𝐺𝑒𝑛(Post− FSR) 𝐴𝐺𝑒𝑛(Dressed)
𝑊 → 𝑒+𝜈 0.535 0.556
𝑊 → 𝑒−𝜈 0.504 0.521
𝑊 → 𝑒𝜈 0.523 0.542
𝑍 → 𝑒𝑒 0.445 0.468
𝑊 → 𝜇+𝜈 0.548 0.555
𝑊 → 𝜇−𝜈 0.514 0.518
𝑊 → 𝜇𝜈 0.535 0.541
𝑍 → 𝜇𝜇 0.461 0.468

Table 6.2: Acceptance for post-FSR and dressed leptons at
√
𝑠 = 5.02TeV.

Process 𝐴𝐺𝑒𝑛(Post− FSR) 𝐴𝐺𝑒𝑛(Dressed)
𝑊 → 𝑒+𝜈 0.418 0.434
𝑊 → 𝑒−𝜈 0.434 0.449
𝑊 → 𝑒𝜈 0.425 0.440
𝑍 → 𝑒𝑒 0.360 0.378
𝑊 → 𝜇+𝜈 0.427 0.433
𝑊 → 𝜇−𝜈 0.443 0.448
𝑊 → 𝜇𝜈 0.434 0.439
𝑍 → 𝜇𝜇 0.372 0.378

Table 6.3: Acceptance for post-FSR and dressed leptons at
√
𝑠 = 13TeV.

6.2 Systematic Uncertainty

Uncertainties in the measurement due to theoretical predictions are studied by using

the acceptance and comparing baseline values to alternate predictive models. The

differences are taken as the uncertainties.

PDF uncertainties

The proton PDFs describe the momentum probability distributions of quarks and

gluons within the proton, and are obtained by fitting to experimental data. Several

different collaborations produce PDFs, with derivations using different techniques
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and different datasets. Methods for evaluating uncertainties in the PDFs due to

uncertainties in their parameters are also provided, generally in the form of error PDFs

with a ±1𝜎 variation on each parameter value. NNPDF provides replica PDFs which

are created by using a Monte Carlo technique to sample the probability distributions

of observables. Following the procedure outlined in Reference [46], the uncertainty

in acceptance due to the PDF uncertainties is taken as the standard deviation of the

replica set acceptance values. Results are listed in Table 6.4 and Table 6.5.

Resummation and NNLO QCD

For low-𝑝T boson production, the fixed order calculations are unreliable due to soft

gluon emissions producing logarithmic divergences in the cross section calculation

[91]. Resummation of the logarithmic terms is included as one of the components

of the boson production cross section, and different tools can provide predictions

to different orders of accuracy. Parton shower models with leading logarithmic

(LL) accuracy (e.g. pythia, sherpa, herwig [88, 92, 93]) can be combined with

fixed-order calculations (e.g. amc@nlo, minlo, powheg) to provide full event de-

scriptions [82, 86, 94, 95]. Higher-order resummation terms can be matched to the

fixed-order calculations to provide accurate predictions over the entire boson 𝑝T

range [96, 97]. The primary simulations are provided by amc@nlo, interfaced to

pythia 8 for parton showering and MadGraph 5 for the hard-scatter matrix ele-

ment calculations. Resummation to LL is provided by pythia 8 and QCD calcula-

tions to NLO are provided by MadGraph 5. Higher-order descriptions—NNLO for

perturbative QCD and next-to-next-to-leading-logarithmic (NNLL) for resummation

of soft QCD effects—are provided by resbos [98–100] for
√
𝑠 = 13TeV and DY-

TURBO using the CT14 [101] NNLO PDF set for
√
𝑠 = 13TeV and

√
𝑠 = 5.02TeV

as no resbos grids exist yet for
√
𝑠 = 5.02TeV. Differences in acceptance predictions

between the baseline sample with QCD to NLO and resummation to LL and the DY-

TURBO prediction with QCD to NNLO and resummation to NNLL are taken as the

uncertainties.
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Higher-Order QCD

Perturbative QCD predictions for 𝑊 and 𝑍 boson production are currently only

available to NNLO [102, 103]. To estimate the effect of the missing higher-order

terms of the expansion, the renormalization (𝜇𝑅) and factorization (𝜇𝐹 ) scales are

varied by a factor of 2 from their baseline value, i.e. baseline 𝜇 =𝑀𝑊 with variations

𝜇 =𝑀𝑊/2 and 𝜇 = 2𝑀𝑊 . Acceptance computed for each combination of 𝜇𝑅 and 𝜇𝐹

variations is compared to the baseline acceptance value and the maximum difference

is used to estimate the uncertainty due to missing higher-order QCD terms. Results

(as a percentage of the acceptance) are shown in Table 6.4 and Table 6.5.

Electroweak Corrections

The electroweak corrections include both types of radiative photon corrections—final

state radiation(FSR) and higher-order corrections in 𝛼. Final state radiation is pho-

tons originating from the final state leptons. Higher-order electroweak include radi-

ated photons originating from the 𝑊 or 𝑍 boson as well as loop corrections. The

baseline sample uses pythia 8 which provides electroweak calculations to LO. To esti-

mate the effect of the NLO electroweak terms, photos [104] is used as a comparison.

Because photos cannot be interfaced to the amc@nlo generator, two additional sets

of simulations are produced using powheg as a generator, interfaced with photos or

pythia 8. The difference in acceptance values between the two simulations is taken

to be the uncertainty due to FSR modeling and missing higher-order electroweak

terms.

Source 𝑊+ 𝑊− 𝑊 𝑊+/𝑊− 𝑍 𝑊+/𝑍 𝑊−/𝑍 𝑊/𝑍

QCD 0.273 0.221 0.249 0.058 0.242 0.166 0.133 0.151
PDF 0.388 0.349 0.350 0.253 0.404 0.249 0.209 0.194

Resummation 0.705 0.638 0.679 0.067 0.391 0.317 0.251 0.291
EWK & FSR 0.333 0.247 0.214 0.275 0.083 0.414 0.140 0.297

Total [%] 0.91 0.80 0.83 0.38 0.62 0.60 0.38 0.48

Table 6.4: Uncertainties (as % of acceptance) from theory sources for all muon channel
measurements at

√
𝑠 = 13TeV.
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Source 𝑊+ 𝑊− 𝑊 𝑊+/𝑊− 𝑍 𝑊+/𝑍 𝑊−/𝑍 𝑊/𝑍

QCD 0.262 0.233 0.243 0.080 0.251 0.118 0.147 0.127
PDF 0.386 0.348 0.351 0.253 0.412 0.241 0.212 0.192

Resummation 0.637 0.638 0.639 0.002 0.379 0.258 0.260 0.260
EWK & FSR 0.140 0.058 0.186 0.108 0.048 0.090 0.198 0.137

Total [%] 0.80 0.76 0.79 0.28 0.61 0.38 0.41 0.37

Table 6.5: Uncertainties from theory sources (as % of acceptance value) for muon
channels at

√
𝑠 = 13TeV.

Source 𝑊+ 𝑊− 𝑊 𝑊+/𝑊− 𝑍 𝑊+/𝑍 𝑊−/𝑍 𝑊/𝑍

QCD 0.246 0.155 0.211 0.138 0.203 0.447 0.357 0.412
PDF 0.121 0.188 0.103 0.225 0.179 0.230 0.251 0.212

Resummation 0.239 0.342 0.274 0.102 0.143 0.098 0.200 0.132
EWK & FSR 0.333 0.247 0.214 0.275 0.083 0.414 0.140 0.297

Total [%] 0.49 0.49 0.42 0.39 0.31 0.66 0.50 0.56

Table 6.6: Uncertainties (as % of acceptance) from theory sources for all electron
channel measurements at

√
𝑠 = 5.02TeV.

Source 𝑊+ 𝑊− 𝑊 𝑊+/𝑊− 𝑍 𝑊+/𝑍 𝑊−/𝑍 𝑊/𝑍

QCD 0.244 0.199 0.226 0.136 0.193 0.435 0.392 0.418
PDF 0.115 0.188 0.102 0.223 0.175 0.223 0.248 0.206

Resummation 0.168 0.397 0.255 0.228 0.154 0.016 0.243 0.101
EWK & FSR 0.140 0.058 0.186 0.108 0.048 0.090 0.198 0.137

Total [%] 0.34 0.48 0.40 0.36 0.30 0.50 0.56 0.49

Table 6.7: Uncertainties from theory sources (as % of acceptance value) for muon
channels at

√
𝑠 = 5.02TeV.
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Chapter 7

Lepton Efficiency Scale Factors

The efficiency of the trigger and reconstruction and identification steps for leptons

is non-unity and differs between simulation and data. Determining the efficiency of

the reconstruction and identification stages in simulation and data provides a scale

factor 𝜖𝑑𝑎𝑡𝑎/𝜖𝑀𝐶 for each lepton to effectively match the reconstruction efficiency of

simulation to data. The scale factor is applied to the simulated signal and background

samples to emulate the lepton reconstruction and identification efficiency expected in

data. Efficiency scale factors are derived for leptons in |𝜂| < 2.4 and 𝑝T > 25GeV,

with sufficient 𝑝T and 𝜂 granularity chosen to separate behavior in different kinematic

regions and detector geometries. The factorization of the efficiency categories for

electrons is shown in Equation 7.1 and for muons in Equation 7.2.

𝜖𝑒 = 𝜖𝐺𝑆𝐹+𝑆𝑒𝑙+𝐼𝑆𝑂 × 𝜖𝑇𝑟𝑖𝑔𝑔𝑒𝑟 (7.1)

𝜖𝜇 = 𝜖𝑆𝑒𝑙+𝐼𝑆𝑂+𝑇𝑟𝑘 × 𝜖𝑆𝑡𝑎 × 𝜖𝑇𝑟𝑖𝑔𝑔𝑒𝑟 (7.2)

The efficiency categories for electrons are:

∙ 𝜖𝐺𝑆𝐹+𝑆𝑒𝑙+𝐼𝑆𝑂: Efficiency of reconstructing a GSF electron which passes the

electron selection requirements

∙ 𝜖𝑇𝑟𝑖𝑔𝑔𝑒𝑟: Efficiency of a GSF electron passing selection requirements being se-

lected by the trigger
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Likewise the categories for muons are:

∙ 𝜖𝑆𝑡𝑎: Efficiency for a global muon to be matched to the standalone muon system

∙ 𝜖𝑆𝑒𝑙+𝐼𝑠𝑜+𝑇𝑟𝑘: Efficiency of a standalone muon to be matched to a global muon

with tracker hits as well as satisfying the muon selection and isolation criteria

∙ 𝜖𝑇𝑟𝑖𝑔𝑔𝑒𝑟: Efficiency of a fully reconstructed muon passing selection requirements

also being selected by the trigger

In the simulated 𝑍 → ℓℓ events, it is further required that both of the leptons be

matched with Δ𝑅 < 0.5 to a generator-level lepton originating from the 𝑍 boson.

7.1 Tag and Probe

A tag-and-probe method is employed on the 𝑍 → ℓℓ sample, with leptons required

to have 𝑝T > 25GeV and |𝜂| < 2.4. 𝑍 → ℓℓ events provide a high-purity sample of

high-𝑝T leptons which have similar kinematic properties to those also present in the

leptonic 𝑊 boson decays [105]. Tag leptons are required to pass the standard analysis

selection cuts as well as be matched to the appropriate trigger. Probe leptons are then

selected from leptons passing the loose kinematic cuts of 𝑝𝑇 > 25 GeV, |𝜂| < 2.4, and

producing a tag+probe invariant mass in the range 60GeV ≤ M𝑙𝑙 ≤ 120GeV. Probes

are classified by their ability to pass a set of criteria depending on the efficiency

category being studied. Calculation of the efficiency is described in Section 7.2.

Lepton efficiencies are calculated based on the probe 𝑝T and 𝜂. Binning by 𝜂 is

listed in Table 7.1 and binning by 𝑝T is listed in Table 7.2. Identical (𝑝T, 𝜂) binning is

used at
√
𝑠 = 5.02TeV and

√
𝑠 = 13TeV for a given category. The trigger efficiency

for all channels is derived with positively and negatively charged categories separated,

while the charges are combined for the other categories [106]. Electron efficiency 𝜂

binning includes a category specifically to accommodate the gap between the endcap

and barrel which contains a large amount of inactive material and has a significantly

lower efficiency than other areas.
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Channel 𝜂 bins
Muon -2.4, -2.1, -1.6, -1.2, -0.9, -0.3, 0, 0.3, 0.9, 1.2, 1.6, 2.1, 2.4

Electron -2.4, -2.0, -1.566, -1.4442, -1.0, -0.5, 0, 0.5, 1.0, 1.4442, 1.566, 2.0, 2.4

Table 7.1: 𝜂 bin boundaries for each lepton channel. Bins are chosen based on the
geometry of the muon system and ECAL.

Category Channel 𝑝T bins [ GeV ]
Trigger electron, muon 25, 26.5, 28, 29.5, 31, 32.5, 35, 40, 45, 50, 60, 80, ∞

GSF+ID+Iso electron
Standalone muon 25, 35, 50, ∞

Selection+Iso muon

Table 7.2: 𝑝T bin boundaries used for each efficiency category. Trigger efficiency
includes finer bins at lower 𝑝T to capture any trigger turn-on effects. Other categories
are relatively stable with respect to 𝑝T.

7.2 Fitting Method

Probes are classified into a "pass" and "fail" category for efficiency type being studied.

The number of passing and failing 𝑍 → 𝑙𝑙 events determine the efficiency as shown

in Equation 7.3. For simulated samples, which are pure 𝑍 → ℓℓ, 𝑁𝑝𝑎𝑠𝑠 and 𝑁𝑓𝑎𝑖𝑙 can

be determined by counting the number of events in each category per (𝑝T, 𝜂) bin.

𝜖 =
𝑁𝑝𝑎𝑠𝑠

𝑁𝑝𝑎𝑠𝑠 +𝑁𝑓𝑎𝑖𝑙

(7.3)

Data may also include background events in addition to the 𝑍 → ℓℓ signal events,

particularly the failing probe categories which can have significant contributions from

non-resonant backgrounds such as QCD. A fit is performed with the 𝑍 → ℓℓ signal

described by the reconstructed M𝑙𝑙 distribution from simulation convolved with a

Gaussian, and a background described by an analytic function. The choice of analytic

function depends on the category of efficiency, and more complicated functions are

used to model effects in categories with larger background contributions. The primary

background models are:

∙ Exponential (1 free parameter) for categories with relatively low background

contribution. Used as background model for all ’pass’ categories as well as the
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’fail’ category for muon selection+isolation+track efficiency.

∙ Gaussian Error function × Exponential 𝑓(𝑥) = 𝑒𝑟𝑓(𝑏(𝑎− 𝑥))𝑒𝑐(𝑥−𝑀𝑍)

(3 free parameters) Used for ’fail’ category of electron GSF+Selection efficiency.

High 𝑝T requirements for tag and probe result in kinematic turn-on in M𝑙𝑙

spectrum, which can be described with this model.

∙ Quadratic polynomial (3 free parameters) for muon standalone efficiency.

This category has a lower resolution and relatively large background contribu-

tion in the failing probe category and cannot be fit with the exponential.

After construction of the signal and background models, the passing and failing cat-

egories for a given kinematic bin are simultaneously fit with Equations 7.4 and 7.5

to extract 𝜖. Examples of the fit are shown in Figure 7-1.The events in the category

of 𝜖𝐻𝐿𝑇 have negligible background, and 𝜖 is determined by counting events in the

"pass" and "fail" categories.

𝐹 𝑝𝑎𝑠𝑠 (𝑚𝑙𝑙) = 𝜖×𝑁𝑡𝑜𝑡 × 𝐹 𝑝𝑎𝑠𝑠
𝑠𝑖𝑔 (𝑚𝑙𝑙) +𝑁𝑝𝑎𝑠𝑠

𝑏𝑘𝑔 × 𝐹 𝑝𝑎𝑠𝑠
𝑏𝑘𝑔 (𝑚𝑙𝑙) (7.4)

𝐹 𝑓𝑎𝑖𝑙 (𝑚𝑙𝑙) = (1− 𝜖)×𝑁𝑡𝑜𝑡 × 𝐹 𝑓𝑎𝑖𝑙
𝑠𝑖𝑔 (𝑚𝑙𝑙) +𝑁 𝑓𝑎𝑖𝑙

𝑏𝑘𝑔 × 𝐹 𝑓𝑎𝑖𝑙
𝑏𝑘𝑔 (𝑚𝑙𝑙) (7.5)

7.3 Modeling and Systematic Uncertainties

Uncertainties in the efficiency factors is evaluated for sources including signal model

choice, background model choice, and tag selection. The variations in the scale factors

is propagated to the discriminant distributions used in the final fit.

7.3.1 Evaluating Model Differences

Uncertainties in the scale factors are evaluated as coming from model-dependence of

results on the signal and background shapes. These include the FSR model, generator,

and background model. Additionally, the impact of the minimum tag selection 𝑝T is

evaluated. The impact of the model assumptions is evaluated by generating a set of
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simulated datasets from the M𝑙𝑙 distribution describing the original efficiency model

and fitting with the alternative models. The pull, (𝜖𝑚𝑒𝑎𝑠 − 𝜖𝑡𝑟𝑢𝑒)/𝜎𝑚𝑒𝑎𝑠, for each trial

is calculated, and the mean pull per 𝑝T-𝜂 bin is taken to be the uncertainty due to

the alternate model.

Generator Model

amc@nlo vs. powheg: The primary signal simulation for this analysis is gen-

erated by MadGraph 5_amc@nlo interfaced to pythia 8 for parton showering.

One of the features of amc@nlo is that it allows for negative event weights arising

from loop diagrams at NLO. Another event generator, powheg, disallows this and

instead calculates to LO in the kinematic region where negative values would ap-

pear. To estimate the kinematic differences between these two approaches, samples

with amc@nlo and powheg 2 (both interfaced to pythia 8 for parton showering)

are compared. New signal models are created from the powheg M𝑙𝑙 distributions

convolved with a Gaussian.

Final-State Radiation Model

pythia vs. photos: Final state radiation and higher-order electroweak corrections

for the main set of simulations is performed by pythia 8. As described in Chap-

ter 6.2, differences in the order of FSR and electroweak corrections are estimated by

comparing pythia and photos with both interfaced to powheg. Post-FSR infor-

mation from these samples are used to reweight the reconstructed M𝑙𝑙 distributions

from the primary amc@nlo +pythia 8 simulation. The reweighted M𝑙𝑙 distributions

are used to create alternative fitting models.

Background Model

The 𝑍 → ℓℓ events generally provide a clean signature with minimal background, but

there can be significant backgrounds from QCD or W+jets primarily appearing in the

probes failing the reconstruction and selection categories. In the fits, the backgrounds

are modeled with analytic functions as described below.
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∙ exponential for all passing categories and muon selection+isolation+track ef-

ficiency

∙ exponential × erf for electron GSF ID+Isolation efficiency

∙ quadratic polynomial for muon standalone efficiency failing probes

The alternate set of fitting functions is constructed with:

∙ power law 𝑓(𝑥) ∝ 𝑥−𝑘, 𝑘 ≥ 0 for alternative model in all categories. Able to

describe the falling M𝑙𝑙 spectrum in the low-background categories as well as

the

Examples of a muon standalone efficiency fit using the standard quadratic function

and the alternative power law model are shown in Figure 7-1.

Tag Selection Uncertainty

Uncertainty due to the selection criteria of the tag lepton are evaluated by directly

comparing the impact of efficiency scale factors using the standard cut (𝑝T > 25GeV)

to efficiency scale factors derived using tag leptons with 𝑝T > 30GeV.

7.3.2 Statistical Uncertainty

Statistical uncertainties in the efficiency scale factor are taken from the average over

all variations on the measurement. The statistical uncertainty for a single (𝑝T, 𝜂) bin

is treated as Poisson, as given in Ref. [107]. Uncertainties for a given (𝑝T, 𝜂) bin are

correlated across all events containing leptons in the bin, while the uncertainties from

separate (𝑝T, 𝜂) bins are treated as uncorrelated. Individual categories (reconstruc-

tion, identification and isolation, trigger, etc.) are also treated as uncorrelated. The

overall impact on the signal yield from the efficiency scale factor statistical uncertain-

ties for the electron and muon channels in
√
𝑠 = 5.02TeV and

√
𝑠 = 13TeV are listed

in Table 7.3.
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Figure 7-1: Examples of passing (top) and failing (bottom) probes from the same
(𝑝T, 𝜂) bin in the muon standalone efficiency category. The baseline efficiency value
is determined using a fit with a quadratic polynomial background model (left) and
uncertainties due to background model choice are evaluated using a fit with a power
law background (right).

(13 TeV) electron [%] muon [%]
𝑊+ 0.489 0.291
𝑊− 0.485 0.278
𝑍 0.498 0.283

(5 TeV) electron [%] muon [%]
𝑊+ 0.489 0.245
𝑊− 0.471 0.231
𝑍 0.526 0.268

Table 7.3: Statistical uncertainty (as % of total) in the efficiency scale factor cal-
culations on the 𝑊+, 𝑊−, and 𝑍 boson acceptance at

√
𝑠 = 13TeV (left) and√

𝑠 = 5.02TeV (right).
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Source 𝑊+ 𝑊− 𝑊 𝑊+/𝑊− 𝑍 𝑊+/𝑍 𝑊+/𝑍 𝑊/𝑍

FSR 0.191 0.169 0.181 0.021 0.238 0.049 0.070 0.058
MC 0.073 0.067 0.070 0.006 0.094 0.023 0.029 0.025

Background 0.007 0.008 0.008 0.000 0.012 0.002 0.002 0.002
Tag pT 0.033 0.038 0.035 0.004 0.093 0.058 0.054 0.056

Statistical 0.286 0.278 0.202 0.009 0.279 0.008 0.001 0.076
Total [%] 0.35 0.33 0.28 0.00 0.39 0.07 0.08 0.10

Table 7.4: Uncertainties on the lepton efficiency scale factors for the muon channel
in 13 TeV

Source 𝑊+ 𝑊− 𝑊 𝑊+/𝑊− 𝑍 𝑊+/𝑍 𝑊+/𝑍 𝑊/𝑍

FSR 0.081 0.080 0.081 0.001 0.166 0.087 0.089 0.085
MC 0.057 0.057 0.056 0.000 0.093 0.038 0.038 0.036

Background 0.056 0.053 0.055 0.004 0.099 0.041 0.044 0.045
Tag pT 0.016 0.018 0.017 0.001 0.047 0.066 0.067 0.063

Statistical 0.489 0.486 0.349 0.001 0.488 0.002 0.003 0.137
Total [%] 0.50 0.50 0.36 0.00 0.53 0.11 0.11 0.18

Table 7.5: Uncertainties on the lepton efficiency scale factors for the electron channel
in 13 TeV

Source 𝑊+ 𝑊− 𝑊 𝑊+/𝑊− 𝑍 𝑊+/𝑍 𝑊+/𝑍 𝑊/𝑍

MC 0.09 0.08 0.09 0.00 0.15 0.07 0.07 0.07
FSR 0.17 0.15 0.32 0.01 0.27 0.23 0.26 0.24

Bkg Model 0.01 0.01 0.01 0.01 0.00 0.01 0.01 0.01
Tag pT 0.48 0.49 0.48 0.01 0.88 0.45 0.45 0.45

stat 0.25 0.24 0.20 0.32 0.26 0.38 0.36 0.35

Total [%] 0.56 0.56 0.61 0.32 0.96 0.62 0.62 0.61

Table 7.6: Summary of the propagated muon efficiency systematic uncertainties at 5
TeV.
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Source 𝑊+ 𝑊− 𝑊 𝑊+/𝑊− 𝑍 𝑊+/𝑍 𝑊+/𝑍 𝑊/𝑍

MC 0.00 0.00 0.00 0.00 0.02 0.00 0.00 0.00
FSR 0.01 0.01 0.01 0.00 0.13 0.15 0.15 0.15

Bkg Model 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Tag pT 0.02 0.02 0.02 0.01 0.06 0.03 0.04 0.04

stat 0.50 0.49 0.44 0.67 0.51 0.75 0.74 0.72

Total [%] 0.50 0.49 0.44 0.66 0.52 0.76 0.75 0.73

Table 7.7: Summary of the propagated electron efficiency systematic uncertainties at
5 TeV.

7.4 Results

Tables listing the scale factors for each category and (𝑝T, 𝜂) bin and figures comparing

the efficiencies in data and simulation are provided in Appendix A.
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Chapter 8

Other Corrections

8.1 Lepton Momentum Corrections

Reconstructed lepton momenta require additional corrections in data and simulation

to ensure agreement of observable distributions. Several sources which are not fully

modeled in the simulation, such as detector alignment, reconstruction software, and

magnetic field uncertainty are encompassed by these additional corrections. These

effects generally apply to both muons and electrons, but the magnitude of the overall

correction is much smaller for muons. Scale factors align the maximum of the 𝑍 → ℓℓ

M𝑙𝑙 distribution observed in data to the expected value, while the resolution of lepton

momentum reconstruction in simulation is corrected to match data.

8.1.1 Electron Energy Scale and Resolution

Electron energy is corrected at the ECAL cluster energy level. Corrections are derived

for separate categories of observables such as 𝜂, and 𝐸T, with data further separated

by run number. The scale factors for the data correction are derived by fitting a Breit-

Wigner function [108] convolved with a Crystal-Ball function [109,110] to the dilepton

invariant mass distribution for 𝑍 → 𝑒𝑒 events. The scale factor is the difference be-

tween the expected dilepton mass and the maximum determined by this fit. Smearing

factors are likewise determined by using the simulated 𝑍 boson invariant mass dis-

77



tribution as a probability density function in a maximum likelihood fit, and using

the residual to derive a correction factor. Applying this with a Gaussian smearing is

sufficient to describe the data for all categories [111]. Systematic uncertainties related

to the energy scale and resolution corrections are computed as the difference between

locations of the maximum of the 𝑍 → 𝑒𝑒 M𝑙𝑙 distribution from varying electron cat-

egorization. Scale and resolution corrections are derived using the method described

above, from 𝑍 → 𝑒𝑒 simulation and the 2017H (
√
𝑠 = 13TeV) single electron trigger

dataset. Due to changing detector conditions and calibration, scale corrections are

dependent on run number. Scale corrections for the 2017G (
√
𝑠 = 5.02TeV) dataset

are based on the 2017H Run Number 306936. As these data were taken nearly consec-

utively, the LHC and detector conditions are sufficiently similar to produce adequate

results for events from all categories considered. The M𝑙𝑙 distributions before and

after applying electron energy scale corrections are shown in Figure 8-1 (Figure 8-2)

for
√
𝑠 = 13TeV (

√
𝑠 = 5.02TeV).

8.1.2 Muon Momentum Corrections

As with electrons, muon momentum measurements include the need for corrections,

though the effect is much smaller than for electrons. Corrections are derived from

average lepton 𝑝T and 𝑍 → 𝜇𝜇 invariant mass distribution, so that the maximum and

width of the 𝑍 → 𝜇𝜇 invariant mass in simulation matches data [112]. A single set

of corrections is used for the entirety of 2017 data-taking. Distributions of 𝑍 → 𝜇𝜇

M𝑙𝑙 before and after applying muon momentum corrections are shown in Figure 8-3

(Figure 8-4) for
√
𝑠 = 5.02TeV (

√
𝑠 = 13TeV).

8.2 ECAL L1 Trigger Prefiring

Radiation damage to the PbWO4 crystals in the ECAL result in color centers form-

ing within the crystal lattice, reducing transparency and altering light propagation

through the crystal. Corrections to account for this effect were light transmission were

not applied in a way which completely removed the timing drift. Trigger primitives
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Figure 8-1: 𝑍 → 𝑒𝑒 dilepton mass spectrum at
√
𝑠 = 13TeV, with (right) and without

(left) electron energy scale and resolution corrections.
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Figure 8-2: 𝑍 → 𝑒𝑒 dilepton mass spectrum at
√
𝑠 = 5.02TeV, with (right) and

without (left) electron energy scale and resolution corrections.
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Figure 8-3: 𝑍 → 𝜇𝜇 dilepton mass spectrum at
√
𝑠 = 5.02TeV, with (right) and

without (left) muon momentum corrections.
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Figure 8-4: 𝑍 → 𝜇𝜇 dilepton mass spectrum at
√
𝑠 = 13TeV, with (right) and

without (left) muon momentum corrections.
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(TPs) in the forward regions of ECAL, 2.0 < |𝜂| < 3.0, were affected by the timing

drift during the 2017 data-taking period. TPs in the forward ECAL region could be

incorrectly associated with the prior bunch crossing, an effect described as "prefiring".

The global trigger rules disallow the collection of consecutive bunch crossings, and no

more than one event accepted per three consecutive bunch crossings. Therefore events

susceptible to prefiring will be discarded by the trigger while the prior event will be

read out. The prefiring effect is not described in simulation, and rates of prefiring due

to large ECAL deposits are studied for jets and photons. Prefiring efficiency scale

factors are calculated for an event based on the kinematics of the photons and jets,

as described in Equation 8.1.

Figure 8-5: Pre-firing probability maps for photons (left) and jets (right) for 2017G
(
√
𝑠 = 5.02TeV). The 𝑧 − axis represents the probability of an object with (𝑝T, 𝜂)

causing pre-firing. Objects with higher 𝑝T and |𝜂| ∼ 3 are more likely to cause
pre-firing. Objects with |𝜂| < 2 do not cause pre-firing.

𝜖𝑝𝑟𝑒𝑓 = 1− 𝑃 (prefire) =
∏︁

𝑖=𝛾,𝑗𝑒𝑡𝑠

(1− 𝜖𝑝𝑟𝑒𝑓𝑖 (𝜂, 𝑝𝑇 )) (8.1)

In cases where a photon and jet overlap (with Δ𝑅 < 0.4), 𝜖𝑖 = max(𝜖𝛾, 𝜖𝑗𝑒𝑡). Prefir-

ing rates by (𝑝T, 𝜂) for jets and photons are shown in Figure 8-5 for 2017G (
√
𝑠 =

5.02TeV) and Figure 8-6 for 2017H (
√
𝑠 = 13TeV). These are derived from a tag-

and-probe method using the trigger rules to select a set of "un-prefireable" events as a

reference value. Per-event prefiring efficiency scale factors are applied to all simulated

samples. Correction factors on the 𝑊± and 𝑍 boson yields are listed in Table 8.1 for
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Figure 8-6: Pre-firing probability maps for photons (left) and jets (right) for 2017H
(
√
𝑠 = 13TeV). The 𝑧 − axis represents the probability of an object with (𝑝T, 𝜂)

causing pre-firing. Objects with higher 𝑝T and |𝜂| ∼ 3 are more likely to cause
pre-firing. Objects with |𝜂| < 2 do not cause pre-firing.

2017G (
√
𝑠 = 5.02TeV) and Table 8.2 for 2017H (

√
𝑠 = 13TeV). Uncertainties in the

prefiring rate per object are taken to be the maximum of the statistical uncertainty or

20% of the prefiring rate for the particular (𝑝T, 𝜂) bin. The effect of prefiring on the

𝑍 → 𝑒𝑒 rapidity distribution for 2017G (2017H) is shown in Figure 8-7 (Figure 8-8).

These figures also demonstrate the effectiveness of the corrections at mitigating the

effects of prefiring on forward events.

Figure 8-7: 𝑍 → 𝑒𝑒 rapidity before (left) and after (right) pre-firing corrections,
2017G (

√
𝑠 = 5.02TeV). Uncertainty (gray) shows ±1𝜎 deviation from central value

of prefiring efficiency per event.
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Process Jets Photons Total
𝑊 → 𝑒+𝜈 0.990 0.977 0.975
𝑊 → 𝑒−𝜈 0.990 0.978 0.976
𝑍 → 𝑒𝑒 0.986 0.961 0.959
𝑊 → 𝜇+𝜈 0.989 0.998 0.988
𝑊 → 𝜇−𝜈 0.989 0.999 0.989
𝑍 → 𝜇𝜇 0.985 0.999 0.985

Table 8.1: Impact of prefiring on the reconstruction efficiency of each of the 𝑊+,
𝑊−, and 𝑍 boson channels for the

√
𝑠 = 5.02TeV (2017G) dataset. Corrections

are applied differentially and table reports total efficiency integrated over full phase
space. The "Total" column includes proper counting of overlapping objects and is
the total efficiency scale factor due to pre-firing.

Process Jets Photons Total
𝑊 → 𝑒+𝜈 0.989 0.970 0.967
𝑊 → 𝑒−𝜈 0.990 0.974 0.971
𝑍 → 𝑒𝑒 0.988 0.964 0.962
𝑊 → 𝜇+𝜈 0.990 0.996 0.988
𝑊 → 𝜇−𝜈 0.991 0.997 0.989
𝑍 → 𝜇𝜇 0.989 0.997 0.987

Table 8.2: Impact of prefiring on the reconstruction efficiency of each of the 𝑊+,
𝑊−, and 𝑍 boson channels for the

√
𝑠 = 13TeV (2017H) dataset. Corrections are

applied differentially and table reports total efficiency integrated over full phase space.
The "Total" column includes proper counting of overlapping objects and is the total
efficiency scale factor due to pre-firing.
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Figure 8-8: 𝑍 → 𝑒𝑒 rapidity before (left) and after (right) pre-firing corrections,
2017H (

√
𝑠 = 13TeV). Uncertainty (gray) shows ±1𝜎 deviation from central value of

prefiring efficiency per event.

8.3 Charge misidentification

In electrons, charge determination in event reconstruction can be affected by brems-

strahlung photons converting to electron-positron pairs close to the original electron

track. This can potentially cause the GSF track reconstruction to incorporate addi-

tional information which results in the incorrect charge being assigned to the recon-

structed electron. The rate at which this occurs can be determined from the number

of events in a 𝑍 → 𝑒+𝑒− sample where the 𝑒+𝑒− pairs are reconstructed with charges

of opposite-sign (OS) or same-sign (SS). Cases where both or neither charge is recon-

structed properly result in an OS event, while one correct and one incorrect charge

assignment result in a SS event. Given a charge misidentification rate of 𝑓misID and a

total number of 𝑍 → 𝑒𝑒 events 𝑁𝑍 = 𝑁𝑂𝑆 +𝑁𝑆𝑆, the number of expected OS events

(𝑁𝑂𝑆) and SS events (𝑁𝑆𝑆) is described in Equation 8.2.

𝑁𝑂𝑆 = (1− 𝑓misID)
2 ×𝑁𝑍 + 𝑓 2

misID ×𝑁𝑍

𝑁𝑆𝑆 = 2× 𝑓misID(1− 𝑓misID)×𝑁𝑍

(8.2)
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Given that the rate of charge misidentification is generally very small (𝑓misID << 1),

the quadratic terms can be dropped and these are approximated by:

𝑁𝑂𝑆 = (1− 2× 𝑓misID)×𝑁𝑍

𝑁𝑆𝑆 = 2× 𝑓misID ×𝑁𝑍

(8.3)

From Equation 8.3, the misidentication rate 𝑓misID can determined from the rate of

observed SS events:

𝑓misID =
𝑁𝑆𝑆

2× (𝑁𝑆𝑆 +𝑁𝑂𝑆)
(8.4)

The misidentification rate is calculated for both data and simulation, with separate

categories for barrel and endcap regions, and the difference between the rates in data

and simulation is used as the 𝑓misID in Equation 8.5. As shown in Equation 8.5, the

number of 𝑊+ and 𝑊− bosons 𝑁𝑖 (𝑖 = 𝑊+,𝑊−) produced can be estimated from

the number of selected 𝑊+ and 𝑊− bosons 𝑁 𝑠𝑒𝑙
𝑖 (𝑖 = 𝑊+,𝑊−) and 𝑓misID. The

systematic uncertainty on each channel due to the charge misidentification is taken

as the difference between the 𝑁𝑖 and 𝑁 𝑠𝑒𝑙
𝑖 . The uncertainty on the 𝑍 boson yield can

be similarly determined from the SS and OS yields. The uncertainties are summarized

in Table 8.3 for the
√
𝑠 = 5.02TeV and

√
𝑠 = 13TeV electron channels. Studies on

cosmic muons show that there is a negligible effect on muons.

𝑁𝑊+ = 𝑁 𝑠𝑒𝑙
𝑊+ × (1− 𝑓misID) +𝑁 𝑠𝑒𝑙

𝑊− × 𝑓misID

𝑁𝑊− = 𝑁 𝑠𝑒𝑙
𝑊+ × 𝑓misID +𝑁 𝑠𝑒𝑙

𝑊− × (1− 𝑓misID)
(8.5)

Source 𝑊+ 𝑊− 𝑊 𝑊+/𝑊− 𝑍 𝑊+/𝑍 𝑊−/𝑍 𝑊/𝑍

13 TeV [%] 0.068 0.087 - 0.018 0.205 0.136 0.118 0.205
5 TeV [%] 0.060 0.079 - 0.018 0.179 0.118 0.100 0.179

Table 8.3: Uncertainty as a percentage of signal yield due to electron charge mis-
identification at

√
𝑠 = 5.02TeV and

√
𝑠 = 13TeV.
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Chapter 9

Hadronic Recoil Corrections

Missing transverse energy spectra of the 𝑊 and 𝑍 boson signal simulation does not

fully describe the observed distributions in data. This is attributable to multiple

effects, such as mis-modeling of multiple scattering and detector simulation, or im-

perfect detector calibration in data. Therefore, the simulated 𝐸𝑚𝑖𝑠𝑠
T distribution is

not able to describe the observed 𝐸𝑚𝑖𝑠𝑠
T distribution to sufficient precision necessary

for this measurement. In order to compensate for this, 𝑍 → 𝜇𝜇 events in data and

simulation are used to produce corrections to the hadronic recoil. These corrections

are used to match the 𝐸𝑚𝑖𝑠𝑠
T resolution and response in simulated 𝑊 and 𝑍 boson

events to that of data.

The 𝑊 and 𝑍 boson share a similar production mechanism and are similar in

mass, so data corrections derived from 𝑍 → 𝜇𝜇. The hadronic recoil of each event is

corrected, and the 𝐸𝑚𝑖𝑠𝑠
T is recomputed based on these corrected values.

The hadronic recoil is characterized as the negative vector sum of the 𝐸𝑚𝑖𝑠𝑠
T and

the 𝑝T of the daughter leptons from the 𝑊 or 𝑍 boson, as shown in Equation 9.1.

This is effectively everything "else" in the event except for the 𝑊 boson and daughter

leptons.

�⃗� = −( ⃗𝐸𝑚𝑖𝑠𝑠
𝑇 +

∑︁
𝑝𝑙𝑇 ) (9.1)

The recoil is split into two components: the projection parallel to the boson

momentum, 𝑢||, and perpendicular to the boson momentum, 𝑢⊥, as shown in Equa-
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tions 9.2 and 9.3.

𝑢|| = ||�⃗� · 𝑍𝑝𝑇 || (9.2)

𝑢⊥ = ||�⃗� − 𝑢|||| (9.3)

The 𝑢|| and 𝑢⊥ observables are both the source and target of the recoil corrections.

The method by which these distributions are parametrized and corrected are described

in the following sections.

9.1 Recoil Modeling

The recoil corrections provide a transformation from the simulated recoil distribu-

tions into a data-like distribution. The transformation is created from the difference

in recoil distributions in 𝑍 → ℓℓ samples from simulation and data. Recoil distribu-

tions in simulated 𝑊 boson events are corrected by the difference between data and

simulated 𝑍 → ℓℓ recoil.

9.2 Parametrization Derivation

Recoil is parametrized in general the same way for each of the samples:

1. 𝑢|| and 𝑢⊥ are binned by boson 𝑝T

2. 𝑢|| and 𝑢⊥ in each 𝑝T bin are fit with a double-Gaussian function

Figures 9-1 and 9-2 provide examples of these double-Gaussian fits in data and simu-

lation. Recoil parametrization is done in data for 𝑍 → 𝜇𝜇 and simulation for 𝑍 → 𝜇𝜇

and 𝑊 → 𝜇𝜈. The 𝑝T of the 𝑍 bosons is determined by the reconstructed dilepton

𝑝T. For 𝑊 bosons, the 𝑝T is taken directly from the generator-level information in

the simulation. The parametrization of the recoil in the 𝑊 boson sample is further

separated by charge, to be applied separately to 𝑊+ and 𝑊−. Additionally, fits for

𝑢|| and 𝑢⊥ in 𝑍 data include the simulated dilepton background contributions from

electroweak and 𝑡𝑡 sources.
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Figure 9-1: Examples of the recoil parametrization fits for 𝑢|| (left) and 𝑢⊥ (right) in
data for 20 GeV < 𝑚𝜇𝜇 < 22.5 GeV. The two Gaussians are shown, with their sum
in blue.
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Figure 9-2: Examples of the recoil parametrization fits for 𝑢|| (left) and 𝑢⊥ (right) in
MC for 20 GeV < 𝑚𝜇𝜇 < 22.5 GeV. The two Gaussians are shown, with their sum
in blue.
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9.3 Application of Corrections

The corrections derived in the previous section can be applied to the 𝑊 or 𝑍 Monte

Carlo. For simulated 𝑊 or 𝑍 event, the original 𝑢|| and 𝑢⊥ are replaced by a corrected

value and the 𝐸𝑚𝑖𝑠𝑠
T is recomputed.

Correcting Recoil

Using the same boson 𝑝T definition that was used to create the parametrization,

the recoil distributions in simulated 𝑊 and 𝑍 bosons are corrected in the following

manner:

1. Each fit result is integrated to create a cumulative distribution function (CDF)

2. A p-value is determined by evaluating the CDF of the 𝑊 boson simulation:

𝑝𝑖 = 𝐹𝑀
𝑈𝑖
(𝑢𝑖)

3. 𝑢𝑀𝑖 value is determined by finding the root of the CDF from simulated 𝑍 bosons

at 𝑝: 𝑢𝑀𝑖 = 𝐹𝐷𝑎𝑡𝑎
𝑈𝑖

−1
(𝑝𝑖)

4. 𝑢𝐷𝑎𝑡𝑎
𝑖 value is determined by finding the root of the CDF from 𝑍 bosons in data

at 𝑝: 𝑢𝐷𝑎𝑡𝑎
𝑖 = 𝐹𝐷𝑎𝑡𝑎

𝑈𝑖

−1
(𝑝𝑖)

5. The original recoil value is shifted by the difference between the 𝑍 boson recoil

in data (𝑢𝐷𝑖 ) and simulation (𝑢𝑀𝑖 ): 𝑢′𝑖 = 𝑢𝑖 + (𝑢𝐷𝑖 − 𝑢𝑀𝑖 )

6. 𝑢′|| and 𝑢′⊥ are used to compute a new MET value for the event

When applying recoil corrections to 𝑍 → ℓℓ events, the first step is based off the 𝑍

boson simulation and the steps effectively reduce to replacing the 𝑢𝑖 components with

the result of step 4.

Validation

The effect of the recoil corrections on the 𝑍 → 𝜇𝜇 𝐸𝑚𝑖𝑠𝑠
T and recoil distributions

is shown in Figures 9-3 and 9-4. Closure of the recoil corrections is performed by
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comparing the mean and width of the recoil distributions of 𝑍 → ℓℓ events in data,

simulated 𝑍 → ℓℓ without corrections, and 𝑍 → ℓℓ with corrections. These are shown

in Figure 9-5 [13 TeV] and Figure 9-6 [5 TeV].

9.4 Uncertainties

The parametrization method described above implicitly makes the assumption that

the recoil distribution can uniformly be described by a double-Gaussian over the

entire 𝑝T range as well as the assumption that the parametrization can be treated as

one inclusive rapidity region. Alternative models are used to address the systematic

uncertainty due to these assumptions.

The impact of these uncertainties is accounted for by propagating the differences

in 𝐸𝑚𝑖𝑠𝑠
T through 𝑚T to as uncertainties on the 𝑊 boson signal fit as described in the

following chapter. Additionally, statistical uncertainties for each of the fit parameters

is propagated to the final result in the same way. The details of how each of the

uncertainties is modeled is calculated is listed below.

1. Binning: The baseline rapidity (𝑦) binning is a single inclusive bin. An alter-

native using three 𝑦 bins (|𝑦| < 0.5, 0.5 < |𝑦| < 1.0, and |𝑦| < 1.0) is fit with

the double-Gaussian function.

2. Model: The baseline fit model is a double-Gaussian. A Gaussian kernel is used

as an alternative.

3. Statistical uncertainty: One additional correction set per free parameter is

created to estimate the impact of statistical uncertainty in the fit results on

the 𝐸𝑚𝑖𝑠𝑠
T modeling. There are a total of 10 correction sets, 6 for 𝑢|| and 4 for

𝑢⊥ (two Gaussians with 𝜇, 𝜎, and normalization, 𝑢⊥ has 𝜇 = 0 fixed for both

Gaussians). Principal component analysis of each fit result is used to create

the variation correction sets by diagonalizing the covariance matrix and varying

one eigenvalue by ±1𝜎 and creating a new function from the altered covariance

matrix.
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Figure 9-3: 𝐸𝑚𝑖𝑠𝑠
T spectrum for 𝑍 → 𝜇𝜇 sample, without (left) and including (right)

recoil corrections on linear (top) and log-y (bottom) scales. Gray band on recoil-
corrected figures shows total uncertainty from modeling and statistical sources.
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Figure 9-4: Recoil spectrum for 𝑍 → 𝜇𝜇 sample, without (left) and including (right)
recoil corrections on linear (top) and log-y (bottom) scales.
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(c) 𝑝𝑇 -corrected response of 𝑢||

Figure 9-5: Closure of the recoil corrections derived from and applied to 𝑍 → 𝜇𝜇
samples for the 13 TeV dataset. The raw recoil distribution in Monte Carlo (blue) is
corrected (red) towards the target spectrum of data (black).
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(c) 𝑝𝑇 -corrected response of 𝑢||

Figure 9-6: Closure of the recoil corrections derived from and applied to 𝑍 → 𝜇𝜇
samples for the 5 TeV dataset. The raw recoil distribution in Monte Carlo (blue) is
corrected (red) towards the target spectrum of data (black).
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Each of these uncertainty models produces an alternate set of recoil corrections. These

are applied as described in Section 9.3. The difference in 𝐸𝑚𝑖𝑠𝑠
T from each of the

listed configurations is incorporated as an uncertainty on the 𝑊 boson signal 𝑚T

distribution in the 𝑊 signal extraction fit.
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Chapter 10

Signal Extraction

10.1 Fit Model

The cross sections of the 𝑊± and 𝑍 bosons are determined by a simultaneous fit of

𝑊+, 𝑊−, and 𝑍 boson channels. Modeled observable distributions of 𝑊+, 𝑊−, and

𝑍 boson signals and associated backgrounds are fit to their respective observable dis-

tribution in data. The discriminant for the 𝑊+ and 𝑊− bosons is the transverse mass

(𝑚T) observable, and for 𝑍 bosons is the dilepton invariant mass M𝑙𝑙. Equation 10.1

shows the definition of 𝑚T.

𝑚T =

√︁
2𝑝ℓT𝐸

𝑚𝑖𝑠𝑠
T (1− cos[Δ𝜑(ℓ⃗, 𝐸𝑚𝑖𝑠𝑠

T )]) (10.1)

The M𝑙𝑙 and 𝑚T distributions for the 𝑊+, 𝑊−, and 𝑍 boson signal processes as

well as their backgrounds are modeled as described in the following section. The full fit

model consists of the 𝑊+, 𝑊−, and 𝑍 boson signal models, the diboson background,

the 𝑡𝑡 background, the Drell-Yan background, and the 𝑊+jets background. The 𝑊+

and 𝑊− boson channels also include a QCD background. All signal and background

models include the appropriate correction, which affect the discriminant distribution

and overall normalizations. Detailed descriptions of the background processes and

modeling are provided in the next section, the remainder of this section describes

how these are incorporated into the fit.
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Normalizations

Signal process normalizations are independent across channels. Within a given chan-

nel, the signal process and background process from the same production mechanism

(i.e. 𝑊 → 𝜇𝜈 and 𝑊 → 𝜏𝜈) have their rates fixed relative to each other. The 𝑡𝑡

normalizations and diboson normalizations are fully correlated across the 𝑊+, 𝑊−,

and 𝑍 boson channels. Uncertainties in the normalizations of each of these processes

is set to 10%. The Drell-Yan background normalization is correlated between the 𝑊+

and 𝑊− boson channels, with a normalization uncertainty of 3%. QCD background

normalization in the 𝑊+ and 𝑊− boson channels are independent and unconstrained.

Shape Uncertainties

Uncertainties in observables which impact the final discriminant distribution are in-

cluded as shape uncertainties. Prefiring correction uncertainties are fully correlated

for all simulated processes in the 𝑊+, 𝑊−, and 𝑍 boson channels. Each uncertainty

source from the lepton efficiency scale factors is also correlated over all simulated

processes in all channels. Each uncertainty due to recoil/𝐸𝑚𝑖𝑠𝑠
T modeling is fully cor-

related across the 𝑊 boson signal and 𝑊 and 𝑍 boson background processes in the

𝑊+ and𝑊− boson channels. The QCD-multijet background uncertainty is correlated

between the 𝑊+ and 𝑊− channels.

10.2 Signal Modeling

The 𝑍 boson and 𝑊+ and 𝑊− boson signal processes are described by simulation,

and include several corrections to improve simulated descriptions of effects seen in

data. Lepton momentum scale corrections (Chapter 8), lepton reconstruction and

identification efficiency scale factors (Chapter 7), and prefiring corrections (Chap-

ter 8.2) are applied for all of the 𝑊+, 𝑊−, and 𝑍 boson processes. The 𝑊+ and

𝑊− boson processes additionally include 𝐸𝑚𝑖𝑠𝑠
T corrections, which are described in

Chapter 9. Disriminants—M𝑙𝑙 for the 𝑍 boson and 𝑚T for the 𝑊+ and 𝑊− bosons—

are calculated after all corrections to kinematic observables have been applied, and
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appropriate event weighting is included when constructing the distributions.

10.3 Background Modeling

Backgrounds are estimated from both simulation and data-driven sources. Simulated

backgrounds include the 𝑡𝑡 and various electroweak processes, and include the ap-

propriate normalization factors for prefiring and efficiency. Backgrounds to 𝑊 and

𝑍 boson can include 𝑡𝑡 and diboson (𝑊𝑊 , 𝑊𝑍, 𝑍𝑍) processes contributing one or

two isolated leptons, respectively. The DY background to the 𝑊 is from a 𝑍 → 𝜇𝜇

or 𝑍 → 𝑒𝑒 decay with only one lepton being in the detector volume, or the 𝑍 → 𝜏𝜏

with one of the 𝜏 decaying leptonically. 𝑍 → 𝜏𝜏 with leptonic 𝜏 decays is also a

background to the 𝑍. The 𝑊 → 𝜏𝜈, with leptonic 𝜏 decay also contributes to the

𝑊 backgrounds. For all of these simulated background processes, lepton efficiency

scale factors, lepton momentum scale corrections, and prefiring corrections are ap-

plied when producing the 𝑚T and M𝑙𝑙 distributions. Additionally, the 𝑊 → 𝜏𝜈 and

Drell-Yan background processes in the 𝑊+ and 𝑊− boson channels include 𝐸𝑚𝑖𝑠𝑠
T

corrections.

QCD Background

The largest background of the 𝑊 is from QCD multijet background. The primary

contributions are heavy-flavor decays and 𝛾+jets with photon conversion to electrons.

There are no reliable simulations available to describe this process, therefore the

QCD 𝑚T distribution is estimated from data. This background region is composed

of events passing the standard lepton identification and event selection requirements,

with the relative isolation criteria inverted. Contributions from electroweak processes

are subtracted. The shape of the QCD 𝑚T distribution in the non-isolated lepton

control region is assumed to be the same as in the signal region. Multiple isolation

regions are considered when constructing the QCD background contribution. Three

regions, 0.15 < 𝐼 < 0.30, 0.30 < 𝐼 < 0.45, and 0.45 < 𝐼 < 0.55 are considered.

These are shown in Figure 10-1, and the 𝑚T distribution is found to be generally
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independent of isolation region. Due to the high𝑊 boson signal contamination (about

30%), the 0.15 < 𝐼 < 0.30 region is not considered when constructing the QCD 𝑚T

distribution. The primary QCD 𝑚T distribution is taken from the 0.30 < 𝐼 < 0.45

region, which has around 5% 𝑊 boson signal contamination. An uncertainty in the

QCD estimation is taken from the relative difference between the 𝑚T shapes in the

0.30 < 𝐼 < 0.45 and 0.45 < 𝐼 < 0.55 regions. The uncertainty shapes are constructed

from a symmetrization around the central value.
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Figure 10-1: QCD control regions for the muon (left) and electron (right) channels
with positive (top) and negative (bottom) charges.
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10.4 Uncertainties

Uncertainties in corrections are propagated to the final observable distributions 𝑚T

and M𝑙𝑙. These include variations on the lepton momentum scale factors, recoil cor-

rections, prefiring probability, and lepton efficiency. Estimation of the uncertainties

in each of these corrections is described in their respective chapters. This section

summarizes how each of the uncertainties is propagated to the final discriminant

distributions.

𝐸𝑚𝑖𝑠𝑠
T Uncertainties

Each uncertainty in 𝐸𝑚𝑖𝑠𝑠
T modeling is an alternate set of recoil corrections which

produces a variant on the 𝑚T distribution. The difference between the baseline 𝑚T

distribution and each variant due to uncertainty in 𝐸𝑚𝑖𝑠𝑠
T modeling is taken as the un-

certainty. This is propagated into the final fit as a shape uncertainty by symmetrizing

around the central 𝑚T distribution. 𝐸𝑚𝑖𝑠𝑠
T uncertainties are only applicable to the 𝑊

and 𝑍 boson processes in the 𝑊+ and 𝑊− boson signal channels. As described in

Chapter 9.4, there are a total of twelve uncertainty shapes from 𝐸𝑚𝑖𝑠𝑠
T modeling—two

due to model assumptions and ten due to each of the free parameters in each 𝑝T bin

fit. Each source of uncertainty is considered uncorrelated from the others.

Lepton Efficiency Uncertainties

Differences in lepton reconstruction and identification efficiency due to model and even

selection choices are described in Chapter 7.3. These uncertainties are applicable

to all simulated processes in each of the 𝑊+, 𝑊−, and 𝑍 boson channels. Each

uncertainty is taken as the difference between M𝑙𝑙 and 𝑚T distributions with the

baseline efficiency value and one of the variations. As with the 𝐸𝑚𝑖𝑠𝑠
T uncertainties,

these are symmetrized around the central value of M𝑙𝑙 or 𝑚T for each channel. Each

source of uncertainty—MC generator, FSR model, background model, tag selection—

is considered uncorrelated from the others.
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Lepton Momentum Uncertainties

Uncertainties in lepton momentum scale factors are also propagated to M𝑙𝑙 and 𝑚T

distributions. Differences between distributions constructed from the central value

and +1𝜎 and −1𝜎 variations on the lepton momentum are taken as the uncertainty.

QCD shape uncertainty

As described in the prior section, the QCD multijet background 𝑚T distribution

is estimated from data using non-isolated leptons in the range 0.30 < 𝐼 < 0.45.

To account for differences in 𝑚T distribution across varying levels of isolation, an

uncertainty is taken as the difference between the 𝑚T distributions in 0.30 < 𝐼 < 0.45

and 0.45 < 𝐼 < 0.55. As with the 𝐸𝑚𝑖𝑠𝑠
T and efficiency scale factor uncertainties, the

full uncertainty description is taken by symmetrizing around the central values from

the 0.30 < 𝐼 < 0.45 region. The QCD multijet uncertainty is considered uncorrelated

between the 𝑊+ and 𝑊− boson channels.

10.5 Summary

The observed yields resulting from the signal extraction fits for all signal and back-

ground processes are listed in Table 10.1 (Table 10.3) for the electron channels and

Table 10.2 (Table 10.4) for the muon channels at
√
𝑠 = 5.02TeV (

√
𝑠 = 13TeV).

Quoted uncertainties include both statistical and systematic sources. The 𝑍 boson

M𝑙𝑙 distributions are shown in Figure 10-2 for
√
𝑠 = 5.02TeV and Figure 10-3 for

√
𝑠 = 13TeV. The 𝑚T distributions for the 𝑊 analyses are shown in Figure 10-4 for

𝑊+ and Figure 10-5 for 𝑊−.
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Process 𝑍 → 𝑒𝑒 𝑊+ → 𝑒+𝜈 𝑊− → 𝑒−𝜈
Data 47734 438547 289179

Signal 747323± 862 398952± 338 252850± 274
QCD multijet 72± 5 27181± 333 25968± 305
𝑡𝑡 32± 3 679± 11 677± 11
Drell–Yan 508± 9 11734± 176 9684± 173
𝑊 → 𝜏𝜈 < 1 7372± 165 5649± 159
Diboson 54± 5 88± 1 80± 1

Table 10.1: Best-fit yields from various processes in 𝑍, 𝑊+, and 𝑊− boson with
electron final states at

√
𝑠 = 5.02TeV. Uncertainties shown are a combination of

systematic and statistical.

Process 𝑍 → 𝜇𝜇 𝑊+ → 𝜇+𝜈 𝑊− → 𝜇−𝜈
Data 79345 672817 428156

Signal 79076± 249 626189± 554 389637± 420
QCD multijet 58± 4 12496± 238 12616± 162
𝑡𝑡 49± 5 828± 13 836± 14
Drell–Yan 126± 3 33295± 258 25066± 194
𝑊 → 𝜏𝜈 < 1 13268± 232 8450± 159
Diboson 88± 9 125± 2 112± 2

Table 10.2: Best-fit yields from various processes in 𝑍, 𝑊+, and 𝑊− bosons with
muon final states at

√
𝑠 = 5.02TeV. Uncertainties shown are a combination of sys-

tematic and statistical.

Process 𝑍 → 𝑒𝑒 𝑊+ → 𝑒+𝜈 𝑊− → 𝑒−𝜈
Data 76229 709630 578135

Signal 73800± 1320 605443± 372 477096± 342
QCD multijet 98± 4 77133± 475 76496± 442
𝑡𝑡 203± 21 5833± 94 5871± 94
Drell–Yan 748± 14 21222± 167 18653± 153
𝑊 → 𝜏𝜈 < 1 9434± 109 7422± 93
Diboson 93± 9 240± 3 231± 3

Table 10.3: Best-fit yields from various processes in 𝑍, 𝑊+, and 𝑊− bosons with
electron final states at

√
𝑠 = 13TeV. Uncertainties shown are a combination of

systematic and statistical
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Process 𝑍 → 𝜇𝜇 𝑊+ → 𝜇+𝜈 𝑊− → 𝜇−𝜈
Data 128713 1014670 795518

Signal 126473± 2261 902641± 666 696182± 586
QCD multijet 99± 6 50374± 337 46450± 315
𝑡𝑡 326± 34 6558± 100 6148± 89
Drell–Yan 204± 4 55084± 305 46742± 241
𝑊 → 𝜏𝜈 < 1 17802± 229 14285± 170
Diboson 151± 15 317± 4 296± 4

Table 10.4: Best-fit yields from various processes in 𝑍, 𝑊+, and 𝑊− bosons with
muon final states at

√
𝑠 = 13TeV. Uncertainties shown are a combination of system-

atic and statistical.
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Figure 10-2: The M𝑙𝑙 distributions for 𝑍 → 𝑒𝑒 (left) and 𝑍 → 𝜇𝜇 (right) at
√
𝑠 =

5.02TeV. The simulated events have been normalized to data.
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Figure 10-3: The M𝑙𝑙 distributions for 𝑍 → 𝑒𝑒 (left) and 𝑍 → 𝜇𝜇 (right) at
√
𝑠 =

13TeV. The simulated events have been normalized to data.
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Figure 10-4: Distributions of 𝑚T in the 𝑊+ signal selection for electron (left) and
muon (right) final states for the 𝑝𝑝 collisions at

√
𝑠 = 13TeV (upper) and

√
𝑠 =

5.02TeV (lower). The histograms for EW backgrounds include the contributions
from Drell–Yan, 𝑊 → 𝜏𝜈, and diboson processes. The predicted yields are shown
with their best-fit normalizations from the fit. The bottom panel in each figure shows
the ratio of the number of events observed in data to that of the total signal and
background predictions.
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Figure 10-5: Distributions of 𝑚T in the 𝑊− signal selection for electron (left) and
muon (right) final states for the 𝑝𝑝 collisions at

√
𝑠 = 13TeV (upper) and

√
𝑠 =

5.02TeV (lower). The histograms for EW backgrounds include the contributions
from Drell–Yan, 𝑊 → 𝜏𝜈, and diboson processes. The predicted yields are shown
with their best-fit normalizations from the fit. The bottom panel in each figure shows
the ratio of the number of events observed in data to that of the total signal and
background predictions.
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Chapter 11

Systematic Uncertainties

11.1 Overview

Systematic uncertainties which are taken into account in the simultaneous fit of 𝑊+,

𝑊−, and 𝑍 are briefly described. Uncertainties in kinematic observables such as lep-

ton 𝑝T or 𝐸𝑚𝑖𝑠𝑠
T which additionally impact the 𝑚T and M𝑙𝑙 distributions are included

as shape uncertainties. Detailed descriptions were provided in the respective chapters,

and the uncertainties are summarized briefly here.

Luminosity

The luminosity uncertainty for datasets used in this analysis is 4.8% for
√
𝑠 = 5.02TeV

dataset and 1.7% for the
√
𝑠 = 13TeV dataset.

Lepton Efficiency

Potential bias in measuring the lepton reconstruction and identification efficiency is

estimated by varying the modeling of signal and backgrounds used in the efficiency

fits. Signal models constructed from dilepton M𝑙𝑙 distributions using different gen-

erator and final-state radiation programs are compared. Additionally an alternative

background modeling function is used in the fits. Tag selection criteria for the tag-

and-probe is included by varying the tag selection requirements. These uncertainties
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are correlated between 𝑊+, 𝑊−, and 𝑍 channels for a given lepton flavor. Statistical

uncertainties are considered uncorrelated in 𝑝T and 𝜂 bins and efficiency categories,

and are also uncorrelated in the 𝑊+,𝑊−, and 𝑍 channels.

Lepton Momentum Scale

The lepton 𝑝T is varied by the uncertainty in the lepton momentum scale corrections.

The variations in lepton 𝑝T are propagated to the 𝑚T and M𝑙𝑙 observables. This is

treated as correlated.

ECAL Pre-Firing

The uncertainty in the pre-firing probability for an object is 20% of the pre-firing

probability or the statistical uncertainty in the correction factor, whichever is more.

This is treated as fully correlated.

𝐸𝑚𝑖𝑠𝑠
T Modeling

Bias due to assumptions made in modeling hadronic recoil are estimated by an alter-

native model. Assumptions about rapidity binning are accounted for with corrections

derived in 3 |𝑦| bins and model choice is accounted for by using a Gaussian kernel

fitting function. Statistical uncertainties are evaluated by creating correction sets

through a principal component analysis with one uncertainty per free parameter.

Variants of 𝑚T distributions are treated as fully correlated in the 𝑊+ and 𝑊− chan-

nels.

Background Modeling

A shape uncertainty due to the QCD background selection in the 𝑊 channels is

derived from differences in 𝑚T distributions in the 0.30 < Iso < 0.45 and 0.45 < Iso <

0.60 control regions. Normalization uncertainties are applied to the 𝑡𝑡 and diboson

backgrounds in the 𝑍 channel and additionally to the Drell-Yann background in the

𝑊 channels.
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Source 𝑊+ 𝑊− 𝑊 𝑊+/𝑊− 𝑍 𝑊+/𝑍 𝑊−/𝑍 𝑊/𝑍

Lepton Reco & ID 0.36 0.35 0.29 0.48 0.39 0.50 0.52 0.49
Background modeling 0.13 0.15 0.15 0.19 0.12 0.16 0.18 0.13

Recoil modeling 0.04 0.06 0.06 0.05 0.04 0.06 0.05 0.05
Prefire 0.26 0.24 0.24 0.02 0.31 0.07 0.09 0.08

Total Meas. 0.44 0.44 0.39 0.51 0.50 0.52 0.55 0.50
Theory Unc. 0.34 0.48 0.40 0.36 0.30 0.50 0.56 0.49
Luminosity 1.50 1.50 1.50 0.00 1.50 0.00 0.00 0.00
Total [%] 1.60 1.63 1.60 0.62 1.61 0.72 0.78 0.70

Table 11.1: Systematic uncertainties for all muon channel measurements at
√
𝑠 =

5.02TeV.

Theoretical Uncertainties

Variations in theoretical predictions of cross sections are evaluated for different soucres—

QCD factorization (𝜇𝐹 ) and renormalization scale (𝜇𝑅), PDF variations, resummation

schemes, and final-state radiation models. Uncertainties from QCD scale variations

and PDF uncertainties are treated as correlated, while the FSR modeling uncertain-

ties are uncorrelated.

11.2 Summary

Summaries of uncertainties are listed in Table 11.3 and Table 11.4 for the
√
𝑠 = 13TeV

muon and electron channels. Table 11.1 and Table 11.2 contain summaries of the

muon and electron channel uncertainties at
√
𝑠 = 5.02TeV.
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Source 𝑊+ 𝑊− 𝑊 𝑊+/𝑊− 𝑍 𝑊+/𝑍 𝑊−/𝑍 𝑊/𝑍

Lepton Reco & ID 0.50 0.50 0.36 0.7 0.53 0.61 0.61 0.66
Charge Mis-ID 0.060 0.079 0 0.018 0.178 0.117 0.099 0.178

Background modeling 0.32 0.37 0.37 0.35 0.31 0.27 0.35 0.24
Recoil modeling 0.12 0.13 0.10 0.06 0.17 0.10 0.15 0.12

Prefire 0.49 0.47 0.47 0.02 0.74 0.29 0.32 0.30
Total Meas. 0.78 0.78 0.69 0.72 0.98 0.74 0.79 0.78
Theory Unc. 0.49 0.49 0.42 0.39 0.31 0.66 0.50 0.56
Luminosity 1.50 1.50 1.50 0.00 1.50 0.00 0.00 0.00
Total [%] 1.76 1.76 1.70 0.82 1.82 0.99 0.93 0.96

Table 11.2: Systematic uncertainties for all electron channel measurements at
√
𝑠 =

5.02TeV.

Source 𝑊+ 𝑊− 𝑊 𝑊+/𝑊− 𝑍 𝑊+/𝑍 𝑊−/𝑍 𝑊/𝑍

Lepton Reco & ID 0.35 0.33 0.28 0.45 0.39 0.51 0.51 0.49
Background modeling 0.12 0.13 0.13 0.13 0.12 0.14 0.15 0.13

Recoil modeling 0.06 0.07 0.07 0.02 0.04 0.03 0.04 0.03
Prefire 0.25 0.23 0.23 0.02 0.28 0.04 0.06 0.05

Total Meas. 0.44 0.40 0.36 0.46 0.48 0.52 0.53 0.50
Theory Unc. 0.80 0.76 0.79 0.28 0.61 0.38 0.41 0.37
Luminosity 1.70 1.70 1.70 0.00 1.70 0.00 0.00 0.00
Total [%] 1.93 1.90 1.91 0.53 1.87 0.64 0.66 0.62

Table 11.3: Systematic uncertainties for all muon channel measurements at
√
𝑠 =

13TeV.

Source 𝑊+ 𝑊− 𝑊 𝑊+/𝑊− 𝑍 𝑊+/𝑍 𝑊−/𝑍 𝑊/𝑍

Lepton Reco & ID 0.50 0.50 0.36 0.7 0.53 0.61 0.61 0.66
Charge Mis-ID 0.07 0.09 - 0.02 0.21 0.14 0.12 0.21

Background modeling 0.33 0.33 0.33 0.27 0.32 0.23 0.25 0.20
Recoil modeling 0.12 0.10 0.10 0.04 0.19 0.10 0.14 0.12

Prefire 0.55 0.47 0.47 0.07 0.67 0.16 0.23 0.20
Total Meas. 0.81 0.76 0.67 0.69 0.94 0.68 0.71 0.75
Theory Unc. 0.91 0.80 0.83 0.38 0.62 0.60 0.38 0.48
Luminosity 1.70 1.70 1.70 0.00 1.70 0.00 0.01 0.01
Total [%] 2.09 2.03 2.01 0.78 2.04 0.91 0.80 0.89

Table 11.4: Systematic uncertainties for all electron channel measurements at
√
𝑠 =

13TeV.
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Chapter 12

Results

Cross section measurements of 𝑊+, 𝑊−, 𝑊 , and 𝑍 bosons, as well as the ratios, are

presented for
√
𝑠 = 5.02TeV and

√
𝑠 = 13TeV. Electron and muon final states are

studied. Data studied in this analysis includes an integrated luminosity of 299.1 ±

5 pb−1 at
√
𝑠 = 5.02TeV and 199.3 ± 4 pb−1 at

√
𝑠 = 13TeV. The measurement

is performed with a simultaneous fit to the 𝑊+, 𝑊−, and 𝑍 boson channels, with

background processes and modeling uncertainties correlated across the appropriate

channels.

Theoretical predictions of the cross sections and ratios are provided to NNLO

using FEWZ and the NNPDF3.1 and CT18 PDF sets. Contributions from both PDF

and scale uncertainties are included. The 𝑍 boson cross sections require 60GeV ≤

M𝑙𝑙 ≤ 120GeV. A summary of the NNPDF3.1 and CT18 PDF set cross section and

cross section ratio predictions is shown in Table 12.1. A summary of of the inclusive

cross section times branching ratio relative to the predictions from the NNPDF3.1

PDF set for
√
𝑠 = 5.02TeV electron and muon channels is shown in Figure 12-1 and

for
√
𝑠 = 13TeV in Figure 12-2. Ratios of cross section time branching ratio with

respect to the CT18 PDF set is shown in Figure 12-4 for
√
𝑠 = 13TeV and Figure 12-3

for
√
𝑠 = 5.02TeV.
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13 TeV 5 TeV
NNPDF3.1 CT18 NNPDF3.1 CT18

𝜎𝑡𝑜𝑡
𝑊+ [pb] 11571+28

−28 11560+250
−250 4395+48

−48 4323+79
−124

𝜎𝑡𝑜𝑡
𝑊− [pb] 8550+20

−20 8525+181
−181 2886+31

−31 2858+49
−77

𝜎𝑡𝑜𝑡
𝑊 [pb] 20121+47

−47 20085+426
426 728078−78 7181123−193

𝜎𝑡𝑜𝑡
𝑍 [pb] 1944+14

−14 1922+41
−41 683+9.4

−9.4 659+10
−16

𝜎𝑡𝑜𝑡
𝑊+/𝜎𝑡𝑜𝑡

𝑊− 1.353+0.001
−0.001 1.356+0.011

−0.011 1.523+0.002
−0.002 1.512+0.017

−0.016

𝜎𝑡𝑜𝑡
𝑊+/𝜎𝑡𝑜𝑡

𝑍 5.956+0.005
−0.005 6.015+0.04

−0.04 6.44+0.06
−0.06 6.56+0.06

−0.06

𝜎𝑡𝑜𝑡
𝑊−/𝜎𝑡𝑜𝑡

𝑍 4.400+0.003
−0.003 4.44+0.03

−0.03 4.23+0.05
−0.05 4.34+0.02

−0.03

𝜎𝑡𝑜𝑡
𝑊 /𝜎𝑡𝑜𝑡

𝑍 10.36+0.01
−0.01 10.45+0.07

−0.07 10.66+0.077
−0.077 10.91+0.11

−0.11

Table 12.1: Summary of predictions calculated at NNLO with FEWZ using the
NNPDF3.1 and CT18 PDF sets. Cross sections and cross section ratios are provided
for

√
𝑠 = 5.02TeV and

√
𝑠 = 13TeV.

Figure 12-1: Summary of cross section results for the
√
𝑠 = 5.02TeV electron (left)

and muon (right) channels. Measured cross sections are compared to predicted values
from NNPDF3.1.

Figure 12-2: Summary of cross section results for the
√
𝑠 = 13TeV electron (left) and

muon (right) channels. Measured cross sections are compared to predicted values
from the NNPDF3.1 PDF set.
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Figure 12-3: Summary of cross section results for the
√
𝑠 = 5.02TeV electron (left)

and muon (right) channel. Measured cross sections are compared to predicted values
from the CT18 PDF set.

Figure 12-4: Summary of cross section results for the
√
𝑠 = 13TeV electron (left)

and muon (right) channel. Measured cross sections are compared to predicted values
from the CT18 PDF set.
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Chapter 13

Summary

Precision measurements of inclusive cross sections in the electron and muon channels

at
√
𝑠 = 5.02TeV and

√
𝑠 = 13TeV are made for:

∙ 𝑊+ boson cross section

∙ 𝑊− boson cross section

∙ 𝑊 boson cross section

∙ 𝑊+/𝑊− cross section ratio

∙ 𝑍 boson cross section

∙ 𝑊+/𝑍 cross section ratio

∙ 𝑊−/𝑍 cross section ratio

∙ 𝑊/𝑍 cross section ratio

These represent the first 𝑊 and 𝑍 boson cross section measurements performed at

the CMS experiment at
√
𝑠 = 5.02TeV. The measurements presented include system-

atic uncertainties of < 1% from the measurement and 1.7 % (1.5%) at
√
𝑠 = 13TeV

(
√
𝑠 = 5.02TeV) from the luminosity calibration.
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Recap

Events were selected from well-identified and isolated electrons and muons. Candi-

date 𝑍 boson events required two oppositely charged leptons of the same flavor, and

𝑊 boson events required the presence of a well-identified and isolated lepton with

no other leptons reconstructed in the event. Lepton reconstruction and identification

efficiency corrections were derived by the tag-and-probe method from 𝑍 → 𝑒𝑒 and

𝑍 → 𝜇𝜇 samples. Hadronic recoil corrections were derived from 𝑍 → 𝜇𝜇 in data and

simulation and 𝑊 → 𝜇𝜈 simulation, to improve 𝐸𝑚𝑖𝑠𝑠
T modeling. Additionally, ECAL

L1 prefiring efficiency corrections and lepton momentum scale and resolution correc-

tions were applied. Uncertainties associated with these corrections were propagated

from the physical observables to the final discriminant distribution. Uncertainties on

theoretical calculations from higher-order QCD, NNLO QCD, NNLL resummation,

and NLO EWK are also determined. Final yields and cross section values were de-

termined by performing a fit simultaneously to the 𝑊+, 𝑊−, and 𝑍 boson channels.

Uncertainties in observable distributions, uncertainties in normalizations, and back-

ground process normalizations were correlated in all channels where appropriate.

Discussion

The measured cross sections show good agreement between the electron and muon

channels at each
√
𝑠. The measured cross section value for 𝑊+, 𝑊−, 𝑊 , and 𝑍

boson channels depends on the total integrated luminosity for the dataset, and at

the time of writing this thesis the luminosity calibrations for these datasets were not

finalized. Therefore, conclusions should not be drawn from comparisons between the

inclusive cross sections of the
√
𝑠 = 5.02TeV and

√
𝑠 = 13TeV datasets. However, the

cross section ratios 𝑊+/𝑊−, 𝑊+/𝑍, 𝑊+/𝑍, 𝑊/𝑍 are independent of the luminosity

measurement. The ratio measurements are consistent across both lepton channels as

well as both
√
𝑠.

Precision measurements of the 𝑊+, 𝑊−, 𝑊 , and 𝑍 boson production cross sec-
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tions can directly provide insight into some of the proton PDFs as well as setting the

foundation for further measurements, particularly differential cross sections, which

are important to the global PDF fits. Inclusive cross section and ratio measurements

can elucidate some information about the underlying flavor PDFs, for example the

ratio of 𝑊+/𝑊− is primarily affected by the relative contributions of the 𝑢 and 𝑑

while the 𝑊/𝑍 ratios are additionally influenced by heavier flavor PDFs.
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Appendix A

Lepton Efficiencies

A list of tables and figures for
√
𝑠 = 5.02TeV and

√
𝑠 = 13TeV is provided in

Table A.1.

Category [13 TeV] Figure Table
electron GSF+ID+Iso A-1 A.2
electron trigger A-2(+), A-3(−) A.3(+), A.4(−)
muon Sel.+ID+Iso A-4 A.5
muon standalone A-5 A.6
muon trigger A-6(+), A-7(−) A.7(+), A.8(−)
Category [5 TeV] Figure Table
electron GSF+ID+Iso A-8 A.9
electron trigger A-9(+), A-10(−) A.10(+), A.11(−)
muon Sel.+ID+Iso A-11 A.12
muon standalone A-12 A.6
muon trigger A-13(+), A-14(−) A.14(+), A.15(−)

Table A.1: List of tables and figures containing
√
𝑠 = 5.02TeV and

√
𝑠 = 13TeV

lepton efficiency scale factors.
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Figure A-1: 𝜂 dependence of GSF electron identification and isolation efficiency scale
factors, separated by 𝑝𝑇 bins, for combined charged electrons in the 13 TeV samples.

−2.4 < 𝜂 < −2 −2 < 𝜂 < −1.566 −1.566 < 𝜂 < −1.4442 −1.4442 < 𝜂 < −1 −1 < 𝜂 < −0.5 −0.5 < 𝜂 < 0

25 < 𝑝𝑇 < 35 0.959± 0.018 0.904± 0.009 0.885± 0.052 0.863± 0.018 0.855± 0.013 0.872± 0.007
35 < 𝑝𝑇 < 50 0.969± 0.009 0.934± 0.009 0.896± 0.015 0.904± 0.005 0.908± 0.003 0.905± 0.004

50 < 𝑝𝑇 < 1𝑒+ 04 0.955± 0.017 0.971± 0.014 1.014± 0.037 0.921± 0.012 0.925± 0.008 0.899± 0.007
0 < 𝜂 < 0.5 0.5 < 𝜂 < 1 1 < 𝜂 < 1.44 1.44 < 𝜂 < 1.57 1.57 < 𝜂 < 2 2 < 𝜂 < 2.4

25 < 𝑝𝑇 < 35 0.891± 0.013 0.902± 0.013 0.844± 0.015 0.943± 0.045 0.925± 0.010 0.922± 0.020
35 < 𝑝𝑇 < 50 0.917± 0.005 0.936± 0.001 0.941± 0.001 0.923± 0.021 0.948± 0.007 0.954± 0.006

50 < 𝑝𝑇 < 1𝑒+ 04 0.919± 0.009 0.943± 0.009 0.956± 0.012 0.959± 0.089 0.949± 0.054 0.982± 0.020

Table A.2: GSF electron identification and isolation efficiency scale factors in (𝑝𝑇 , 𝜂)
bins for combined charged electrons in the 13 TeV samples.
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Figure A-2: 𝜂 dependence of Single electron trigger efficiency scale factors, separated
by 𝑝𝑇 bins, for positively charged electrons in the 13 TeV samples.
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Figure A-2: 𝜂 dependence of Single electron trigger efficiency scale factors, separated
by 𝑝𝑇 bins, for positively charged electrons in the 13 TeV samples.
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Figure A-3: 𝜂 dependence of Single electron trigger efficiency scale factors, separated
by 𝑝𝑇 bins, for negatively charged electrons in the 13 TeV samples.
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Figure A-3: 𝜂 dependence of Single electron trigger efficiency scale factors, separated
by 𝑝𝑇 bins, for negatively charged electrons in the 13 TeV samples.
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Figure A-4: 𝜂 dependence of Muon selection efficiency scale factors, separated by 𝑝𝑇
bins, for combined charged muons in the 13 TeV samples.
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Figure A-5: 𝜂 dependence of Standalone muon identification efficiency scale factors,
separated by 𝑝𝑇 bins, for combined charged muons in the 13 TeV samples.
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Figure A-6: 𝜂 dependence of Single muon trigger efficiency scale factors, separated
by 𝑝𝑇 bins, for positively charged muons in the 13 TeV samples.
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Figure A-6: 𝜂 dependence of Single muon trigger efficiency scale factors, separated
by 𝑝𝑇 bins, for positively charged muons in the 13 TeV samples.
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Figure A-7: 𝜂 dependence of Single muon trigger efficiency scale factors, separated
by 𝑝𝑇 bins, for negatively charged muons in the 13 TeV samples.
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Figure A-7: 𝜂 dependence of Single muon trigger efficiency scale factors, separated
by 𝑝𝑇 bins, for negatively charged muons in the 13 TeV samples.

134



0.0

0.2

0.4

0.6

0.8

1.0

1.2

 e
ffi

ci
en

cy

 = 5 TeVs  at  -1291 pb

CMS Preliminary

MC

Data

 < 35 GeV/c
T

25 GeV/c < p

2.5− 1.5− 0.5− 0.5 1.5 2.5

η 

0.8

0.9

1.0

1.1

1.2

D
at

a 
/ M

C

0.0

0.2

0.4

0.6

0.8

1.0

1.2

 e
ffi

ci
en

cy

 = 5 TeVs  at  -1291 pb

CMS Preliminary

MC

Data

 < 50 GeV/c
T

35 GeV/c < p

2.5− 1.5− 0.5− 0.5 1.5 2.5

η 

0.8

0.9

1.0

1.1

1.2
D

at
a 

/ M
C

0.0

0.2

0.4

0.6

0.8

1.0

1.2

 e
ffi

ci
en

cy

 = 5 TeVs  at  -1291 pb

CMS Preliminary

MC

Data

 < 10000 GeV/c
T

50 GeV/c < p

2.5− 1.5− 0.5− 0.5 1.5 2.5

η 

0.8

0.9

1.0

1.1

1.2

D
at

a 
/ M

C

Figure A-8: 𝜂 dependence of GSF electron identification and isolation efficiency scale
factors, separated by 𝑝𝑇 bins, for combined charged electrons in the 5 TeV samples.
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Figure A-9: 𝜂 dependence of Single electron trigger efficiency scale factors, separated
by 𝑝𝑇 bins, for positively charged electrons in the 5 TeV samples.
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Figure A-9: 𝜂 dependence of Single electron trigger efficiency scale factors, separated
by 𝑝𝑇 bins, for positively charged electrons in the 5 TeV samples.
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Figure A-10: 𝜂 dependence of Single electron trigger efficiency scale factors, separated
by 𝑝𝑇 bins, for negatively charged electrons in the 5 TeV samples.
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Figure A-10: 𝜂 dependence of Single electron trigger efficiency scale factors, separated
by 𝑝𝑇 bins, for negatively charged electrons in the 5 TeV samples.
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Figure A-11: 𝜂 dependence of Muon selection efficiency scale factors, separated by 𝑝𝑇
bins, for combined charged muons in the 5 TeV samples.
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Figure A-12: 𝜂 dependence of Standalone muon identification efficiency scale factors,
separated by 𝑝𝑇 bins, for combined charged muons in the 5 TeV samples.
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Figure A-13: 𝜂 dependence of Single muon trigger efficiency scale factors, separated
by 𝑝𝑇 bins, for positively charged muons in the 5 TeV samples.
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Figure A-13: 𝜂 dependence of Single muon trigger efficiency scale factors, separated
by 𝑝𝑇 bins, for positively charged muons in the 5 TeV samples.
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Figure A-14: 𝜂 dependence of Single muon trigger efficiency scale factors, separated
by 𝑝T bins, for negatively charged muons in the 5 TeV samples.
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Figure A-14: 𝜂 dependence of Single muon trigger efficiency scale factors, separated
by 𝑝𝑇 bins, for negatively charged muons in the 5 TeV samples.
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−2.4 < 𝜂 < −2 −2 < 𝜂 < −1.566 −1.566 < 𝜂 < −1.4442 −1.4442 < 𝜂 < −1 −1 < 𝜂 < −0.5 −0.5 < 𝜂 < 0

25 < 𝑝𝑇 < 26.5 0.664± 0.058 0.921± 0.054 0.959± 0.112 1.053± 0.046 0.964± 0.036 1.031± 0.030
26.5 < 𝑝𝑇 < 28 0.646± 0.056 0.928± 0.043 1.033± 0.103 0.976± 0.041 0.962± 0.031 0.933± 0.032
28 < 𝑝𝑇 < 29.5 0.754± 0.055 0.986± 0.037 1.004± 0.101 1.016± 0.037 0.948± 0.030 0.977± 0.025
29.5 < 𝑝𝑇 < 31 0.624± 0.048 0.959± 0.034 0.981± 0.093 0.990± 0.034 0.961± 0.027 0.987± 0.022
31 < 𝑝𝑇 < 32.5 0.725± 0.042 0.907± 0.036 0.942± 0.078 1.037± 0.028 0.996± 0.020 0.991± 0.020
32.5 < 𝑝𝑇 < 35 0.747± 0.032 0.959± 0.023 0.972± 0.065 0.976± 0.022 0.979± 0.014 0.971± 0.014
35 < 𝑝𝑇 < 40 0.811± 0.020 0.957± 0.014 0.987± 0.038 0.995± 0.011 0.982± 0.008 0.991± 0.008
40 < 𝑝𝑇 < 45 0.831± 0.018 0.986± 0.011 0.976± 0.029 0.996± 0.009 0.999± 0.006 0.978± 0.007
45 < 𝑝𝑇 < 50 0.875± 0.020 0.966± 0.013 1.030± 0.033 0.985± 0.011 0.984± 0.008 0.980± 0.008
50 < 𝑝𝑇 < 60 0.857± 0.026 0.986± 0.015 0.988± 0.048 1.008± 0.012 0.989± 0.009 0.988± 0.010
60 < 𝑝𝑇 < 80 0.889± 0.035 0.998± 0.024 1.051± 0.056 0.993± 0.018 0.992± 0.014 0.974± 0.016

80 < 𝑝𝑇 < 1𝑒+ 04 1.033± 0.039 0.978± 0.036 1.009± 0.105 0.996± 0.027 0.976± 0.025 0.980± 0.026
0 < 𝜂 < 0.5 0.5 < 𝜂 < 1 1 < 𝜂 < 1.44 1.44 < 𝜂 < 1.57 1.57 < 𝜂 < 2 2 < 𝜂 < 2.4

25 < 𝑝𝑇 < 26.5 0.952± 0.035 0.940± 0.036 1.088± 0.039 1.052± 0.134 0.871± 0.048 0.658± 0.067
26.5 < 𝑝𝑇 < 28 1.005± 0.030 0.958± 0.033 0.989± 0.043 1.082± 0.131 0.898± 0.044 0.800± 0.059
28 < 𝑝𝑇 < 29.5 0.980± 0.026 0.995± 0.026 0.964± 0.046 0.872± 0.126 0.968± 0.039 0.622± 0.056
29.5 < 𝑝𝑇 < 31 0.992± 0.021 0.964± 0.025 0.939± 0.040 1.000± 0.105 0.935± 0.036 0.751± 0.049
31 < 𝑝𝑇 < 32.5 0.980± 0.020 0.976± 0.021 1.025± 0.029 1.010± 0.085 0.923± 0.035 0.666± 0.053
32.5 < 𝑝𝑇 < 35 0.976± 0.014 0.970± 0.014 1.016± 0.021 0.807± 0.083 0.946± 0.023 0.805± 0.032
35 < 𝑝𝑇 < 40 0.972± 0.008 0.976± 0.008 0.993± 0.011 0.975± 0.037 0.963± 0.014 0.814± 0.021
40 < 𝑝𝑇 < 45 0.978± 0.007 0.987± 0.007 0.991± 0.009 1.022± 0.031 0.974± 0.011 0.846± 0.019
45 < 𝑝𝑇 < 50 0.973± 0.008 0.986± 0.008 0.997± 0.011 0.963± 0.040 0.952± 0.013 0.866± 0.022
50 < 𝑝𝑇 < 60 0.998± 0.009 0.980± 0.010 1.019± 0.012 0.995± 0.043 0.968± 0.016 0.907± 0.026
60 < 𝑝𝑇 < 80 0.970± 0.017 0.987± 0.014 1.016± 0.017 0.937± 0.074 0.989± 0.023 0.956± 0.035

80 < 𝑝𝑇 < 1𝑒+ 04 0.982± 0.022 0.978± 0.027 1.048± 0.017 1.096± 0.082 0.950± 0.043 0.967± 0.055

Table A.3: Single electron trigger efficiency scale factors in (𝑝𝑇 , 𝜂) bins for positively
charged electrons in the 13 TeV samples.

−2.4 < 𝜂 < −2 −2 < 𝜂 < −1.566 −1.566 < 𝜂 < −1.4442 −1.4442 < 𝜂 < −1 −1 < 𝜂 < −0.5 −0.5 < 𝜂 < 0

25 < 𝑝𝑇 < 26.5 0.722± 0.059 0.895± 0.053 0.909± 0.133 0.992± 0.050 0.965± 0.034 0.996± 0.032
26.5 < 𝑝𝑇 < 28 0.736± 0.060 0.922± 0.047 0.920± 0.141 1.002± 0.040 1.005± 0.029 0.963± 0.028
28 < 𝑝𝑇 < 29.5 0.746± 0.052 0.897± 0.043 0.965± 0.117 1.034± 0.031 0.971± 0.027 0.972± 0.025
29.5 < 𝑝𝑇 < 31 0.716± 0.049 0.953± 0.033 0.890± 0.095 0.994± 0.030 0.970± 0.024 0.971± 0.022
31 < 𝑝𝑇 < 32.5 0.745± 0.044 0.921± 0.034 1.023± 0.107 1.060± 0.026 1.006± 0.020 0.980± 0.021
32.5 < 𝑝𝑇 < 35 0.814± 0.033 0.977± 0.024 0.989± 0.062 1.001± 0.018 0.984± 0.014 0.972± 0.015
35 < 𝑝𝑇 < 40 0.768± 0.020 0.955± 0.014 0.989± 0.039 0.978± 0.012 0.985± 0.007 0.968± 0.008
40 < 𝑝𝑇 < 45 0.826± 0.018 0.977± 0.011 0.940± 0.038 1.003± 0.009 0.986± 0.007 0.984± 0.007
45 < 𝑝𝑇 < 50 0.879± 0.021 0.974± 0.012 1.012± 0.037 0.988± 0.011 0.991± 0.008 0.997± 0.008
50 < 𝑝𝑇 < 60 0.900± 0.025 1.005± 0.014 1.038± 0.037 1.014± 0.011 0.996± 0.009 0.982± 0.010
60 < 𝑝𝑇 < 80 0.869± 0.038 0.954± 0.025 0.846± 0.089 1.022± 0.017 0.995± 0.014 0.982± 0.015

80 < 𝑝𝑇 < 1𝑒+ 04 0.983± 0.055 1.005± 0.026 0.941± 0.134 0.945± 0.038 0.982± 0.025 0.996± 0.022
0 < 𝜂 < 0.5 0.5 < 𝜂 < 1 1 < 𝜂 < 1.44 1.44 < 𝜂 < 1.57 1.57 < 𝜂 < 2 2 < 𝜂 < 2.4

25 < 𝑝𝑇 < 26.5 0.955± 0.037 0.969± 0.035 0.967± 0.050 0.999± 0.136 0.911± 0.050 0.703± 0.068
26.5 < 𝑝𝑇 < 28 0.971± 0.031 1.033± 0.033 1.010± 0.043 0.958± 0.118 0.902± 0.044 0.673± 0.059
28 < 𝑝𝑇 < 29.5 0.973± 0.026 0.987± 0.025 1.020± 0.038 0.994± 0.102 0.978± 0.038 0.815± 0.053
29.5 < 𝑝𝑇 < 31 0.945± 0.025 0.946± 0.027 1.020± 0.034 0.978± 0.121 0.886± 0.037 0.701± 0.055
31 < 𝑝𝑇 < 32.5 0.999± 0.021 0.979± 0.021 1.015± 0.033 0.927± 0.110 0.982± 0.032 0.781± 0.048
32.5 < 𝑝𝑇 < 35 0.963± 0.015 0.992± 0.015 1.014± 0.020 1.008± 0.061 0.973± 0.021 0.764± 0.033
35 < 𝑝𝑇 < 40 0.975± 0.008 0.975± 0.008 1.002± 0.011 0.963± 0.039 0.957± 0.013 0.824± 0.021
40 < 𝑝𝑇 < 45 0.983± 0.007 0.979± 0.007 0.989± 0.009 1.019± 0.029 0.964± 0.011 0.864± 0.018
45 < 𝑝𝑇 < 50 0.978± 0.008 0.980± 0.008 0.984± 0.012 1.035± 0.036 0.969± 0.013 0.829± 0.023
50 < 𝑝𝑇 < 60 0.986± 0.010 0.999± 0.010 1.008± 0.012 1.015± 0.042 0.962± 0.016 0.913± 0.024
60 < 𝑝𝑇 < 80 0.984± 0.014 1.015± 0.014 1.017± 0.017 1.056± 0.059 0.949± 0.022 0.905± 0.038

80 < 𝑝𝑇 < 1𝑒+ 04 0.962± 0.028 1.005± 0.021 1.032± 0.026 1.204± 0.154 1.008± 0.033 0.867± 0.092

Table A.4: Single electron trigger efficiency scale factors in (𝑝𝑇 , 𝜂) bins for negatively
charged electrons in the 13 TeV samples.
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−2.4 < 𝜂 < −2.1 −2.1 < 𝜂 < −1.6 −1.6 < 𝜂 < −1.2 −1.2 < 𝜂 < −0.9 −0.9 < 𝜂 < −0.3 −0.3 < 𝜂 < 0

25 < 𝑝𝑇 < 35 0.993± 0.006 1.009± 0.005 0.998± 0.006 1.002± 0.007 0.993± 0.004 0.985± 0.005
35 < 𝑝𝑇 < 50 0.987± 0.003 0.996± 0.002 0.998± 0.002 0.990± 0.002 0.993± 0.002 0.988± 0.002

50 < 𝑝𝑇 < 1𝑒+ 04 0.975± 0.007 0.992± 0.007 0.997± 0.003 0.992± 0.005 0.993± 0.003 0.992± 0.005
0 < 𝜂 < 0.3 0.3 < 𝜂 < 0.9 0.9 < 𝜂 < 1.2 1.2 < 𝜂 < 1.6 1.6 < 𝜂 < 2.1 2.1 < 𝜂 < 2.4

25 < 𝑝𝑇 < 35 0.989± 0.006 0.992± 0.004 0.984± 0.007 0.999± 0.006 1.005± 0.005 1.003± 0.006
35 < 𝑝𝑇 < 50 0.995± 0.003 0.992± 0.002 0.988± 0.002 0.997± 0.002 1.002± 0.001 0.994± 0.002

50 < 𝑝𝑇 < 1𝑒+ 04 0.979± 0.005 0.992± 0.003 0.994± 0.005 0.987± 0.003 0.997± 0.003 0.989± 0.006

Table A.5: Muon selection efficiency scale factors in (𝑝𝑇 , 𝜂) bins for combined charged
muons in the 13 TeV samples.

−2.4 < 𝜂 < −2.1 −2.1 < 𝜂 < −1.6 −1.6 < 𝜂 < −1.2 −1.2 < 𝜂 < −0.9 −0.9 < 𝜂 < −0.3 −0.3 < 𝜂 < 0

25 < 𝑝𝑇 < 35 0.990± 0.007 0.991± 0.004 0.986± 0.006 0.997± 0.034 0.992± 0.009 0.991± 0.014
35 < 𝑝𝑇 < 50 0.994± 0.002 0.996± 0.002 0.998± 0.002 0.997± 0.002 0.998± 0.001 0.986± 0.002

50 < 𝑝𝑇 < 1𝑒+ 04 0.996± 0.013 0.995± 0.004 0.995± 0.004 0.995± 0.005 0.997± 0.003 0.989± 0.005
0 < 𝜂 < 0.3 0.3 < 𝜂 < 0.9 0.9 < 𝜂 < 1.2 1.2 < 𝜂 < 1.6 1.6 < 𝜂 < 2.1 2.1 < 𝜂 < 2.4

25 < 𝑝𝑇 < 35 0.983± 0.006 0.988± 0.014 1.008± 0.017 1.009± 0.005 1.004± 0.008 0.994± 0.001
35 < 𝑝𝑇 < 50 0.988± 0.002 0.991± 0.002 0.995± 0.000 0.998± 0.002 0.998± 0.002 0.996± 0.001

50 < 𝑝𝑇 < 1𝑒+ 04 0.981± 0.005 0.988± 0.003 0.995± 0.004 0.995± 0.004 0.997± 0.003 0.992± 0.005

Table A.6: Standalone muon identification efficiency scale factors in (𝑝𝑇 , 𝜂) bins for
combined charged muons in the 13 TeV samples.

−2.4 < 𝜂 < −2.1 −2.1 < 𝜂 < −1.6 −1.6 < 𝜂 < −1.2 −1.2 < 𝜂 < −0.9 −0.9 < 𝜂 < −0.3 −0.3 < 𝜂 < 0

25 < 𝑝𝑇 < 26.5 0.960± 0.030 0.999± 0.017 0.928± 0.023 0.984± 0.021 0.981± 0.012 0.981± 0.017
26.5 < 𝑝𝑇 < 28 0.984± 0.023 0.984± 0.016 0.967± 0.016 0.978± 0.019 0.988± 0.011 0.976± 0.016
28 < 𝑝𝑇 < 29.5 0.974± 0.023 0.965± 0.017 0.987± 0.014 0.987± 0.015 0.987± 0.010 0.985± 0.013
29.5 < 𝑝𝑇 < 31 0.946± 0.025 0.971± 0.015 0.975± 0.015 0.973± 0.016 0.977± 0.010 1.013± 0.010
31 < 𝑝𝑇 < 32.5 0.974± 0.020 0.993± 0.013 0.964± 0.014 0.979± 0.015 0.986± 0.008 0.980± 0.013
32.5 < 𝑝𝑇 < 35 0.979± 0.014 0.969± 0.011 0.967± 0.011 0.984± 0.009 0.993± 0.006 0.982± 0.009
35 < 𝑝𝑇 < 40 0.988± 0.009 0.978± 0.006 0.963± 0.006 0.973± 0.006 0.986± 0.004 0.991± 0.005
40 < 𝑝𝑇 < 45 0.970± 0.009 0.972± 0.006 0.963± 0.005 0.972± 0.005 0.986± 0.003 0.990± 0.005
45 < 𝑝𝑇 < 50 0.947± 0.012 0.980± 0.006 0.968± 0.006 0.967± 0.007 0.986± 0.004 0.989± 0.007
50 < 𝑝𝑇 < 60 0.971± 0.014 0.984± 0.009 0.976± 0.007 0.971± 0.008 0.972± 0.006 0.992± 0.009
60 < 𝑝𝑇 < 80 1.004± 0.023 0.979± 0.014 0.962± 0.013 0.973± 0.014 0.988± 0.009 0.983± 0.013

80 < 𝑝𝑇 < 1𝑒+ 04 0.951± 0.082 1.010± 0.026 0.949± 0.026 0.901± 0.034 0.953± 0.020 0.966± 0.025
0 < 𝜂 < 0.3 0.3 < 𝜂 < 0.9 0.9 < 𝜂 < 1.2 1.2 < 𝜂 < 1.6 1.6 < 𝜂 < 2.1 2.1 < 𝜂 < 2.4

25 < 𝑝𝑇 < 26.5 0.955± 0.020 0.981± 0.012 0.979± 0.020 0.960± 0.020 1.007± 0.011 0.993± 0.023
26.5 < 𝑝𝑇 < 28 1.004± 0.014 0.963± 0.012 0.958± 0.021 0.944± 0.021 1.001± 0.012 0.988± 0.023
28 < 𝑝𝑇 < 29.5 0.997± 0.013 0.966± 0.011 0.984± 0.014 0.987± 0.015 0.985± 0.012 0.972± 0.021
29.5 < 𝑝𝑇 < 31 0.979± 0.013 0.964± 0.010 0.939± 0.019 0.972± 0.016 0.984± 0.011 0.992± 0.017
31 < 𝑝𝑇 < 32.5 0.969± 0.013 0.969± 0.009 0.959± 0.016 0.961± 0.015 0.990± 0.010 1.001± 0.017
32.5 < 𝑝𝑇 < 35 0.987± 0.009 0.970± 0.006 0.957± 0.012 0.988± 0.009 0.983± 0.008 0.987± 0.013
35 < 𝑝𝑇 < 40 0.982± 0.006 0.967± 0.004 0.961± 0.006 0.968± 0.006 0.982± 0.005 0.998± 0.007
40 < 𝑝𝑇 < 45 0.979± 0.005 0.976± 0.003 0.972± 0.005 0.972± 0.005 0.985± 0.004 0.985± 0.007
45 < 𝑝𝑇 < 50 0.971± 0.007 0.968± 0.005 0.957± 0.007 0.976± 0.006 0.986± 0.005 0.981± 0.010
50 < 𝑝𝑇 < 60 0.979± 0.009 0.955± 0.006 0.969± 0.009 0.968± 0.008 0.996± 0.005 0.968± 0.012
60 < 𝑝𝑇 < 80 0.957± 0.015 0.978± 0.008 0.940± 0.016 0.998± 0.010 0.993± 0.009 0.969± 0.023

80 < 𝑝𝑇 < 1𝑒+ 04 0.990± 0.024 0.974± 0.017 0.924± 0.032 0.948± 0.027 0.996± 0.020 0.960± 0.048

Table A.7: Single muon trigger efficiency scale factors in (𝑝𝑇 , 𝜂) bins for positively
charged muons in the 13 TeV samples.
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−2.4 < 𝜂 < −2.1 −2.1 < 𝜂 < −1.6 −1.6 < 𝜂 < −1.2 −1.2 < 𝜂 < −0.9 −0.9 < 𝜂 < −0.3 −0.3 < 𝜂 < 0

25 < 𝑝𝑇 < 26.5 0.990± 0.024 0.975± 0.019 0.968± 0.020 0.975± 0.022 0.997± 0.010 1.002± 0.016
26.5 < 𝑝𝑇 < 28 0.983± 0.023 0.962± 0.019 0.944± 0.020 0.981± 0.018 0.969± 0.011 0.968± 0.017
28 < 𝑝𝑇 < 29.5 1.016± 0.021 0.968± 0.017 0.957± 0.018 0.966± 0.017 0.963± 0.010 1.004± 0.011
29.5 < 𝑝𝑇 < 31 0.968± 0.022 0.980± 0.015 0.966± 0.015 0.979± 0.016 0.980± 0.008 0.989± 0.012
31 < 𝑝𝑇 < 32.5 0.981± 0.021 0.994± 0.013 0.958± 0.014 0.980± 0.013 0.976± 0.008 0.994± 0.011
32.5 < 𝑝𝑇 < 35 0.947± 0.016 0.968± 0.011 0.965± 0.011 0.972± 0.010 0.988± 0.005 0.993± 0.008
35 < 𝑝𝑇 < 40 0.969± 0.010 0.973± 0.006 0.968± 0.006 0.975± 0.006 0.987± 0.003 0.989± 0.005
40 < 𝑝𝑇 < 45 0.971± 0.009 0.976± 0.006 0.970± 0.005 0.976± 0.005 0.981± 0.003 0.987± 0.005
45 < 𝑝𝑇 < 50 0.962± 0.012 0.977± 0.007 0.972± 0.006 0.978± 0.006 0.986± 0.004 0.991± 0.006
50 < 𝑝𝑇 < 60 0.957± 0.015 0.965± 0.009 0.972± 0.008 0.980± 0.008 0.975± 0.006 0.971± 0.009
60 < 𝑝𝑇 < 80 0.941± 0.025 0.956± 0.015 0.982± 0.011 0.969± 0.014 1.000± 0.007 1.006± 0.011

80 < 𝑝𝑇 < 1𝑒+ 04 0.940± 0.057 0.965± 0.028 0.917± 0.031 0.957± 0.028 0.965± 0.016 0.986± 0.026
0 < 𝜂 < 0.3 0.3 < 𝜂 < 0.9 0.9 < 𝜂 < 1.2 1.2 < 𝜂 < 1.6 1.6 < 𝜂 < 2.1 2.1 < 𝜂 < 2.4

25 < 𝑝𝑇 < 26.5 0.986± 0.015 0.994± 0.009 0.991± 0.020 0.966± 0.020 0.997± 0.012 1.002± 0.017
26.5 < 𝑝𝑇 < 28 0.986± 0.014 0.986± 0.010 0.967± 0.020 0.951± 0.021 0.987± 0.013 0.994± 0.023
28 < 𝑝𝑇 < 29.5 0.966± 0.015 0.993± 0.010 0.993± 0.014 0.938± 0.020 0.997± 0.010 0.996± 0.020
29.5 < 𝑝𝑇 < 31 0.967± 0.015 0.986± 0.009 0.989± 0.014 0.961± 0.017 0.995± 0.010 0.993± 0.017
31 < 𝑝𝑇 < 32.5 0.992± 0.012 0.982± 0.008 0.972± 0.014 0.927± 0.018 0.990± 0.010 1.004± 0.016
32.5 < 𝑝𝑇 < 35 0.985± 0.008 0.993± 0.005 0.969± 0.010 0.964± 0.010 0.991± 0.007 0.992± 0.012
35 < 𝑝𝑇 < 40 0.978± 0.006 0.973± 0.004 0.969± 0.006 0.965± 0.006 0.994± 0.004 0.995± 0.007
40 < 𝑝𝑇 < 45 0.983± 0.005 0.981± 0.003 0.965± 0.006 0.974± 0.005 0.991± 0.004 0.985± 0.007
45 < 𝑝𝑇 < 50 0.981± 0.007 0.975± 0.005 0.957± 0.008 0.971± 0.006 0.988± 0.005 0.977± 0.009
50 < 𝑝𝑇 < 60 0.983± 0.009 0.974± 0.006 0.971± 0.009 0.975± 0.008 0.994± 0.006 0.990± 0.012
60 < 𝑝𝑇 < 80 1.003± 0.013 0.980± 0.009 0.942± 0.016 0.984± 0.011 0.995± 0.009 0.954± 0.023

80 < 𝑝𝑇 < 1𝑒+ 04 0.944± 0.031 0.962± 0.018 0.981± 0.023 0.993± 0.021 1.001± 0.019 1.024± 0.038

Table A.8: Single muon trigger efficiency scale factors in (𝑝𝑇 , 𝜂) bins for negatively
charged muons in the 13 TeV samples.

−2.4 < 𝜂 < −2 −2 < 𝜂 < −1.566 −1.566 < 𝜂 < −1.4442 −1.4442 < 𝜂 < −1 −1 < 𝜂 < −0.5 −0.5 < 𝜂 < 0

25 < 𝑝𝑇 < 35 0.982± 0.021 0.911± 0.012 1.022± 0.093 0.905± 0.023 0.936± 0.016 0.947± 0.011
35 < 𝑝𝑇 < 50 0.974± 0.010 0.948± 0.006 0.939± 0.020 0.939± 0.005 0.947± 0.005 0.934± 0.005

50 < 𝑝𝑇 < 1𝑒+ 04 0.981± 0.021 0.971± 0.019 0.991± 0.043 0.944± 0.010 0.958± 0.011 0.971± 0.013
0 < 𝜂 < 0.5 0.5 < 𝜂 < 1 1 < 𝜂 < 1.44 1.44 < 𝜂 < 1.57 1.57 < 𝜂 < 2 2 < 𝜂 < 2.4

25 < 𝑝𝑇 < 35 0.910± 0.014 0.925± 0.017 0.886± 0.019 0.873± 0.043 0.867± 0.003 0.966± 0.023
35 < 𝑝𝑇 < 50 0.934± 0.004 0.938± 0.005 0.925± 0.008 0.992± 0.029 0.945± 0.006 0.932± 0.010

50 < 𝑝𝑇 < 1𝑒+ 04 0.932± 0.008 0.964± 0.012 0.955± 0.010 1.015± 0.061 0.953± 0.017 0.979± 0.022

Table A.9: GSF electron identification and isolation efficiency scale factors in (𝑝𝑇 , 𝜂)
bins for combined charged electrons in the 5 TeV samples.

148



−2.4 < 𝜂 < −2 −2 < 𝜂 < −1.566 −1.566 < 𝜂 < −1.4442 −1.4442 < 𝜂 < −1 −1 < 𝜂 < −0.5 −0.5 < 𝜂 < 0

25 < 𝑝𝑇 < 26.5 0.530± 0.086 0.851± 0.064 0.713± 0.266 1.038± 0.063 0.969± 0.050 0.930± 0.049
26.5 < 𝑝𝑇 < 28 0.629± 0.077 0.903± 0.059 0.721± 0.184 1.051± 0.053 0.955± 0.044 0.959± 0.042
28 < 𝑝𝑇 < 29.5 0.641± 0.067 0.915± 0.055 1.103± 0.127 1.018± 0.048 0.926± 0.041 0.971± 0.033
29.5 < 𝑝𝑇 < 31 0.603± 0.066 0.917± 0.047 0.893± 0.143 0.980± 0.041 0.948± 0.032 0.946± 0.032
31 < 𝑝𝑇 < 32.5 0.700± 0.063 0.927± 0.047 0.886± 0.129 0.949± 0.045 0.956± 0.027 0.969± 0.028
32.5 < 𝑝𝑇 < 35 0.686± 0.044 0.913± 0.032 0.862± 0.102 0.951± 0.029 0.927± 0.021 0.962± 0.019
35 < 𝑝𝑇 < 40 0.817± 0.025 0.934± 0.018 0.931± 0.051 0.960± 0.015 0.935± 0.012 0.965± 0.011
40 < 𝑝𝑇 < 45 0.818± 0.023 0.933± 0.015 0.968± 0.037 0.970± 0.012 0.955± 0.010 0.964± 0.009
45 < 𝑝𝑇 < 50 0.827± 0.029 0.942± 0.018 0.984± 0.049 0.988± 0.013 0.964± 0.012 0.953± 0.012
50 < 𝑝𝑇 < 60 0.868± 0.036 0.895± 0.027 0.999± 0.066 1.005± 0.018 0.941± 0.017 0.969± 0.015
60 < 𝑝𝑇 < 80 0.890± 0.082 0.955± 0.040 0.931± 0.143 0.993± 0.027 0.972± 0.026 0.967± 0.028

80 < 𝑝𝑇 < 1𝑒+ 04 0.952± 0.225 0.987± 0.066 0.833± 0.449 1.030± 0.055 0.983± 0.041 0.924± 0.070
0 < 𝜂 < 0.5 0.5 < 𝜂 < 1 1 < 𝜂 < 1.44 1.44 < 𝜂 < 1.57 1.57 < 𝜂 < 2 2 < 𝜂 < 2.4

25 < 𝑝𝑇 < 26.5 0.885± 0.051 0.901± 0.054 1.099± 0.056 0.890± 0.192 0.814± 0.074 0.641± 0.087
26.5 < 𝑝𝑇 < 28 0.938± 0.047 0.951± 0.044 1.008± 0.059 0.872± 0.165 0.808± 0.068 0.666± 0.080
28 < 𝑝𝑇 < 29.5 0.984± 0.032 0.962± 0.042 0.961± 0.057 0.860± 0.168 0.846± 0.057 0.692± 0.090
29.5 < 𝑝𝑇 < 31 0.964± 0.034 0.977± 0.033 0.976± 0.046 1.220± 0.320 0.906± 0.052 0.724± 0.074
31 < 𝑝𝑇 < 32.5 0.955± 0.028 0.947± 0.033 0.952± 0.045 0.801± 0.118 0.897± 0.049 0.743± 0.077
32.5 < 𝑝𝑇 < 35 0.929± 0.020 0.934± 0.021 0.916± 0.034 0.954± 0.096 0.853± 0.037 0.699± 0.048
35 < 𝑝𝑇 < 40 0.969± 0.011 0.955± 0.011 0.958± 0.016 0.937± 0.050 0.916± 0.019 0.764± 0.029
40 < 𝑝𝑇 < 45 0.954± 0.010 0.951± 0.010 0.945± 0.014 0.946± 0.045 0.937± 0.016 0.796± 0.026
45 < 𝑝𝑇 < 50 0.954± 0.012 0.954± 0.013 0.990± 0.015 0.948± 0.051 0.893± 0.021 0.829± 0.031
50 < 𝑝𝑇 < 60 0.948± 0.018 0.956± 0.017 0.932± 0.023 0.996± 0.066 0.984± 0.023 0.947± 0.037
60 < 𝑝𝑇 < 80 0.943± 0.029 0.942± 0.032 1.013± 0.027 1.016± 0.143 1.021± 0.037 1.020± 0.062

80 < 𝑝𝑇 < 1𝑒+ 04 0.888± 0.063 0.960± 0.057 1.055± 0.061 0.576± 0.365 0.979± 0.078 0.882± 0.240

Table A.10: Single electron trigger efficiency scale factors in (𝑝𝑇 , 𝜂) bins for positively
charged electrons in the 5 TeV samples.

−2.4 < 𝜂 < −2 −2 < 𝜂 < −1.566 −1.566 < 𝜂 < −1.4442 −1.4442 < 𝜂 < −1 −1 < 𝜂 < −0.5 −0.5 < 𝜂 < 0

25 < 𝑝𝑇 < 26.5 0.771± 0.079 0.887± 0.065 1.130± 0.178 1.056± 0.062 0.948± 0.047 0.988± 0.049
26.5 < 𝑝𝑇 < 28 0.767± 0.069 0.804± 0.068 0.838± 0.172 0.914± 0.065 0.927± 0.047 1.005± 0.039
28 < 𝑝𝑇 < 29.5 0.542± 0.069 0.889± 0.057 1.221± 0.111 0.975± 0.048 0.914± 0.037 0.958± 0.036
29.5 < 𝑝𝑇 < 31 0.719± 0.058 0.831± 0.057 0.918± 0.168 0.981± 0.049 0.952± 0.034 0.921± 0.034
31 < 𝑝𝑇 < 32.5 0.810± 0.054 0.934± 0.047 1.007± 0.112 0.987± 0.037 0.967± 0.028 0.913± 0.032
32.5 < 𝑝𝑇 < 35 0.734± 0.042 0.925± 0.032 0.973± 0.080 0.981± 0.026 0.935± 0.020 0.950± 0.020
35 < 𝑝𝑇 < 40 0.729± 0.026 0.909± 0.019 0.872± 0.052 0.949± 0.015 0.936± 0.011 0.952± 0.011
40 < 𝑝𝑇 < 45 0.825± 0.023 0.946± 0.014 0.964± 0.043 0.985± 0.011 0.970± 0.009 0.957± 0.010
45 < 𝑝𝑇 < 50 0.820± 0.028 0.961± 0.017 0.973± 0.050 0.975± 0.014 0.968± 0.011 0.943± 0.013
50 < 𝑝𝑇 < 60 0.866± 0.036 0.925± 0.023 0.938± 0.069 0.938± 0.021 0.940± 0.018 0.948± 0.017
60 < 𝑝𝑇 < 80 0.973± 0.056 0.982± 0.039 1.081± 0.091 1.050± 0.024 0.957± 0.030 0.960± 0.028

80 < 𝑝𝑇 < 1𝑒+ 04 0.950± 0.159 0.982± 0.111 0.628± 0.327 0.996± 0.068 0.964± 0.062 0.833± 0.070
0 < 𝜂 < 0.5 0.5 < 𝜂 < 1 1 < 𝜂 < 1.44 1.44 < 𝜂 < 1.57 1.57 < 𝜂 < 2 2 < 𝜂 < 2.4

25 < 𝑝𝑇 < 26.5 0.898± 0.053 0.877± 0.061 0.895± 0.076 0.985± 0.170 0.818± 0.069 0.697± 0.089
26.5 < 𝑝𝑇 < 28 0.951± 0.042 0.956± 0.045 1.008± 0.059 1.142± 0.109 0.937± 0.057 0.636± 0.078
28 < 𝑝𝑇 < 29.5 0.947± 0.037 0.991± 0.038 0.901± 0.054 0.840± 0.176 0.875± 0.065 0.656± 0.071
29.5 < 𝑝𝑇 < 31 0.963± 0.032 0.895± 0.036 0.981± 0.048 0.884± 0.123 0.881± 0.054 0.567± 0.068
31 < 𝑝𝑇 < 32.5 0.940± 0.030 0.970± 0.032 0.982± 0.047 1.033± 0.129 0.918± 0.045 0.675± 0.061
32.5 < 𝑝𝑇 < 35 0.935± 0.021 0.940± 0.021 1.004± 0.026 0.809± 0.109 0.906± 0.035 0.700± 0.043
35 < 𝑝𝑇 < 40 0.955± 0.012 0.942± 0.012 0.949± 0.016 0.920± 0.050 0.889± 0.020 0.798± 0.029
40 < 𝑝𝑇 < 45 0.943± 0.010 0.963± 0.010 0.955± 0.014 0.991± 0.041 0.923± 0.016 0.776± 0.026
45 < 𝑝𝑇 < 50 0.956± 0.012 0.955± 0.013 0.947± 0.017 1.003± 0.048 0.914± 0.020 0.829± 0.032
50 < 𝑝𝑇 < 60 0.976± 0.016 0.946± 0.017 0.969± 0.022 0.977± 0.065 0.922± 0.026 0.810± 0.043
60 < 𝑝𝑇 < 80 0.963± 0.028 0.988± 0.025 0.979± 0.035 1.017± 0.105 0.936± 0.050 0.989± 0.056

80 < 𝑝𝑇 < 1𝑒+ 04 0.996± 0.039 1.068± 0.033 0.878± 0.103 0.785± 0.315 0.959± 0.092 0.819± 0.197

Table A.11: Single electron trigger efficiency scale factors in (𝑝𝑇 , 𝜂) bins for negatively
charged electrons in the 5 TeV samples.
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−2.4 < 𝜂 < −2.1 −2.1 < 𝜂 < −1.6 −1.6 < 𝜂 < −1.2 −1.2 < 𝜂 < −0.9 −0.9 < 𝜂 < −0.3 −0.3 < 𝜂 < 0

25 < 𝑝𝑇 < 35 0.991± 0.007 1.003± 0.005 1.005± 0.006 0.992± 0.007 0.997± 0.004 0.990± 0.006
35 < 𝑝𝑇 < 50 0.991± 0.003 0.996± 0.002 0.999± 0.002 0.993± 0.003 0.996± 0.002 0.990± 0.003

50 < 𝑝𝑇 < 1𝑒+ 04 0.978± 0.008 1.001± 0.004 0.989± 0.005 0.991± 0.006 0.991± 0.004 0.997± 0.005
0 < 𝜂 < 0.3 0.3 < 𝜂 < 0.9 0.9 < 𝜂 < 1.2 1.2 < 𝜂 < 1.6 1.6 < 𝜂 < 2.1 2.1 < 𝜂 < 2.4

25 < 𝑝𝑇 < 35 0.985± 0.006 0.999± 0.005 1.002± 0.007 0.995± 0.006 0.996± 0.005 0.995± 0.007
35 < 𝑝𝑇 < 50 0.992± 0.003 0.992± 0.002 0.986± 0.002 0.997± 0.002 0.996± 0.002 0.991± 0.003

50 < 𝑝𝑇 < 1𝑒+ 04 0.992± 0.007 0.995± 0.004 0.990± 0.006 0.994± 0.004 1.002± 0.004 0.996± 0.008

Table A.12: Muon selection efficiency scale factors in (𝑝𝑇 , 𝜂) bins for combined
charged muons in the 5 TeV samples.

−2.4 < 𝜂 < −2.1 −2.1 < 𝜂 < −1.6 −1.6 < 𝜂 < −1.2 −1.2 < 𝜂 < −0.9 −0.9 < 𝜂 < −0.3 −0.3 < 𝜂 < 0

25 < 𝑝𝑇 < 35 0.990± 0.008 0.978± 0.015 0.992± 0.000 0.970± 0.001 1.003± 0.006 0.992± 0.006
35 < 𝑝𝑇 < 50 0.987± 0.002 0.992± 0.000 1.000± 0.001 0.996± 0.001 0.997± 0.001 0.993± 0.001

50 < 𝑝𝑇 < 1𝑒+ 04 0.990± 0.001 0.984± 0.007 0.986± 0.009 1.000± 0.003 0.996± 0.003 0.990± 0.006
0 < 𝜂 < 0.3 0.3 < 𝜂 < 0.9 0.9 < 𝜂 < 1.2 1.2 < 𝜂 < 1.6 1.6 < 𝜂 < 2.1 2.1 < 𝜂 < 2.4

25 < 𝑝𝑇 < 35 0.980± 0.007 0.985± 0.007 0.994± 0.011 0.992± 0.000 0.963± 0.020 0.951± 0.019
35 < 𝑝𝑇 < 50 0.992± 0.004 0.996± 0.000 0.990± 0.002 0.993± 0.000 0.995± 0.000 0.995± 0.001

50 < 𝑝𝑇 < 1𝑒+ 04 0.972± 0.007 0.997± 0.002 0.992± 0.005 0.981± 0.008 0.987± 0.009 0.995± 0.006

Table A.13: Standalone muon identification efficiency scale factors in (𝑝𝑇 , 𝜂) bins for
combined charged muons in the 5 TeV samples.

−2.4 < 𝜂 < −2.1 −2.1 < 𝜂 < −1.6 −1.6 < 𝜂 < −1.2 −1.2 < 𝜂 < −0.9 −0.9 < 𝜂 < −0.3 −0.3 < 𝜂 < 0

25 < 𝑝𝑇 < 26.5 0.974± 0.041 1.013± 0.020 1.023± 0.015 0.984± 0.023 1.014± 0.011 1.006± 0.019
26.5 < 𝑝𝑇 < 28 0.999± 0.027 0.992± 0.022 0.965± 0.022 0.946± 0.031 1.002± 0.011 0.988± 0.019
28 < 𝑝𝑇 < 29.5 0.971± 0.030 0.962± 0.024 0.995± 0.016 0.979± 0.022 0.981± 0.013 0.961± 0.020
29.5 < 𝑝𝑇 < 31 0.972± 0.031 0.992± 0.017 0.969± 0.018 0.986± 0.018 0.973± 0.013 0.998± 0.015
31 < 𝑝𝑇 < 32.5 0.970± 0.028 0.969± 0.020 0.986± 0.017 0.973± 0.019 0.979± 0.011 0.992± 0.015
32.5 < 𝑝𝑇 < 35 0.982± 0.019 0.995± 0.011 0.973± 0.013 0.990± 0.011 0.987± 0.007 0.976± 0.011
35 < 𝑝𝑇 < 40 1.001± 0.010 0.983± 0.008 0.976± 0.007 0.974± 0.007 0.995± 0.004 0.987± 0.007
40 < 𝑝𝑇 < 45 0.996± 0.010 0.983± 0.006 0.983± 0.005 0.972± 0.006 0.990± 0.004 0.998± 0.006
45 < 𝑝𝑇 < 50 0.997± 0.014 0.990± 0.008 0.984± 0.006 0.986± 0.007 0.995± 0.005 0.998± 0.008
50 < 𝑝𝑇 < 60 0.999± 0.019 0.989± 0.011 0.988± 0.009 0.972± 0.012 1.007± 0.007 0.983± 0.012
60 < 𝑝𝑇 < 80 0.971± 0.043 0.999± 0.018 0.955± 0.021 0.978± 0.019 0.995± 0.013 0.991± 0.023

80 < 𝑝𝑇 < 1𝑒+ 04 0.979± 0.182 1.005± 0.047 0.969± 0.040 0.985± 0.051 1.000± 0.028 0.984± 0.055
0 < 𝜂 < 0.3 0.3 < 𝜂 < 0.9 0.9 < 𝜂 < 1.2 1.2 < 𝜂 < 1.6 1.6 < 𝜂 < 2.1 2.1 < 𝜂 < 2.4

25 < 𝑝𝑇 < 26.5 0.999± 0.019 0.959± 0.017 0.972± 0.024 0.983± 0.022 0.989± 0.020 0.954± 0.035
26.5 < 𝑝𝑇 < 28 0.977± 0.020 0.964± 0.015 0.937± 0.032 0.938± 0.026 1.003± 0.016 0.995± 0.027
28 < 𝑝𝑇 < 29.5 0.977± 0.021 0.975± 0.013 0.967± 0.022 0.973± 0.021 0.974± 0.017 0.993± 0.028
29.5 < 𝑝𝑇 < 31 1.000± 0.014 0.979± 0.011 0.920± 0.027 0.996± 0.016 0.981± 0.016 1.030± 0.018
31 < 𝑝𝑇 < 32.5 0.964± 0.016 0.970± 0.012 0.994± 0.015 0.978± 0.017 0.988± 0.013 0.948± 0.029
32.5 < 𝑝𝑇 < 35 0.978± 0.011 0.991± 0.006 0.957± 0.014 0.962± 0.014 0.979± 0.010 0.997± 0.015
35 < 𝑝𝑇 < 40 0.981± 0.007 0.980± 0.004 0.965± 0.007 0.964± 0.008 0.985± 0.006 0.983± 0.010
40 < 𝑝𝑇 < 45 0.987± 0.006 0.977± 0.004 0.965± 0.006 0.986± 0.005 0.989± 0.005 0.992± 0.009
45 < 𝑝𝑇 < 50 0.981± 0.009 0.968± 0.006 0.959± 0.009 0.972± 0.008 0.972± 0.007 0.997± 0.011
50 < 𝑝𝑇 < 60 0.970± 0.013 0.982± 0.007 0.967± 0.012 0.980± 0.010 0.988± 0.008 0.973± 0.022
60 < 𝑝𝑇 < 80 0.988± 0.022 0.964± 0.016 0.942± 0.027 0.975± 0.020 0.990± 0.018 0.970± 0.036

80 < 𝑝𝑇 < 1𝑒+ 04 0.978± 0.053 0.993± 0.025 0.878± 0.069 0.869± 0.071 1.032± 0.032 1.000± 0.094

Table A.14: Single muon trigger efficiency scale factors in (𝑝𝑇 , 𝜂) bins for positively
charged muons in the 5 TeV samples.
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−2.4 < 𝜂 < −2.1 −2.1 < 𝜂 < −1.6 −1.6 < 𝜂 < −1.2 −1.2 < 𝜂 < −0.9 −0.9 < 𝜂 < −0.3 −0.3 < 𝜂 < 0

25 < 𝑝𝑇 < 26.5 0.951± 0.044 0.981± 0.024 0.991± 0.021 0.974± 0.024 0.985± 0.016 1.003± 0.016
26.5 < 𝑝𝑇 < 28 0.972± 0.039 0.983± 0.019 1.002± 0.016 1.011± 0.017 0.975± 0.014 0.996± 0.016
28 < 𝑝𝑇 < 29.5 0.989± 0.033 0.998± 0.018 0.982± 0.018 0.954± 0.023 0.985± 0.011 0.974± 0.019
29.5 < 𝑝𝑇 < 31 0.985± 0.033 0.981± 0.019 0.984± 0.018 0.963± 0.021 0.977± 0.011 0.991± 0.015
31 < 𝑝𝑇 < 32.5 0.997± 0.025 0.999± 0.016 0.992± 0.015 0.973± 0.019 0.986± 0.010 1.012± 0.011
32.5 < 𝑝𝑇 < 35 1.009± 0.016 0.985± 0.013 0.988± 0.011 0.982± 0.014 0.979± 0.007 0.987± 0.011
35 < 𝑝𝑇 < 40 0.990± 0.011 0.982± 0.007 0.983± 0.006 0.966± 0.008 0.979± 0.004 0.970± 0.007
40 < 𝑝𝑇 < 45 0.995± 0.010 0.991± 0.006 0.986± 0.005 0.972± 0.006 0.978± 0.004 0.993± 0.006
45 < 𝑝𝑇 < 50 0.976± 0.014 0.992± 0.007 0.974± 0.007 0.984± 0.008 0.988± 0.005 0.981± 0.008
50 < 𝑝𝑇 < 60 0.986± 0.018 0.989± 0.010 0.991± 0.009 0.970± 0.012 0.994± 0.007 0.992± 0.010
60 < 𝑝𝑇 < 80 1.029± 0.027 0.968± 0.021 0.969± 0.019 0.978± 0.020 0.982± 0.012 1.000± 0.020

80 < 𝑝𝑇 < 1𝑒+ 04 0.920± 0.140 1.008± 0.038 0.998± 0.045 0.969± 0.054 0.992± 0.033 1.003± 0.041
0 < 𝜂 < 0.3 0.3 < 𝜂 < 0.9 0.9 < 𝜂 < 1.2 1.2 < 𝜂 < 1.6 1.6 < 𝜂 < 2.1 2.1 < 𝜂 < 2.4

25 < 𝑝𝑇 < 26.5 0.994± 0.021 0.982± 0.017 0.961± 0.029 0.976± 0.026 1.003± 0.014 1.038± 0.020
26.5 < 𝑝𝑇 < 28 0.992± 0.019 0.975± 0.015 0.983± 0.023 0.953± 0.024 0.984± 0.017 0.990± 0.030
28 < 𝑝𝑇 < 29.5 1.007± 0.015 0.986± 0.013 0.969± 0.024 0.988± 0.019 0.993± 0.014 0.989± 0.029
29.5 < 𝑝𝑇 < 31 1.002± 0.014 0.994± 0.010 0.955± 0.023 1.003± 0.016 0.991± 0.015 0.974± 0.028
31 < 𝑝𝑇 < 32.5 0.999± 0.014 0.983± 0.010 0.974± 0.017 0.970± 0.018 0.969± 0.016 1.025± 0.017
32.5 < 𝑝𝑇 < 35 1.001± 0.010 0.978± 0.008 0.966± 0.013 0.979± 0.012 1.000± 0.008 0.968± 0.019
35 < 𝑝𝑇 < 40 0.984± 0.007 0.987± 0.004 0.969± 0.007 0.971± 0.007 0.988± 0.006 0.997± 0.009
40 < 𝑝𝑇 < 45 0.985± 0.006 0.977± 0.004 0.965± 0.007 0.971± 0.006 0.992± 0.005 0.986± 0.009
45 < 𝑝𝑇 < 50 0.988± 0.008 0.987± 0.005 0.965± 0.009 0.969± 0.008 1.000± 0.005 0.987± 0.012
50 < 𝑝𝑇 < 60 1.000± 0.010 0.988± 0.008 0.963± 0.012 0.992± 0.010 0.998± 0.008 1.013± 0.015
60 < 𝑝𝑇 < 80 0.968± 0.024 0.978± 0.014 0.959± 0.026 0.984± 0.017 0.988± 0.016 0.983± 0.035

80 < 𝑝𝑇 < 1𝑒+ 04 0.975± 0.046 0.979± 0.036 0.929± 0.081 0.952± 0.053 0.939± 0.050 1.012± 0.079

Table A.15: Single muon trigger efficiency scale factors in (𝑝𝑇 , 𝜂) bins for negatively
charged muons in the 5 TeV samples.
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