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ABSTRACT
Student reflection is thought to be an important part of retain-
ing and understanding knowledge gained in a course. Using
natural language processing, we analyze and interpret student
reflections from Massive Open Online Courses (MOOCs) to
understand the students’ sentiments and problem-solving pro-
cedures. The reflections are free text responses to questions
from MIT 6.00.1x, an introductory programming MOOC. We
compare different sentiment analysis methods, and conclude
that the best-performing methods can robustly classify senti-
ment of student responses. In addition, we develop methods
to analyze student problem-solving procedures using sentence
parsing and topic modeling. We find our method can dis-
tinguish some common problem-solving procedures such as
utilizing course resources.

Author Keywords
MOOCs; natural language processing; sentiment analysis;
topic modeling; reflective learning; sentence parsing

CCS Concepts
•Applied computing → Education; •Computing method-
ologies → Information extraction;

INTRODUCTION
Reflection in learning, which we define as “those intellectual
and affective activities in which individuals engage to explore
their experiences in order to lead to new understandings and
appreciations,” can be an important way to improve knowledge
in higher education [3]. Whether through written responses,
verbal communication, or internal dialogue, reflection allows
students to be critical of their learning experience. Massive
Open Online Courses (MOOCs) are available to anyone with
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internet access. However, many MOOCs do not systematically
contain opportunities for reflection. Even in those that do,
the responses might not be used efficiently because reading
reflections and providing individual feedback to students is
time-consuming, especially in large-scale MOOCs with thou-
sands of students.

Being able to effectively measure student satisfaction could
be an important way to improve MOOCs and reduce drop out
rates. By using sentiment analysis to classify student free text
reflections as positive, neutral, or negative, it may be possible
to understand the individual and collective feelings of students
with regards to the course.

Discussing problem-solving procedures has been identified as
a type of reflection, categorized as “process reflection” in [1].
By analyzing students’ descriptions of their procedures we are
thus able to characterize the extent to which students reflect
on their learning process. This may be useful for instructors as
the relevance of a reflection to course material has been shown
to have a correlation with students’ grades [4].

Our main contributions are as follows: we demonstrate that
student reflection, which has been shown to be valuable in
traditional classroom settings, can be scaled to MOOCs in a
way which is useful for instructors. We do this by applying
natural language processing methods to gain information from
these reflections. Our research questions are: 1. Can we accu-
rately extract sentiment from student reflections? 2. Do student
reflections contain common problem-solving procedures?

In Section 2, we review literature in related areas. We provide
background on our data set in Section 3. In Section 4, we
describe our methods, and present our results in Section 5.
Finally, we discuss conclusions and future work in Section 6.

RELATED WORK
The importance of reflective learning has long been studied
in educational research. However, few studies have focused
on the role of reflection in MOOCs. Several studies have
looked at how to adapt MOOCs to different learning styles
(see [6] for one such study), including reflective learning, but
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Figure 1. A flowchart showing each preprocessing step and the number of remaining responses at each step.

there is little research studying and analyzing these reflections.
We study student reflections, in which a random sample of
students describe their experience with exercises within the
MOOC.

Natural language processing is used for sentiment analysis in
many settings, including MOOCs. The majority of research on
natural language processing in MOOCs focuses on forum posts
and student reviews. For a recent survey see [5]. Our analysis
on reflections differs from these studies as reflections provide a
structured opportunity for students to privately contemplate on
their learning process while they are participating in it, which
reviews and forum posts often lack. Additionally, reviews tend
to be written after completing a course and forum posts often
have low student participation rates.

Few authors have applied text clustering methods to student
reflections in MOOCs. In [4], topic modeling is applied to
student journal entries from a traditional undergraduate course
in order to predict student success. [15] applies topic modeling
to MOOC forum posts. We expand the literature on extracting
problem-solving procedures from free text student reflections
by utilizing topic modeling techniques similar to those above,
as well as a custom sentence parsing technique.

DATA
Data was collected from the MIT 6.00.1x MOOC taught over
nine weeks in Spring 2020. The MOOC was hosted by edX
and used curriculum developed by MIT. The course is an
introductory computer science course which teaches basic
Python programming skills and general computer science con-
cepts. Students watch lectures and then complete coding ex-
ercises based on the presented material. The exercises have
two different formats. Finger Exercises (“FEX”) are shorter,
ungraded assignments meant to help students understand a
concept. Problem Sets (“PS”) are longer, graded assignments
meant to test knowledge and demonstrate applications of cer-
tain skills. The survey questions were asked in response to
Finger Exercises and Problem Sets 1, 2 and 4, where the num-
ber denotes the week which they occurred in the course. After
completing an exercise, students were randomly selected to
respond to seven survey questions asking for feedback using
the built-in A/B testing feature in edX.

We analyze two free response questions: 1. Reflecting on this
exercise, is there any other feedback you would like to provide
(there is no right answer)? 2. Please outline your approach to
solving this exercise. For example, you can describe how you
may have corrected your problem-solving process (there is no
right answer). These questions require students to describe
and contemplate their experience completing coursework and
thus can be treated as reflections. We analyze 1,970 responses
to Question 1 and 1,921 responses to Question 2.

Labeling Sentiment
To measure the accuracy of our sentiment analysis tools and to
create a training data set for supervised methods, we randomly
select 500 out of 1,970 responses to Question 1 and manually
label them as positive, neutral, or negative in sentiment. Two
different human raters independently labeled the responses
with an inter-rater agreement of 89.6%. For our analysis, we
use the labels created by one of the raters. Of these 500 labels,
116 (23.2%) were positive, 285 (57.0%) were neutral, and the
remaining 99 (19.8%) were negative.

EXPERIMENTAL SETUP
In this section we cover the methods used to perform our
analysis. All relevant code can be found in [8].

Preprocessing
Short, informal free text responses may contain spelling errors
and other noise. To effectively use natural language processing
to analyze these texts, we preprocess the data. An overview of
the preprocessing pipeline is found in Figure 1.

First, we remove unanswered responses and responses con-
taining non-ASCII characters because our analysis assumes
all responses are in English, since the course is in English. We
then use two multi-step approaches to normalize text: one for
sentiment analysis, the other for topic modeling.

For sentiment analysis, we first spellcheck the responses us-
ing SymSpell [7]. We augment the SymSpell dictionary with
words and acronyms commonly found in the responses. The
added words and acronyms are: bool, debug, debugger, debug-
ging, elif, google, IDE, int, ipython, jupyter, pdf, PEMDAS,
programming, PSET, pseudocode, pythontutor, REPL, spyder,
str, TA, wikipedia, youtube. In addition, we add English con-
tractions. Overall, 58% of answered responses are corrected
by the spellchecker. We then expand contractions, remove
punctuation, and lemmatize the text with the WordNetLem-
matizer [2]. Lastly, we remove responses where fewer than
half the words are English. The vocabulary used is from the
Natural Language Toolkit (NLTK), which contains an exten-
sive corpus of English words [2]. The vocabulary was updated
with the programming terms listed above.

For response clustering, we begin by converting numbers and
certain pre-specified combinations of symbols to words such
as converting the symbol “+” to the word “plus”. Next we
spellcheck the responses, but keep punctuation. We then re-
move one word responses and responses where fewer than
half the words are English. Then, we segment responses us-
ing the method described in Section 4.3. Then we expand
contractions, lemmatize the data, and remove stop words.
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Sentiment Analysis
We test two unsupervised methods described in [9, 10] which
utilize a “bag of words” approach. For supervised methods,
we use three different classifiers and three different forms of
feature vectors, for a total of nine predictive models. The
three classifiers are Random Forest Classifier (RFC), Support
Vector Classifier (SVC), and Gaussian Naive Bayes (GNB).
The three feature vectors are Term Frequency (TF), Term-
Frequency Inverse Document-Frequency (TFIDF), and Skip-
Thought Vectors (STV) [11]. Our training data is the set of
500 labeled responses to Question 1, described in Section 3.1.

To test the performance of each sentiment analysis method, we
use three different metrics of inter-rater agreement. The three
are accuracy, Cohen’s kappa, and Macro F1 [13]. All three
give a score between 0 and 1, with 0 being the worst score and
1 indicating the model correctly labels every response.

Text Clustering
Responses can contain multiple ideas that may not necessar-
ily be related. Given that our goal is to extract steps within
a procedure, we segment each response to Question 2 into
smaller parts which we call “thought phrases”. We use the
Stanford CoreNLP parser [12]. The Stanford CoreNLP parser
parses each response into individual sentences, and produces
a parse tree for each sentence. Our goal is to extract subtrees
representing individual steps within a procedure. For example,
the sentence “i used trial and error, and then i looked at the
video”, will be split into the thought phrases “used trial and
error” and “looked at the video”. The exact methodology of
creating thought phrases can be found in [8].

To cluster the steps described by students, we use topic model-
ing, a method of extracting abstract topics which occur within
a set of documents. We use GSDMM, a Dirichlet multinomial
mixture model designed for short text clustering [16], applied
to the segmented responses. In order to evaluate the efficacy
of our topic model we calculate a coherence measure CV for
each topic and calculate the overall coherence by taking the
mean over all topics. The calculation of CV can be found in
[14]. To get problem solving procedures from these topics, we
get the representative words within each topic by find those
words w with the highest posterior mean [16] in a cluster z.

We use the thought phrases from responses to Question 2
for Finger Exercise 2 (see Section 3). Stop words [2] were
removed, and thought phrases were only included if they con-
tained at least three words. A total of 1,185 thought phrases
were generated from 460 responses, and 881 of these were
used for topic modeling. For the original 1,185 phrases, the
median word count is seven words. GSDMM relies on two
hyperparameters: α and β , which we set to 0.1 and 0.01 re-
spectively as in the original paper [16]. We use the five words
with highest importance as representatives for a topic, and
look at a total of 20 topics.

RESULTS

Sentiment Analysis
Table 1 compares the different sentiment analysis methods. We
see that the Support Vector Classifier on Skip-Thought Vectors

Type Method Accuracy κ Macro F1

Unsupervised Polarity 0.80 0.65 0.73
Valence 0.76 0.55 0.63

Supervised

RFC-TF 0.85 0.71 0.77
SVC-TF 0.84 0.71 0.77
GNB-TF 0.79 0.63 0.73

RFC-TFIDF 0.86 0.72 0.79
SVC-TFIDF 0.86 0.73 0.81
GNB-TFIDF 0.79 0.64 0.73

RFC-STV 0.85 0.73 0.79
SVC-STV 0.87 0.75 0.81
GNB-STV 0.79 0.65 0.75

Table 1. The 11 different sentiment analysis methods rated on three dif-
ferent metrics, with the best scoring in bold. The “Type” column gives
the type of sentiment analysis method. The “Method” column gives the
specific model used. For supervised methods, the classifier and features
vectors are given in the format <classifier>-<feature vector>. The “Ac-
curacy”, ‘κ”, and “Macro F1” columns show the accuracy, kappa and
Macro F1 for each method.

performs best on all three metrics; three other supervised
methods performing similarly. The best method is able to
accurately identify 87% of responses, with a kappa of 0.75
and a Macro F1 of 0.81. We conclude that the best-performing
sentiment analysis methods can robustly classify sentiment of
student responses.

Topic Modeling
The five most important words from each topic, and the size
and coherence of the topic are shown in Table 2. Overall, the
topic model had a coherence value of CV = 0.74. Many of the
representative words are generic terms related to the course,
but there are also more specific strategies represented. An
example is topic number 3, which includes the representatives
“bisection” and “search”, which seem to reflect the main topic
of the exercise (bisection search). Another is topic number
8, with representatives “lecture” and “video”. This suggests
students used lecture videos to help solve the problem. Several
smaller topics also appear to contain distinct strategies, such
as topic 18, with representatives “discussion” and “forum”,
suggesting that students used the online forum for help.

CONCLUSIONS AND FUTURE WORK
Our goal was to identify student sentiment within reflection
responses, and what information we could gain from these
sentiments. Additionally, we developed methods of extracting
common problem-solving procedures from the responses. The
sentiment analysis methods, both supervised and unsupervised,
are relatively robust for the task of classifying sentiment of
responses. Lastly, we find that clustering thought phrases
using GSDMM topic modeling can identify some common
problem-solving procedures described by students.

In future work we will improve and expand on the tools de-
scribed. Quickly identifying positive and negative reflections
can help instructors intervene with dissatisfied students and
understand the weaknesses and strengths in their course. We
will use our sentiment analysis methods to try and understand
student sentiment over time and towards different aspects of
the course. On an individual level, we will try and use student
sentiment to predict behavior such as dropout. While our topic
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# Size CV Representatives
1 202 0.8 input, get, code, first, print
2 137 0.72 code, correct, answer, get, program
3 77 0.73 video, bisection, search, exercise, use
4 44 0.71 course, really, exercise, test, could
5 43 0.65 use, round, value, loop, realize
6 40 0.72 input, output, case, check, loop
7 36 0.73 course, exercise, good, like, far
8 33 0.67 code, use, lecture, video, step
9 31 0.73 code, try, work, ide, first

10 31 0.71 write, code, first, program, paper
11 29 0.73 correct, answer, need, find, number
12 29 0.74 high, low, work, loop, first
13 27 0.64 code, exercise, read, think, work
14 25 0.63 think, bisection, first, time, get
15 25 0.7 error, try, grader, answer, fix
16 24 0.63 high, low, loop, print, break
17 22 0.62 number, also, question, grader, answer
18 11 0.55 discussion, problem, work, forum, practice
19 10 0.41 course, card, arent, payment, debit
20 5 0.33 think, instruction, user, miss, range

Table 2. The results from the GSDMM topic model with the largest
topics at the top. The “#” column is the topic number, assigned in order
of size, the “Size” column indicates the number of documents in each
topic, the “Coherence” column gives the CV coherence value for each
topic and the “Representatives” column gives the five most important
words for the given topic, with more important words first.

modeling method was able to extract some problem solving
procedures from the responses, the representative words can
be non-specific and we will work on more methods to identify
student procedures. We will also explore other uses for our
tools, such as using the representatives from topic modeling
for keyword searches.
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