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ABSTRACT
Volume-based network denial-of-service (DoS) attacks refer to a

class of cyber attacks where an adversary seeks to block user traffic

from service by sending adversarial traffic that reduces the available

user capacity. In this paper, we explore the fundamental limits

of volume-based network DoS attacks by studying the minimum

required rate of adversarial traffic and investigating optimal attack

strategies. We start our analysis with single-hop networks where

user traffic is routed to servers following the Join-the-Shortest-

Queue (JSQ) rule. Given the service rates of servers and arrival

rates of user traffic, we first characterize the feasibility region of

the attack and show that the attack is feasible if and only if the rate

of the adversarial traffic lies in the region. We then design an attack

strategy that is (i). optimal: it guarantees the success of the attack
whenever the adversarial traffic rate lies in the feasibility region and

(ii). oblivious: it does not rely on knowledge of service rates or user

traffic rates. Finally, we extend our results on the feasibility region

of the attack and the optimal attack strategy to multi-hop networks

that employ Back-pressure (Max-Weight) routing. At a higher level,

this paper addresses a class of dual problems of stochastic network

stability, i.e., how to optimally de-stabilize a network.
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1 INTRODUCTION
Network denial-of-service (DoS) attacks, where an adversary seeks

to make some network resource unavailable to its intended users, is

one of the most serious security threats to the Internet. It often re-

sults in downtime of web services, cloud computing facilities, DNS

services, etc., causing huge financial loss to institutions [1]. While

some network DoS attacks exploit the vulnerabilities of protocols,

the predominant type of attacks are volume-based, such as TCP

SYN Flood, UDP Flood and DNS Flood [2]. They work by flooding

the network with adversary traffic and blocking the service to nor-

mal users [2]. Such adversary traffic can be generated distributively
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from botnets and is difficult to distinguish from normal user traf-

fic [4], which makes volume-based DoS attacks difficult to defend

against. Due to the significance and prevalence of volume-based

network DoS attacks, there have been a flurry of works focusing

on their detection and mitigation [3, 5, 6]. However, a theoreti-

cal understanding of the limits of such attacks is still lacking, i.e.,

how much resources does the adversary need for mounting
a successful volume-based network DoS attack and what is
the optimal attack strategy?

In this paper, we explore the fundamental limits of volume-based

network DoS attacks. Taking a network flow and queueing perspec-

tive, we translate the scenario of network DoS attacks to one where

the adversary injects traffic and seeks to de-stabilize the network

by overflowing network queues. Such perspective closely mirrors

volume-based DoS attacks in real life and enables us to conveniently

inherit the modeling and analysis tools from the network flow and

queueing literature. We start our analysis with a server farm which

can be modeled as a single-hop network and then generalize our

results to multihop networks.

2 MAIN RESULTS
Consider a single-hop network with a set of parallel servers (sinks)

and a set of traffic dispatchers (sources). The dispatchers are divided

into two disjoint subsets: user traffic dispatchers that route user

traffic to servers, and adversary traffic dispatchers, controlled by

the adversary, that send adversary traffic to servers to block the

user traffic. We use 𝑆 = {𝑠1, . . . , 𝑠𝑁 } to denote the set of servers,

𝑈 = {𝑢1, . . . , 𝑢𝐿} to denote the set of user traffic dispatchers and

𝑉 = {𝑣1, . . . , 𝑣𝑀 } to denote the set of adversary traffic dispatchers.

A generic server, a generic user traffic dispatcher and a generic

adversary traffic dispatcher are denoted by 𝑠𝑛 or 𝑛, 𝑢𝑙 or 𝑙 , 𝑣𝑚 or𝑚,

respectively. Let 𝑆𝑢𝑙 ⊆ 𝑆 be the set of servers that user dispatcher

𝑢𝑙 is connected to, and 𝑆𝑣𝑚 ⊆ 𝑆 be the set of servers that adver-

sary dispatcher 𝑣𝑚 is connected to. Each dispatcher can only route

packets to the servers to which it is connected.

The network operates in discrete time with time 𝑡 starting from

0. Each server has a infinite-size queue that buffers the packets,

with𝑄𝑛 (𝑡) representing the length of the queue of server 𝑠𝑛 at time

𝑡 . The offered service of server 𝑛 at time 𝑡 is denoted by 𝑏𝑛 (𝑡). The
servers do not distinguish user and adversary traffic and employ the

First-Come-First-Serve (FCFS) service discipline
1
. In each time slot,

𝜆𝑢
𝑙
(𝑡) packets arrive at user dispatcher 𝑢𝑙 , which routes the packets

to the servers following the “Join-the-Shortest-Queue” (JSQ) policy,

that is, at each time slot, each user dispatcher𝑢𝑙 routes all its incom-

ing packets to the server 𝑠 with the minimum queue length among

the ones to which it is connected (𝑠 ∈ argmin𝑠𝑛 ∈𝑆 𝑄𝑛 (𝑡)); Similarly,

𝜆𝑣𝑚 (𝑡) packets arrive at adversary dispatcher 𝑣𝑚 , which routes the

packets to servers according to some adversarial injection policy.

1
Our results hold under all common service disciplines except priority based service

with user traffic having the priority.
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We assume that 𝑏𝑛 (𝑡)’s, 𝜆𝑢𝑙 (𝑡)’s and 𝜆𝑣𝑚 (𝑡)’s are independent se-
quences of i.i.d. random variables with E[𝑏𝑛 (𝑡)] = 𝜇𝑛,E[𝜆𝑢𝑙 (𝑡)] =
𝜆𝑢
𝑙
,E[𝜆𝑣𝑚 (𝑡)] = 𝜆𝑣𝑚 . We further define𝑄𝑢

𝑛 (𝑡) and𝑄𝑣
𝑛 (𝑡) as the num-

ber of user packets and adversary packets in 𝑄𝑛 at 𝑡 , respectively.

At each time slot 𝑡 , we decompose the offered service 𝑏𝑛 (𝑡) into
that offered to user traffic 𝑏𝑢𝑛 (𝑡) and that offered to adversary traffic

𝑏𝑣𝑛 (𝑡) with 𝑏𝑢𝑛 (𝑡) + 𝑏𝑣𝑛 (𝑡) = 𝑏𝑛 (𝑡). Under the FCFS service disci-

pline, the breakdown between 𝑏𝑢𝑛 (𝑡) and 𝑏𝑣𝑛 (𝑡) only depends on

the queue composition. We further define 𝑎𝑢𝑛 (𝑡) as the sum of user

traffic arrivals to server 𝑛 and 𝑎𝑣𝑛 (𝑡) as the counterpart of adversary
traffic. we also write 𝑎𝑢𝑚𝑛 (𝑡) (𝑎𝑣𝑙𝑛 (𝑡)) as the amount traffic that user

dispatcher 𝑢𝑙 (adversary dispatcher 𝑣𝑚) sends to 𝑛 at time 𝑡 . Based

on the system dynamics, we summarize the queue length evolution

as follows:

𝑄𝑢
𝑛 (𝑡 + 1) = [𝑄𝑢

𝑛 (𝑡) + 𝑎𝑢𝑛 (𝑡) − 𝑏𝑢𝑛 (𝑡)]+,
𝑄𝑣
𝑛 (𝑡 + 1) = [𝑄𝑣

𝑛 (𝑡) + 𝑎𝑣𝑛 (𝑡) − 𝑏𝑣𝑛 (𝑡)]+,
𝑄𝑛 (𝑡 + 1) = 𝑄𝑣

𝑛 (𝑡 + 1) +𝑄𝑢
𝑛 (𝑡 + 1),

The adversary dispatchers inject their packets to servers in an

effort to prevent user packets from getting served. A network DoS

attack is considered successful if the adversary manages to block a

positive fraction of user traffic from service. Formally, the goal of

the adversary is that

For some 𝑛 ∈ {1, . . . , 𝑁 }, lim

𝑡→∞
E[𝑄𝑢

𝑛 (𝑡)]
𝑡

> 0, (1)

which is equivalent to making user traffic in one of the queues mean

rate-unstable [7]. Furthermore, by Little’s law, (1) implies that the

mean delay experienced by user traffic grow linearly with time. We

say that the adversary destabilizes user traffic, if it achieves (1). The

Network DoS Attack problem we study is feasible if there exists
an adversary injection policy that destabilizes user traffic.

For each subset of servers 𝑆 ′ ⊆ 𝑆 , we define 𝑈𝑆′ as the user

dispatchers that only have connections to servers in 𝑆 ′, i.e.,𝑈𝑆′ =

{𝑢𝑙 | 𝑆𝑢𝑙 ⊆ 𝑆 ′}. We further define Δ(𝑆 ′) as

Δ(𝑆 ′) =
∑
𝑠𝑛 ∈𝑆′

𝜇𝑛 −
∑

𝑢𝑙 ∈𝑈𝑆′

𝜆𝑢
𝑙
.

Δ(𝑆 ′) can be interpreted as the excess service rate of 𝑆 ′ with respect
to the user traffic generated by 𝑈𝑆′ . Finally, for each 𝑆 ′ ⊆ 𝑆 , we

define the following linear program 𝐿𝑃 (𝑆 ′) whose optimal value is

denoted as 𝑣𝑎𝑙 (𝑆 ′).

𝑣𝑎𝑙 (𝑆 ′) = max

∑
𝑚∈𝑉

∑
𝑛∈𝑆′

𝑓𝑚𝑛 (2)

s.t.
∑
𝑛∈𝑆′

𝑓𝑚𝑛 ≤ 𝜆𝑣𝑚, ∀𝑚 ∈ 𝑉 (3)∑
𝑚∈𝑉

𝑓𝑚𝑛 ≤ 𝜇𝑛, ∀𝑛 ∈ 𝑆 ′ (4)

𝑓𝑚𝑛 = 0, if 𝑛 ∉ 𝑆𝑣𝑚

𝑓𝑚𝑛 ≥ 0, ∀𝑚 ∈ 𝑉 ,𝑛 ∈ 𝑆 ′.

Based on the definitions, we first give a necessary and sufficient

condition for the feasibility of the Network DoS Attack problem in

Theorem 1.

Theorem 1. The network DoS problem is feasible if and only if
there exists a subset of servers 𝑆 ′ ⊆ 𝑆 such that 𝑈𝑆′ is non-emptyand
𝑣𝑎𝑙 (𝑆 ′) > Δ(𝑆 ′).

Next, we propose the Min-Zero policy which works as follows:

at each time slot 𝑡 , the adversary maintains a target subset of user

dispatchers and a corresponding target subset of servers, which

are denoted by 𝑈 (𝑡) and 𝑆 (𝑡), with 𝑈 (𝑡) ⊆ 𝑈 , 𝑆 (𝑡) ⊆ 𝑆 and

𝑆 (𝑡) = ⋃
𝑢𝑙 ∈𝑈 (𝑡 ) 𝑆𝑢𝑙 . All the adversary dispatchers that have con-

nections to 𝑆 (𝑡) send packets to 𝑆 (𝑡) in a JSQ fashion, and other ad-

versary dispatchers send packets arbitrarily. Then, after the servers

finished their service during the current slot, the adversary checks

if min𝑛∈𝑆 (𝑡 ) 𝑄𝑛 (𝑡) = 0 (hence the name, Min-Zero). If so, then in

the next slot, the adversary choose 𝑈 (𝑡 + 1) uniformly at random

from all non-empty subsets of user dispatchers and set 𝑆 (𝑡 + 1)
accordingly; otherwise, set 𝑈 (𝑡 + 1) := 𝑈 (𝑡) and 𝑆 (𝑡 + 1) := 𝑆 (𝑡).

We show in Theorem 2 that the Min-Zero policy does not rely

on network statistics (the arrival rates and service rates) and desta-

bilizes user traffic whenever the Network DoS Attack problem is

feasible. The proof is done by showing the existence of a Lypunov

function with positive drift on the Markov chain of queues [9].

Theorem 2. Under the Min-Zero policy, there exists a queue𝑛 with
lim𝑡→∞

E[𝑄𝑢
𝑛 (𝑡 ) ]
𝑡 > 0 if the network DoS attack problem is feasible.

Finally, we extend our results to multi-hop networks that em-

ploys back-pressure routing [8]. We propose the multi-hop coun-

terpart of the feasibility condition and a extended version of the

Min-Zero policy that works in the multi-hop setting.
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