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ABSTRACT
We consider the problem of forecasting fine-grained company fi-
nancials, such as daily revenue, from two input types: noisy proxy
signals a la alternative data (e.g. credit card transactions) and sparse
ground-truth observations (e.g. quarterly earnings reports). We uti-
lize a classical linear systems model to capture both the evolution
of the hidden or latent state (e.g. daily revenue), as well as the proxy
signal (e.g. credit cards transactions). The linear system model is
particularly well suited here as data is extremely sparse (4 quar-
terly reports per year). In classical system identification, where
the central theme is to learn parameters for such linear systems,
unbiased and consistent estimation of parameters is not feasible:
the likelihood is non-convex; and worse, the global optimum for
maximum likelihood estimation is often non-unique.
As the main contribution of this work, we provide a simple, con-
sistent estimator of all parameters for the linear system model of
interest; in addition the estimation is unbiased for some of the pa-
rameters. In effect, the additional sparse observations of aggregate
hidden state (e.g. quarterly reports) enable system identification in
our setup that is not feasible in general. For estimating and fore-
casting hidden state (actual earnings) using the noisy observations
(daily credit card transactions), we utilize the learned linear model
along with a natural adaptation of classical Kalman filtering (or
Belief Propagation). This leads to optimal inference with respect
to mean-squared error. Analytically, we argue that even though
the underlying linear system may be “unstable,” “uncontrollable,”
or “undetectable” in the classical setting, our setup and inference
algorithm allow for estimation of hidden state with bounded error.
Further, the estimation error of the algorithm monotonically de-
creases as the frequency of the sparse observations increases. This,
seemingly intuitive insight contradicts the word on the Street, cf.
[7]. Finally, we utilize our framework to estimate quarterly earnings
of 34 public companies using credit card transaction data. Our data-
driven method convincingly outperforms the Wall Street consensus
(analyst) estimates even though our method uses only credit card
data as input, while the Wall Street consensus is based on various
data sources including experts’ input.
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1 INTRODUCTION
In recent years there has been a proliferation of alternative financial
datasets (“alt data”) that function as side-channel, or proxy informa-
tion for company financials [8]. For example, alt data sets consisting
of consumer credit card transactions can be used to estimate daily
consumer spending on Uber and Lyft [4] or at McDonald’s [6].
Ground-truth for these numbers is almost never disclosed on a
daily basis, but aggregates (e.g. total revenue) are reported at lower
frequency - typically quarterly. Interest in alt data has grown signif-
icantly (See Figure 1) primarily because of alt data’s promise to help
estimate company financials at higher frequency than quarterly
reports. However, combining alt data with lower-frequency ground
truth (e.g. quarterly reports), for accurate, frequent estimation and
forecasting of hidden company financials, remains challenging; and
approaches are often highly dataset specific, cf. [1].
The primary goal of this work is to develop a method for accurately
forecasting company financials by combining noisy, high-frequency
alt data and lower-frequency aggregates (like quarterly reports).
In addition, we require our forecasts to update frequently - with
every new data point. The flip side of this forecasting exercise is
to understand the implications of requiring companies to disclose
ground truth in quarterly reports. We investigate how much is
really revealed about higher-frequency dynamics through quarterly
reports.

1.1 Contributions
We make three contributions. First, the main contribution of this
work is providing a systematic approach for tracking company
financials at high-frequency, where we combine low-frequency
ground-truth aggregates with high-frequency, noisy proxy data. We
utilize a variation of the classical linear dynamical systems (LDS)
model with hidden state and noisy observations with Gaussian
noise. Compared to the classical setting, for example that considered
in [3], we are also given infrequent observations of aggregate hidden
state. Our goal is the same: to develop an estimation algorithm for
the hidden state. We show that our model is effective with sparse
observations - for example receiving alternative data weekly but
aggregate observations every 3 months.
Our second contribution is solving the two problems required for
utilizing this LDS model. First, we solve the problem of learning the
model parameters, referred to as “system identification” in the clas-
sical literature. We show that the inclusion of infrequent aggregate
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Figure 1: Alternative data providers by year [2]

state observations allows us to devise consistent estimators for all
parameters, and provide a finite sample analysis of the resulting er-
ror. And for some of the parameters, the estimation is unbiased. This
is surprising, because in the classical setup, system identification for
LDS suffers from non-uniqueness: multiple sets of parameters give
rise to identical likelihood values ([5] page 387); and furthermore,
the likelihood is non-convex, making optimization challenging (see
Figure 3 in the paper). In contrast, our algorithms are consistent and
computationally efficient: given 𝑘 observations of the latent state,
a latent state of dimension 𝑛, and observations of dimension𝑚, the
running time of our system identification algorithms depends only
on multiplication of matrices of size (𝑘 × 𝑛), (𝑘 ×𝑚) and inversion
of 𝑛 × 𝑛 matrices, for which there are efficient methods.
The next part of this contribution, of utilizing a LDS in a sparse
data setting, is providing and analyzing an optimal inference al-
gorithm. In the classical setting, Kalman Filtering, provides the
optimal estimation procedure in terms of minimizing mean squared
error. In our modified setup, this no longer holds. We develop such
a method and provide an optimal estimation algorithm. We show
that if ground-truth aggregate information is available with any
non-zero expected frequency, then tracking estimation error re-
mains bounded - even if the dynamics are unstable, uncontrollable,
or undetectable. Furthermore, we show that the tracking estima-
tion error decreases monotonically as ground-truth information
becomes increasingly available - which is intuitively pleasing. This
directly contradicts the claim General Motors Co. (GM) made in
April 2018, when GM switched frommonthly to quarterly reporting
for its U.S. vehicle sales; GM stated that monthly sales are not useful
for investors [7]. Per our analysis, having monthly versus quarterly
earnings reports improves estimation of company financials; thus
GM’s claim is arguably incorrect.
Our third contribution is putting our model into practice. We start
by empirically validating the theorems using synthetic data. Next,
we apply our end-to-end identification and tracking algorithms
to an alternative data set of real credit card transactions obtained
from a hedge fund. The data set consists of typically weekly or
biweekly summaries of unknown fractions of consumer spending
at 34 public companies. The prediction task is to forecast weekly
revenue (and hence quarterly earnings) at each of the companies
using both the credit card data along with historical, public, quar-
terly disclosures of revenue. Our method outperforms a standard

Metric LDS Benchmark
RMSE 2.7 3.2

Median Abs Error 1.2 1.3
Wins (Total Quarters) 175 131

Win Percent 57.2% 42.8%
Table 1: Linear dynamical system (LDS) versus Wall Street consen-
sus benchmark. We learn a separate LDS model for each train/test
split of each company’s data. We use leave-one-out cross-validation
and report the resulting test set performance. Test performance is
aggregated across all 34 companies and 306 quarters. By "win" we
mean a test quarter for which the LDS outperforms the benchmark.
The in-general, low-percent error of the benchmark indicates the
difficulty of the forecasting task. The LDS win percentage is statis-
tically significant (see Section 4.2.3 in the paper).

Quarter LDS Abs Error(%) Benchmark Abs Error(%)
1 22.4% 16.2%
2 9.1% 1.5%
3 4.4% 5.8%
4 5.6% 6.1%
5 18.4% 11.8%
6 3.0% 18.2%
7 4.6% 2.2%
8 8.3% 16.7%
9 5.9% 10.2%

Table 2: Sample results for one company over 9 quarters. In this in-
stance, the LDS model outperforms the benchmark in 5/9 quarters.
We highlight in green (and bold) the quarters for which the LDS
model outperforms the benchmark. Overall, themean-absolute per-
cent error for LDS here is 9.1% versus 9.9% for the benchmark.

benchmark of Wall Street consensus estimates, beating the con-
sensus on 57.2% of quarterly predictions as well as outperforming
with respect to the mean-squared error (See Tables 1 and 2). The
model performance is significant, because we do not make use of
any additional information or expert input that may have been
available as input for other financial analysts’ estimates.
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