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ABSTRACT
In this work, we consider the popular tree-based search strategy
within the framework of reinforcement learning, the Monte Carlo
Tree Search (MCTS), in the context of infinite-horizon discounted
cost Markov Decision Process (MDP) with deterministic transi-
tions. While MCTS is believed to provide an approximate value
function for a given state with enough simulations, cf. [5, 6], the
claimed proof of this property is incomplete. This is due to the fact
that the variant of MCTS, the Upper Confidence Bound for Trees
(UCT), analyzed in prior works utilizes “logarithmic” bonus term
for balancing exploration and exploitation within the tree-based
search, following the insights from stochastic multi-arm bandit
(MAB) literature, cf. [1, 3]. In effect, such an approach assumes that
the regret of the underlying recursively dependent non-stationary
MABs concentrates around their mean exponentially in the number
of steps, which is unlikely to hold as pointed out in [2], even for
stationary MABs.

As the key contribution of this work, we establish polynomial
concentration property of regret for a class of non-stationary multi-
arm bandits. This in turn establishes that the MCTS with appro-
priate polynomial rather than logarithmic bonus term in UCB has
the claimed property of [5, 6]. Interestingly enough, empirically
successful approaches (cf. [10]) utilize a similar polynomial form
of MCTS as suggested by our result. Using this as a building block,
we argue that MCTS, combined with nearest neighbor supervised
learning, acts as a “policy improvement" operator, i.e., it iteratively
improves value function approximation for all states, due to com-
bining with supervised learning, despite evaluating at only finitely
many states. In effect, we establish that to learn an ε-approximation
of the value function for deterministic MDPs with respect to ℓ∞
norm, MCTS combined with nearest neighbor requires a sample
size scaling as Õ

(
ε−(d+4)) , where d is the dimension of the state

space. This is nearly optimal due to a minimax lower bound of
Ω̃
(
ε−(d+2)) [8] suggesting the strength of the variant of MCTS we

propose here and our resulting analysis. 1
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Introduction. Monte Carlo Tree Search (MCTS) is a search frame-
work for finding optimal decisions, based on the search tree built
by random sampling of the decision space [4]. Recently, MCTS
has been combined with deep neural networks for reinforcement
learning, achieving remarkable success for games of Go in AlphaGo
Zero [10]. However, despite the wide application and empirical suc-
cess of MCTS, there is only limited work on theoretical guarantees
of MCTS and its variants. A notable exception is the work of [5]
and [6], which propose running tree search by applying the Upper
Confidence Bound algorithm — originally designed for stochastic
multi-arm bandit (MAB) problems [1, 3] — to each node of the
tree. This leads to the so-called UCT (Upper Confidence Bounds for
Trees) algorithm, which is one of the popular forms of MCTS. In
[5], certain asymptotic optimality property of UCT is claimed. The
proof therein is, however, incomplete. More importantly, UCT as
suggested in [5] requires exponential concentration of regret for the
underlying non-stationary MAB. Such exponential concentration
of regret, however, is unlikely to hold in general even for stationary
MAB as pointed out in [2].

Indeed, rigorous analysis of MCTS is subtle, even though its
asymptotic convergence may seem natural. A key challenge is that
the tree policy (e.g., UCT) for selecting actions typically needs to
balance exploration and exploitation, so the action selection pro-
cess at each node is non-stationary (non-uniform) across multiple
simulations. A more severe difficulty arises due to the hierarchi-
cal/iterative structure of tree search, which induces complicated
probabilistic dependency between a node and the nodes within
its sub-tree. Specifically, as part of simulation within MCTS, at
each intermediate node (or state), the action is chosen based on
the outcomes of the past simulation steps within the sub-tree of
the node in consideration. Such strong dependencies across time
(i.e., depending on the history) and space (i.e., depending on the
sub-trees downstream) among nodes makes the analysis non-trivial.
The goal of this paper is to address this challenge and provide a
rigorous theoretical foundation for MCTS. In particular, we are
interested in the following:

• What is the appropriate form of MCTS for which the as-
ymptotic convergence property claimed in the literature (cf.
[5, 6]) holds?

• Can we rigorously establish the “strong policy improvement”
property of MCTS when combined with supervised learning
as observed in the literature (e.g., in [10])? If yes, what is the
quantitative form of it?

• Does supervised learning combined with MCTS lead to the
optimal policy, asymptotically? If so, what is its finite-sample
(non-asymptotic) performance?

As the main contribution of this work, we provide affirmative
answers to all of the above questions.
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Non-stationary MAB and recursive polynomial concentra-
tion. In stochastic Multi Arm Bandit (MAB), the goal is to discover
the action (arm) with the best average reward while choosing as few
non-optimal actions as possible in the process. The rewards for any
given action is assumed to be i.i.d., leading to the UCB algorithm:
at any time t ≥ 1, an action with maximal index is chosen where
the index of an action is the empirical average reward observed
for the action plus a logarithmic bonus term Bt,s that scales as√

log t/s , for an action that has been picked s ≤ t times. As men-
tioned, Monte Carlo Tree Search (MCTS) has a similar goal where
reward depends on the future actions. To take future actions into
consideration, MCTS effectively expands all possible future actions
recursively in the form of (decision-like) tree. As such, determining
the optimal future path corresponding to maximal reward starting
at the root node of the MCTS tree requires solving multiple MABs,
one per each intermediate node within the tree. Apart from the
MABs associated with the leaf layer of the tree, all the MABs associ-
ated with the intermediate nodes turn out to have rewards that are
generated by MAB algorithms for nodes downstream. This creates
complicated, hierarchically inter-dependent MABs.

To determine the appropriate, UCB-like algorithm for MAB cor-
responding to each node of the MCTS tree, it is essential to under-
stand the concentration property of rewards, i.e., concentration of
regret for MABs associated with the nodes downstream. While the
rewards at leaf level may enjoy exponential concentration due to
independence, the regret of any algorithm even for such an MAB
is unlikely to have exponential concentration in general, cf. [2, 7].
Further, the MAB of our interest has non-stationary rewards due
to strong dependence across hierarchy. Indeed, an oversight of this
complication led [5, 6] to suggest UCT inspired by the standard
UCB algorithm for MABs with stationary, independent rewards.

As an important contribution of this work, we formulate an
appropriate form of non-stationary MAB which correctly models
the MAB at each node within the tree. In particular, assuming that
the rewards, though non-stationary, satisfy certain polynomial con-
centration. Then, we establish that under the UCB algorithm that
chooses the arm with highest index, where index is defined as the
empirical reward plus an appropriate polynomial (and not logarith-
mic) bonus term, a similar form of polynomial concentration holds
for the induced regret. In particular, let X̄t denote the empirical
average of the rewards collected at a given node over t visits of the
node. Then, under the UCB algorithm with a bonus term scaling as
tη(1−η)/s1−η , where 1/2 ≤ η < 1, we establish that (a) X̄t converges
to the optimal mean reward obtained by choosing the right action,
and (b) X̄t satisfy a polynomial concentration inequality around
the optimal mean reward, i.e., the convergence rate is polynomial.

Corrected UCT for MCTS and non-asymptotic analysis. As
desired, the non-stationaryMAB enjoys a recursive polynomial con-
centration: starting from polynomially concentrated arm rewards,
the proper UCB algorithm leads to a polynomially concentrated
empirical reward. Hence, we immediately obtain that we can re-
cursively define the UCB algorithm at each level in MCTS, starting
from the leaf level, with appropriately chosen polynomial bonus
terms Bt,s . In effect, settingη = 1/2, we obtain modified UCTwhere
Bt,s scales as t1/4/s1/2. This is in contrast to the

√
log t/s scaling in

the standard UCB as well as UCT suggested in the literature [5, 6].

By recursively applying the convergence and concentration prop-
erty of the non-stationary MAB for the resulting algorithm for
MCTS, we establish that for any query state s of a MDP with deter-
ministic transitions, using a total of n simulations of the MCTS, we
can obtain a value function estimation within error δε0 +O

(
n−1/2)

for some δ < 1 (independent of n but dependent on the depth of
MCTS tree), if we start with a value function estimation for all the
leaf nodes within error ε0 . That is, MCTS is indeed asymptotically
correct as was conjectured in the prior literature.
MCTSwith supervised learning, strong policy improvement,
and near optimality. The result stated above for MCTS implies its
“bootstrapping” property – if we start with a value function estima-
tion for all state within error ε , then MCTS can produce estimation
of value function for a given query state within error less than ε
with enough simulations. By coupling such improved estimations
for a number of query states, combined with expressive enough
supervised learning, one can hope to generalize such improved esti-
mations of value function for all states. That is, MCTS coupled with
supervised learning can be “strong policy improvement operator”.

Indeed, this is precisely what we establish by utilizing nearest
neighbor supervised learning. Specifically, we establish that with
total of Õ

( 1
ε4+d

)
number of samples, MCTS with nearest neighbor

finds an ε-approximation of the optimal value function for deter-
ministic MDPs with respect to ℓ∞-norm; here d is the dimension of
the state space. This is nearly optimal in view of a minimax lower
bound of Ω̃

( 1
ε2+d

)
[8].

An Implication. As mentioned earlier, the modified UCT policy
per our result suggests using bonus term Bt,s that scales as t1/4/s1/2

at each node within the MCTS. Interestingly enough, the empirical
results of AlphaGo Zero [10] are obtained by utilizing Bt,s that
scales as t1/2/s . This is qualitatively similar to what our result
suggests and in contrast to the classical UCT.
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