
MIT Open Access Articles

A Survey on Bayesian Deep Learning

The MIT Faculty has made this article openly available. Please share
how this access benefits you. Your story matters.

Citation: Wang, Hao and Yeung, Dit-Yan. 2020. "A Survey on Bayesian Deep Learning." ACM 
Computing Surveys.

As Published: http://dx.doi.org/10.1145/3409383

Publisher: ACM

Persistent URL: https://hdl.handle.net/1721.1/146181

Version: Final published version: final published article, as it appeared in a journal, conference 
proceedings, or other formally published context

Terms of Use: Article is made available in accordance with the publisher's policy and may be 
subject to US copyright law. Please refer to the publisher's site for terms of use.

https://libraries.mit.edu/forms/dspace-oa-articles.html
https://hdl.handle.net/1721.1/146181


108

A Survey on Bayesian Deep Learning
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A comprehensive artificial intelligence system needs to not only perceive the environment with different

“senses” (e.g., seeing and hearing) but also infer the world’s conditional (or even causal) relations and cor-

responding uncertainty. The past decade has seen major advances in many perception tasks, such as visual

object recognition and speech recognition, using deep learning models. For higher-level inference, however,

probabilistic graphical models with their Bayesian nature are still more powerful and flexible. In recent years,

Bayesian deep learning has emerged as a unified probabilistic framework to tightly integrate deep learning

and Bayesian models.1 In this general framework, the perception of text or images using deep learning can

boost the performance of higher-level inference and, in turn, the feedback from the inference process is able

to enhance the perception of text or images. This survey provides a comprehensive introduction to Bayesian

deep learning and reviews its recent applications on recommender systems, topic models, control, and so on.

We also discuss the relationship and differences between Bayesian deep learning and other related topics,

such as Bayesian treatment of neural networks.
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1 INTRODUCTION

Over the past decade, deep learning has achieved significant success in many popular perception
tasks, including visual object recognition, text understanding, and speech recognition. These tasks
correspond to artificial intelligence (AI) systems’ ability to see, read, and hear, respectively, and they
are undoubtedly indispensable for AI to effectively perceive the environment. However, to build
a practical and comprehensive AI system, simply being able to perceive is far from sufficient. It
should, above all, possess the ability of thinking.

1See a curated and updated list of papers related to Bayesian deep learning at https://github.com/js05212/

BayesianDeepLearning-Survey.
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A typical example is medical diagnosis, which goes far beyond simple perception: besides seeing

visible symptoms (or medical images from CT) and hearing descriptions from patients, a doctor also
has to look for relations among all the symptoms and preferably infer their corresponding etiology.
Only after that can the doctor provide medical advice for the patients. In this example, although
the abilities of seeing and hearing allow the doctor to acquire information from the patients, it is the
thinking part that defines a doctor. Specifically, the ability of thinking here could involve identifying
conditional dependencies, causal inference, logic deduction, and dealing with uncertainty, which
are apparently beyond the capability of conventional deep learning methods. Fortunately, another
machine learning paradigm, probabilistic graphical models (PGM), excels at probabilistic or causal
inference and at dealing with uncertainty. The problem is that PGM is not as good as deep learning
models at perception tasks, which usually involve large-scale and high-dimensional signals (e.g.,
images and videos). To address this problem, it is therefore a natural choice to unify deep learning
and PGM within a principled probabilistic framework, which we call Bayesian deep learning (BDL)
in this article.

In the example above, the perception task involves perceiving the patient’s symptoms (e.g., by
seeing medical images), while the inference task involves handling conditional dependencies, causal
inference, logic deduction, and uncertainty. With the principled integration in Bayesian deep learn-
ing, the perception task and inference task are regarded as a whole and can benefit from each other.
Concretely, being able to see the medical image could help with the doctor’s diagnosis and infer-
ence. However, diagnosis and inference can, in turn, help understand the medical image. Suppose
the doctor may not be sure about what a dark spot in a medical image is, but if she is able to infer

the etiology of the symptoms and disease, it can help her better decide whether the dark spot is a
tumor or not.

Take recommender systems [1, 70, 71, 92, 121] as another example. A highly accurate recom-
mender system requires (1) thorough understanding of item content (e.g., content in documents
and movies) [85], (2) careful analysis of users’ profiles/preferences [126, 130, 134], and (3) proper
evaluation of similarity among users [3, 12, 46, 109]. Deep learning with its ability to efficiently
process dense high-dimensional data such as movie content is good at the first subtask, while PGM
specializing in modeling conditional dependencies among users, items, and ratings (see Figure 7 as
an example, where u, v, and R are user latent vectors, item latent vectors, and ratings, respectively)
excels at the other two. Hence, unifying them two in a single principled probabilistic framework
gets us the best of both worlds. Such integration also comes with additional benefit that uncer-
tainty in the recommendation process is handled elegantly. What is more, one can also derive
Bayesian treatments for concrete models, leading to more robust predictions [68, 121].

As a third example, consider controlling a complex dynamical system according to the live video
stream received from a camera. This problem can be transformed into iteratively performing two
tasks, perception from raw images and control based on dynamic models. The perception task of
processing raw images can be handled by deep learning while the control task usually needs more
sophisticated models such as hidden Markov models and Kalman filters [35, 74]. The feedback loop
is then completed by the fact that actions chosen by the control model can affect the received video
stream in turn. To enable an effective iterative process between the perception task and the con-
trol task, we need information to flow back and forth between them. The perception component
would be the basis on which the control component estimates its states and the control component
with a dynamic model built in would be able to predict the future trajectory (images). Therefore
Bayesian deep learning is a suitable choice [125] for this problem. Note that similar to the recom-
mender system example, both noise from raw images and uncertainty in the control process can
be naturally dealt with under such a probabilistic framework.
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The above examples demonstrate BDL’s major advantages as a principled way of unifying deep
learning and PGM: information exchange between the perception task and the inference task, con-
ditional dependencies on high-dimensional data, and effective modeling of uncertainty. In terms
of uncertainty, it is worth noting that when BDL is applied to complex tasks, there are three kinds

of parameter uncertainty that need to be taken into account:

(1) Uncertainty on the neural network parameters.
(2) Uncertainty on the task-specific parameters.
(3) Uncertainty of exchanging information between the perception component and the task-

specific component.

By representing the unknown parameters using distributions instead of point estimates, BDL offers
a promising framework to handle these three kinds of uncertainty in a unified way. It is worth not-
ing that the third uncertainty could only be handled under a unified framework like BDL; training
the perception component and the task-specific component separately is equivalent to assuming
no uncertainty when exchanging information between them two. Note that neural networks are
usually over-parameterized and therefore pose additional challenges in efficiently handling the
uncertainty in such a large parameter space. However, graphical models are often more concise
and have smaller parameter space, providing better interpretability.

Besides the advantages above, another benefit comes from the implicit regularization built in
BDL. By imposing a prior on hidden units, parameters defining a neural network, or the model
parameters specifying the conditional dependencies, BDL can to some degree avoid overfitting,
especially when we have insufficient data. Usually, a BDL model consists of two components, a
perception component that is a Bayesian formulation of a certain type of neural networks and a
task-specific component that describes the relationship among different hidden or observed vari-
ables using PGM. Regularization is crucial for them both. Neural networks are usually heavily
over-parameterized and therefore needs to be regularized properly. Regularization techniques such
as weight decay and dropout [103] are shown to be effective in improving performance of neural
networks and they both have Bayesian interpretations [22]. In terms of the task-specific compo-
nent, expert knowledge or prior information, as a kind of regularization, can be incorporated into
the model through the prior we imposed to guide the model when data are scarce.

There are also challenges when applying BDL to real-world tasks. (1) First, it is nontrivial to
design an efficient Bayesian formulation of neural networks with reasonable time complexity. This
line of work is pioneered by References [42, 72, 80], but it has not been widely adopted due to its
lack of scalability. Fortunately, some recent advances in this direction [2, 9, 31, 39, 58, 119, 121]
seem to shed light2 on the practical adoption of Bayesian neural network.3 (2) The second challenge
is to ensure efficient and effective information exchange between the perception component and
the task-specific component. Ideally, both the first-order and second-order information (e.g., the
mean and the variance) should be able to flow back and forth between the two components. A
natural way is to represent the perception component as a PGM and seamlessly connect it to the
task-specific PGM, as done in References [24, 118, 121].

2In summary, reduction in time complexity can be achieved via expectation propagation [39], the reparameterization

trick [9, 58], probabilistic formulation of neural networks with maximum a posteriori estimates [121], approximate varia-

tional inference with natural-parameter networks [119], knowledge distillation [2], and so on. We refer readers to Reference

[119] for a detailed overview.
3Here, we refer to the Bayesian treatment of neural networks as Bayesian neural networks. The other term, Bayesian deep

learning, is retained to refer to complex Bayesian models with both a perception component and a task-specific component.

See Section 4.1 for a detailed discussion.
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This survey provides a comprehensive overview of BDL with concrete models for various appli-
cations. The rest of the survey is organized as follows: In Section 2, we provide a review of some
basic deep learning models. Section 3 covers the main concepts and techniques for PGM. These two
sections serve as the preliminaries for BDL, and the next section, Section 4, demonstrates the ra-
tionale for the unified BDL framework and details various choices for implementing its perception

component and task-specific component. Section 5 reviews the BDL models applied to various areas
such as recommender systems, topic models, and control, showcasing how BDL works in super-
vised learning, unsupervised learning, and general representation learning, respectively. Section 6
discusses some future research issues and concludes the article.

2 DEEP LEARNING

Deep learning normally refers to neural networks with more than two layers. To better understand
deep learning, here we start with the simplest type of neural networks, multilayer perceptrons
(MLP), as an example to show how conventional deep learning works. After that, we will review
several other types of deep learning models based on MLP.

2.1 Multilayer Perceptrons

Essentially, a multilayer perceptron is a sequence of parametric nonlinear transformations. Sup-
pose we want to train a multilayer perceptron to perform a regression task that maps a vector
of M dimensions to a vector of D dimensions. We denote the input as a matrix X0 (0 means it is
the 0th layer of the perceptron). The jth row of X0, denoted as X0, j∗, is an M-dimensional vector
representing one data point. The target (the output we want to fit) is denoted as Y. Similarly, Yj∗
denotes a D-dimensional row vector. The problem of learning an L-layer multilayer perceptron
can be formulated as the following optimization problem:

min
{Wl }, {bl }

‖XL − Y‖F + λ
∑

l

‖Wl ‖2F ,

subject to Xl = σ (Xl−1Wl + bl ), l = 1, . . . ,L − 1,

XL = XL−1WL + bL,

where σ (·) is an element-wise sigmoid function for a matrix and σ (x ) = 1
1+exp(−x ) . ‖ · ‖F denotes

the Frobenius norm. The purpose of imposing σ (·) is to allow nonlinear transformation. Normally
other transformations like tanh(x ) and max(0,x ) can be used as alternatives of the sigmoid func-
tion.

Here, Xl (l = 1, 2, . . . ,L − 1) is the hidden units. As we can see, XL can be easily computed once
X0, Wl , and bl are given. Since X0 is given as input, one only needs to learn Wl and bl here.
Usually this is done using backpropagation and stochastic gradient descent (SGD). The key is to
compute the gradients of the objective function with respect to Wl and bl . Denoting the value of
the objective function as E, one can compute the gradients using the chain rule as

∂E

∂XL
= 2(XL − Y),

∂E

∂Xl
=

(
∂E

∂Xl+1
◦ Xl+1 ◦ (1 − Xl+1)

)
Wl+1,

∂E

∂Wl
= XT

l−1

(
∂E

∂Xl
◦ Xl ◦ (1 − Xl )

)
,
∂E

∂bl
=mean

(
∂E

∂Xl
◦ Xl ◦ (1 − Xl ), 1

)
,

where l = 1, . . . ,L and the regularization terms are omitted. ◦ denotes the element-wise product
andmean(·, 1) is the matlab operation on matrices. In practice, we only use a small part of the data
(e.g., 128 data points) to compute the gradients for each update. This is called stochastic gradient
descent.
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Fig. 1. Left: A two-layer SDAE with L = 4. Right: A convolutional layer with four input feature maps and two
output feature maps.

As we can see, in conventional deep learning models, only Wl and bl are free parameters, which
we will update in each iteration of the optimization. Xl is not a free parameter, since it can be
computed exactly if Wl and bl are given.

2.2 Autoencoders

An autoencoder (AE) is a feedforward neural network to encode the input into a more compact
representation and reconstruct the input with the learned representation. In its simplest form,
an autoencoder is no more than a multilayer perceptron with a bottleneck layer (a layer with
a small number of hidden units) in the middle. The idea of autoencoders has been around for
decades [10, 29, 43, 63] and abundant variants of autoencoders have been proposed to enhance
representation learning, including sparse AE [88], contrastive AE [93], and denoising AE [111].
For more details, please refer to a recent book on deep learning [29]. Here, we introduce a kind of
multilayer denoising AE, known as stacked denoising autoencoders (SDAE), both as an example
of AE variants and as background for its applications on BDL-based recommender systems in
Section 4.

SDAE [111] is a feedforward neural network for learning representations (encoding) of the input
data by learning to predict the clean input itself in the output, as shown in Figure 1 (left). The
hidden layer in the middle, i.e., X2 in the figure, can be constrained to be a bottleneck to learn
compact representations. The difference between traditional AE and SDAE is that the input layer
X0 is a corrupted version of the clean input data Xc . Essentially, an SDAE solves the following
optimization problem:

min
{Wl }, {bl }

‖Xc − XL ‖2F + λ
∑

l

‖Wl ‖2F ,

subject to Xl = σ (Xl−1Wl + bl ), l = 1, . . . ,L − 1,

XL = XL−1WL + bL,

where λ is a regularization parameter. Here, SDAE can be regarded as a multilayer perceptron
for regression tasks described in the previous section. The input X0 of the MLP is the corrupted
version of the data and the target Y is the clean version of the data Xc . For example, Xc can be the
raw data matrix, and we can randomly set 30% of the entries in Xc to 0 and get X0. In a nutshell,
SDAE learns a neural network that takes the noisy data as input and recovers the clean data in the
last layer. This is what “denoising” in the name means. Normally, the output of the middle layer,
i.e., X2 in Figure 1(left), would be used to compactly represent the data.

2.3 Convolutional Neural Networks

Convolutional neural networks (CNN) can be viewed as another variant of MLP. Different from
AE, which is initially designed to perform dimensionality reduction, CNN is biologically inspired.

ACM Computing Surveys, Vol. 53, No. 5, Article 108. Publication date: September 2020.



108:6 H. Wang and D.-Y. Yeung

Fig. 2. Left: A conventional feedforward neural network with one hidden layer, where x is the input, z is the
hidden layer, and o is the output, W and V are the corresponding weights (biases are omitted here). Middle:

A recurrent neural network with input {xt }Tt=1, hidden states {ht }Tt=1, and output {ot }Tt=1. Right: An unrolled
RNN that is equivalent to the one in Figure 2 (middle). Here, each node (e.g., x1, h1, or o1) is associated with
one particular time step.

According to Reference [53], two types of cells have been identified in the cat’s visual cortex.
One is simple cells that respond maximally to specific patterns within their receptive field, and the
other is complex cells with larger receptive field that are considered locally invariant to positions of
patterns. Inspired by these findings, the two key concepts in CNN are then developed: convolution
and max-pooling.

Convolution: In CNN, a feature map is the result of the convolution of the input and a linear
filter, followed by some element-wise nonlinear transformation. The input here can be the raw
image or the feature map from the previous layer. Specifically, with input X, weights Wk , bias bk ,
the kth feature map Hk can be obtained as follows:

Hk
i j = tanh((Wk ∗ X)i j + b

k ).

Note that in the equation above, we assume one single input feature map and multiple output
feature maps. In practice, CNN often has multiple input feature maps as well due to its deep struc-
ture. A convolutional layer with four input feature maps and two output feature maps is shown in
Figure 1 (right).

Max-Pooling: Traditionally, a convolutional layer in CNN is followed by a max-pooling layer,
which can be seen as a type of nonlinear downsampling. The operation of max-pooling is sim-
ple. For example, if we have a feature map of size 6 × 9, then the result of max-pooling with a
3 × 3 region would be a downsampled feature map of size 2 × 3. Each entry of the downsampled
feature map is the maximum value of the corresponding 3 × 3 region in the 6 × 9 feature map.
Max-pooling layers can not only reduce computational cost by ignoring the non-maximal entries
but also provide local translation invariance.

Putting it all together: Usually to form a complete and working CNN, the input would alter-
nate between convolutional layers and max-pooling layers before going into an MLP for tasks such
as classification or regression. One classic example is the LeNet-5 [64], which alternates between
two convolutional layers and two max-pooling layers before going into a fully connected MLP for
target tasks.

2.4 Recurrent Neural Network

When reading an article, one normally takes in one word at a time and try to understand the
current word based on previous words. This is a recurrent process that needs short-term memory.
Unfortunately conventional feedforward neural networks like the one shown in Figure 2 (left) fail
to do so. For example, imagine we want to constantly predict the next word as we read an article.
Since the feedforward network only computes the output o as Vq(Wx), where the function q(·)

ACM Computing Surveys, Vol. 53, No. 5, Article 108. Publication date: September 2020.
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denotes element-wise nonlinear transformation, it is unclear how the network could naturally
model the sequence of words to predict the next word.

2.4.1 Vanilla Recurrent Neural Network. To solve the problem, we need a recurrent neural net-
work [29] instead of a feedforward one. As shown in Figure 2 (middle), the computation of the
current hidden states ht depends on the current input xt (e.g., the t th word) and the previous
hidden states ht−1. This is why there is a loop in the RNN. It is this loop that enables short-term
memory in RNNs. The ht in the RNN represents what the network knows so far at the t th time
step. To see the computation more clearly, we can unroll the loop and represent the RNN as in
Figure 2 (right). If we use hyperbolic tangent nonlinearity (tanh), then the computation of output
ot will be as follows:

at =Wht−1 + Yxt + b, ht = tanh(at ), ot = Vht + c,

where Y, W, and V denote the weight matrices for input-to-hidden, hidden-to-hidden, and hidden-
to-output connections, respectively, and b and c are the corresponding biases. If the task is to
classify the input data at each time step, then we can compute the classification probability as
pt = softmax(ot ), where

softmax(q) =
exp(q)∑
i exp(qi )

.

Similar to feedforward networks, an RNN is trained with a generalized back-propagation algo-
rithm called back-propagation through time (BPTT) [29]. Essentially, the gradients are computed
through the unrolled network as shown in Figure 2 (right) with shared weights and biases for all
time steps.

2.4.2 Gated Recurrent Neural Network. The problem with the vanilla RNN above is that the gra-
dients propagated over many time steps are prone to vanish or explode, making the optimization
notoriously difficult. In addition, the signal passing through the RNN decays exponentially, mak-
ing it impossible to model long-term dependencies in long sequences. Imagine we want to predict
the last word in the paragraph “I have many books... I like reading.” To get the answer, we need
“long-term memory” to retrieve information (the word “books”) at the start of the text. To address
this problem, the long short-term memory model (LSTM) is designed as a type of gated RNN to
model and accumulate information over a relatively long duration. The intuition behind LSTM is
that when processing a sequence consisting of several subsequences, it is sometimes useful for
the neural network to summarize or forget the old states before moving on to process the next
subsequence [29]. Using t = 1 . . .Tj to index the words in the sequence, the formulation of LSTM
is as follows (we drop the item index j for notational simplicity):

xt =Ww et , st = h
f
t−1 � st−1 + hi

t−1 � σ (Yxt−1 +Wht−1 + b), (1)

where xt is the word embedding of the t th word, Ww is aKW -by-S word embedding matrix, and et

is the 1-of-S representation, � stands for the element-wise product operation between two vectors,
σ (·) denotes the sigmoid function, st is the cell state of the t th word, and b, Y, and W denote the

biases, input weights, and recurrent weights, respectively. The forget gate units h
f
t and the input

gate units hi
t in Equation (1) can be computed using their corresponding weights and biases Yf ,

Wf , Yi , Wi , bf , and bi :

h
f
t = σ

(
Yf xt +Wf ht + bf

)
, hi

t = σ
(
Yi xt +Wi ht + bi

)
.

The output depends on the output gate ho
t , which has its own weights and biases Yo , Wo , and bo :

ht = tanh(st ) � ho
t−1, ho

t = σ
(
Yoxt +Woht + bo

)
.
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Fig. 3. The encoder-decoder architecture involving two LSTMs. The encoder LSTM (in the left rectangle)
encodes the sequence “ABC” into a representation and the decoder LSTM (in the right rectangle) recovers
the sequence from the representation. “$” marks the end of a sentence.

Fig. 4. The probabilistic graphical model for LDA, J is the number of documents, D is the number of words
in a document, and K is the number of topics.

Note that in the LSTM, information of the processed sequence is contained in the cell states st and
the output states ht , both of which are column vectors of length KW .

Similar to References [16, 108], we can use the output state and cell state at the last time step
(hTj

and sTj
) of the first LSTM as the initial output state and cell state of the second LSTM. This

way the two LSTMs can be concatenated to form an encoder-decoder architecture, as shown in
Figure 3.

Note that there is a vast literature on deep learning and neural networks. The introduction in
this section intends to serve only as the background of Bayesian deep learning. Readers are referred
to Reference [29] for a comprehensive survey and more details.

3 PROBABILISTIC GRAPHICAL MODELS

Probabilistic Graphical Models (PGM) use diagrammatic representations to describe random vari-
ables and relationships among them. Similar to a graph that contains nodes (vertices) and links
(edges), PGM has nodes to represent random variables and links to indicate probabilistic relation-
ships among them.

3.1 Models

There are essentially two types of PGM, directed PGM (also known as Bayesian networks) and
undirected PGM (also known as Markov random fields) [5]. In this survey, we mainly focus on
directed PGM.4 For details on undirected PGM, readers are referred to Reference [5].

A classic example of PGM would be latent Dirichlet allocation (LDA), which is used as a topic
model to analyze the generation of words and topics in documents [8]. Usually PGM comes with
a graphical representation of the model and a generative process to depict the story of how the
random variables are generated step by step. Figure 4 shows the graphical model for LDA and the
corresponding generative process is as follows:

• For each document j (j = 1, 2, . . . , J ),
(1) Draw topic proportions θ j ∼ Dirichlet(α ).
(2) For each word w jn of item (document) wj ,

(a) Draw topic assignment zjn ∼ Mult(θ j ),
(b) Draw word w jn ∼ Mult(βzjn

).

4For convenience, PGM stands for directed PGM in this survey unless specified otherwise.
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The generative process above provides the story of how the random variables are generated. In
the graphical model in Figure 4, the shaded node denotes observed variables while the others are
latent variables (θ and z) or parameters (α and β). Once the model is defined, learning algorithms
can be applied to automatically learn the latent variables and parameters.

Due to its Bayesian nature, PGM such as LDA is easy to extend to incorporate other information
or to perform other tasks. For example, following LDA, different variants of topic models have been
proposed. References [7, 113] are proposed to incorporate temporal information, and Reference [6]
extends LDA by assuming correlations among topics. Reference [44] extends LDA from the batch
mode to the online setting, making it possible to process large datasets. On recommender systems,
collaborative topic regression (CTR) [112] extends LDA to incorporate rating information and
make recommendations. This model is then further extended to incorporate social information
[89, 115, 116].

3.2 Inference and Learning

Strictly speaking, the process of finding the parameters (e.g., α and β in Figure 4) is called learning
and the process of finding the latent variables (e.g., θ and z in Figure 4) given the parameters is
called inference. However, given only the observed variables (e.g., w in Figure 4), learning and in-
ference are often intertwined. Usually the learning and inference of LDA would alternate between
the updates of latent variables (which correspond to inference) and the updates of the parameters
(which correspond to learning). Once the learning and inference of LDA is completed, one could
obtain the learned parameters α and β . If a new document comes, then one can now fix the learned
α and β and then perform inference alone to find the topic proportions θ j of the new document.5

Similar to LDA, various learning and inference algorithms are available for each PGM. Among
them, the most cost-effective one is probably maximum a posteriori (MAP), which amounts to
maximizing the posterior probability of the latent variable. Using MAP, the learning process is
equivalent to minimizing (or maximizing) an objective function with regularization. One famous
example is the probabilistic matrix factorization (PMF) [96], where the learning of the graphical
model is equivalent to factorizing a large matrix into two low-rank matrices with L2 regularization.

MAP, as efficient as it is, gives us only point estimates of latent variables (and parameters). To
take the uncertainty into account and harness the full power of Bayesian models, one would have
to resort to Bayesian treatments such as variational inference and Markov chain Monte Carlo
(MCMC). For example, the original LDA uses variational inference to approximate the true poste-
rior with factorized variational distributions [8]. Learning of the latent variables and parameters
then boils down to minimizing the KL-divergence between the variational distributions and the
true posterior distributions. Besides variational inference, another choice for a Bayesian treatment
is MCMC. For example, MCMC algorithms such as Reference [86] have been proposed to learn the
posterior distributions of LDA.

4 BAYESIAN DEEP LEARNING

With the preliminaries on deep learning and PGM, we are now ready to introduce the general
framework and some concrete examples of BDL. Specifically, in this section, we will list some
recent BDL models with applications on recommender systems, topic models, control, and so on.
A summary of these models is shown in Table 1.

5For convenience, we use “learning” to represent both “learning and inference” in the following text.
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Table 1. Summary of BDL Models with Different Learning Algorithms (MAP: Maximum a Posteriori,
VI: Variational Inference, Hybrid MC: Hybrid Monte Carlo) and Different Variance Types

(ZV: Zero-Variance, HV: Hyper-Variance, LV: Learnable-Variance)

Variance Gibbs Hybrid

Applications Models of Ωh MAP VI Sampling MC

Recommender

Systems

Collaborative Deep Learning (CDL) [121] HV �
Bayesian CDL [121] HV �
Marginalized CDL [66] LV �
Symmetric CDL [66] LV �
Collaborative Deep Ranking [131] HV �
Collaborative Knowledge Base Embedding [132] HV �
Collaborative Recurrent AE [122] HV �
Collaborative Variational Autoencoders [68] HV �

Topic

Models

Relational SDAE HV �
Deep Poisson Factor Analysis with Sigmoid Belief Networks [24] ZV � �
Deep Poisson Factor Analysis with Restricted Boltzmann Machine [24] ZV � �
Deep Latent Dirichlet Allocation [18] LV �
Dirichlet Belief Networks [133] LV �

Control

Embed to Control [125] LV �
Deep Variational Bayes Filters [57] LV �
Probabilistic Recurrent State-Space Models [19] LV �
Deep Planning Networks [34] LV �

Link

Prediction

Relational Deep Learning [120] LV � �
Graphite [32] LV �
Deep Generative Latent Feature Relational Model [75] LV �

NLP
Sequence to Better Sequence [77] LV �
Quantifiable Sequence Editing [69] LV �

Computer

Vision

Asynchronous Temporal Fields [102] LV �
Attend, Infer, Repeat (AIR) [20] LV �
Fast AIR [105] LV �
Sequential AIR [60] LV �

Speech

Factorized Hierarchical VAE [48] LV �
Scalable Factorized Hierarchical VAE [47] LV �
Gaussian Mixture Variational Autoencoders [49] LV �
Recurrent Poisson Process Units [51] LV � �
Deep Graph Random Process [52] LV � �

Time Series

Forecasting

DeepAR [21] LV �
DeepState [90] LV �
Spline Quantile Function RNN [27] LV �
DeepFactor [124] LV �

Health Care

Deep Poisson Factor Models [38] LV �
Deep Markov Models [61] LV �
Black-Box False Discovery Rate [110] LV �
Bidirectional Inference Networks [117] LV �

4.1 A Brief History of Bayesian Neural Networks and Bayesian Deep Learning

One topic highly related to BDL is Bayesian neural networks (BNN) or Bayesian treatments of
neural networks. Similar to any Bayesian treatment, BNN imposes a prior on the neural network’s
parameters and aims to learn a posterior distribution of these parameters. During the inference
phrase, such a distribution is then marginalized out to produce final predictions. In general such a
process is called Bayesian model averaging [5] and can be seen as learning an infinite number of
(or a distribution over) neural networks and then aggregating the results through ensembling.

The study of BNN dates back to 1990s with notable works from References [42, 72, 80]. Over
the years, a large body of works [2, 9, 31, 39, 58, 100] have emerged to enable substantially better
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Fig. 5. The PGM for an example BDL. The red rectangle on the left indicates the perception component, and
the blue rectangle on the right indicates the task-specific component. The hinge variable Ωh = {H}.

scalability and incorporate recent advancements of deep neural networks. Due to BNN’s long
history, the term “Bayesian deep learning” sometimes specifically refers to “Bayesian neural
networks” [73, 128]. In this survey, we instead use “Bayesian deep learning” in a broader sense to
refer to the probabilistic framework subsuming Bayesian neural networks. To see this, note that
a BDL model with a perception component and an empty task-specific component is equivalent to
a Bayesian neural network (details on these two components are discussed in Section 4.2).

Interestingly, though BNN started in 1990s, the study of BDL in a broader sense started roughly
in 2014 [38, 114, 118, 121], slightly after the deep learning breakthrough in the ImageNet LSVRC
contest in 2012 [62]. As we will see in later sections, BNN is usually used as a perception component
in BDL models.

Today BDL is gaining more and more popularity, has found successful applications in areas such
as recommender systems and computer vision, and appears as the theme of various conference
workshops (e.g., the NeurIPS BDL workshop6).

4.2 General Framework

As mentioned in Section 1, BDL is a principled probabilistic framework with two seamlessly inte-
grated components: a perception component and a task-specific component.

Two Components: Figure 5 shows the PGM of a simple BDL model as an example. The part
inside the red rectangle on the left represents the perception component and the part inside the
blue rectangle on the right is the task-specific component. Typically, the perception component
would be a probabilistic formulation of a deep learning model with multiple nonlinear processing
layers represented as a chain structure in the PGM. While the nodes and edges in the perception
component are relatively simple, those in the task-specific component often describe more complex
distributions and relationships among variables. Concretely, a task-specific component can take
various forms. For example, it can be a typical Bayesian network (directed PGM) such as LDA, a
deep Bayesian network [117], or a stochastic process [51, 94], all of which can be represented in
the form of PGM.

Three Variable Sets: There are three sets of variables in a BDL model: perception variables,
hinge variables, and task variables. In this article, we use Ωp to denote the set of perception vari-
ables (e.g., X0, X1, and W1 in Figure 5), which are the variables in the perception component.
Usually Ωp would include the weights and neurons in the probabilistic formulation of a deep
learning model. Ωh is used to denote the set of hinge variables (e.g., H in Figure 5). These vari-
ables directly interact with the perception component from the task-specific component. The set
of task variables (e.g., A, B, and C in Figure 5), i.e., variables in the task-specific component without
direct relation to the perception component, is denoted as Ωt .

6http://bayesiandeeplearning.org/.
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Generative Processes for Supervised and Unsupervised Learning: If the edges between
the two components point toward Ωh , then the joint distribution of all variables can be written as

p ( Ωp , Ωh , Ωt ) = p ( Ωp )p ( Ωh | Ωp )p ( Ωt | Ωh ). (2)

If the edges between the two components originate from Ωh , then the joint distribution of all
variables can be written as

p ( Ωp , Ωh , Ωt ) = p ( Ωt )p ( Ωh | Ωt )p ( Ωp | Ωh ). (3)

Equations (2) and (3) assume different generative processes for the data and correspond to dif-
ferent learning tasks. The former is usually used for supervised learning, where the perception
component serves as a probabilistic (or Bayesian) representation learner to facilitate any down-
stream tasks (see Section 5.1 for some examples). The latter is usually used for unsupervised learn-
ing, where the task-specific component provides structured constraints and domain knowledge to
help the perception component learn stronger representations (see Section 5.2 for some examples).

Note that besides these two vanilla cases, it is possible for BDL to simultaneously have some
edges between the two components pointing towards Ωh and some originating from Ωh , in which
case the decomposition of the joint distribution would be more complex.

Independence Requirement: The introduction of hinge variables Ωh and related conditional
distributions simplifies the model (especially when Ωh ’s in-degree or out-degree is 1), facilitate
learning, and provides inductive bias to concentrate information inside Ωh . Note that hinge vari-
ables are always in the task-specific component; the connections between hinge variables Ωh and
the perception component (e.g., X4 → H in Figure 5) should normally be independent for conve-
nience of parallel computation in the perception component. For example, each row in H is related
to only one corresponding row in X4. Although it is not mandatory in BDL models, meeting this
requirement would significantly increase the efficiency of parallel computation in model training.

Flexibility of Variance for Ωh : As mentioned in Section 1, one of BDL’s motivations is to
model the uncertainty of exchanging information between the perception component and the task-
specific component, which boils down to modeling the uncertainty related to Ωh . For example,
such uncertainty is reflected in the variance of the conditional density p ( Ωh | Ωp ) in Equation (2).7

According to the degree of flexibility, there are three types of variance for Ωh (for simplicity,
we assume the joint likelihood of BDL is Equation (2), Ωp = {p}, Ωh = {h}, and p ( Ωh | Ωp ) =
N (h |μp ,σ

2
p ) in our example):

• Zero-Variance: Zero-Variance (ZV) assumes no uncertainty during the information ex-
change between the two components. In the example, zero-variance means directly setting
σ 2

p to 0.

• Hyper-Variance: Hyper-Variance (HV) assumes that uncertainty during the information
exchange is defined through hyperparameters. In the example, HV means that σ 2

p is a man-
ually tuned hyperparameter.

• Learnable Variance: Learnable Variance (LV) uses learnable parameters to represent un-
certainty during the information exchange. In the example, σ 2

p is the learnable parameter.

As shown above, we can see that in terms of model flexibility, LV > HV > ZV. Normally, if
properly regularized, an LV model outperforms an HV model, which is superior to a ZV model. In
Table 1, we show the types of variance for Ωh in different BDL models. Note that although each

7For models with the joint likelihood decomposed as in Equation (3), the uncertainty is reflected in the variance of

p (Ωp |Ωh ).
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model in the table has a specific type, one can always adjust the models to devise their counter-
parts of other types. For example, while CDL in the table is an HV model, we can easily adjust
p ( Ωh | Ωp ) in CDL to devise its ZV and LV counterparts. In Reference [121], the authors compare
the performance of an HV CDL and a ZV CDL and find that the former performs significantly
better, meaning that sophisticatedly modeling uncertainty between two components is essential
for performance.

Learning Algorithms: Due to the nature of BDL, practical learning algorithms need to meet
the following criteria:

(1) They should be online algorithms to scale well for large datasets.
(2) They should be efficient enough to scale linearly with the number of free parameters in

the perception component.

Criterion (1) implies that conventional variational inference or MCMC methods are not appli-
cable. Usually an online version of them is needed [45]. Most SGD-based methods do not work
either unless only MAP inference (as opposed to Bayesian treatments) is performed. Criterion (2)
is needed because there are typically a large number of free parameters in the perception compo-
nent. This means methods based on Laplace approximation [72] are not realistic, since they involve
the computation of a Hessian matrix that scales quadratically with the number of free parameters.

4.3 Perception Component

Ideally, the perception component should be a probabilistic or Bayesian neural network, to be
compatible with the task-specific component, which is probabilistic in nature. This is to ensure
the perception component’s built-in capability to handle uncertainty of parameters and its output.

As mentioned in Section 4.1, the study of Bayesian neural networks dates back to 1990s [31, 42,
72, 80]. However, pioneering work at that time was not widely adopted due to its lack of scalability.
To address the this issue, there has been recent development such as restricted Boltzmann machine
(RBM) [40, 41], probabilistic generalized stacked denoising autoencoders (pSDAE) [118, 121], vari-
ational autoencoders (VAE) [58], probabilistic back-propagation (PBP) [39], Bayes by Backprop
(BBB) [9], Bayesian dark knowledge (BDK) [2], and natural-parameter networks (NPN) [119].

More recently, generative adversarial networks (GAN) [30] prevail as a new training scheme for
training neural networks and have shown promise in generating photo-realistic images. Later on,
Bayesian formulations (as well as related theoretical results) for GAN have also been proposed [30,
37]. These models are also potential building blocks as the BDL framework’s perception compo-
nent.

In this subsection, we mainly focus on the introduction of recent Baysian neural networks such
as RBM, pSDAE, VAE, and NPN. We refer the readers to Reference [29] for earlier work in this
direction.

4.3.1 Restricted Boltzmann Machine. Restricted Boltzmann Machine (RBM) is a special kind of
BNN in that (1) it is not trained with back-propagation (BP) and that (2) its hidden neurons are
binary. Specifically, RBM defines the following energy:

E (v, h) = −vT Wh − vT b − hT a,

where v denotes visible (observed) neurons, and h denotes binary hidden neurons. W, a, and b are
learnable weights. The energy function leads to the following conditional distributions:

p (v|h) =
exp(−E (v, h))∑
v exp(−E (v, h))

, p (h|v) =
exp(−E (v, h))∑
h exp(−E (v, h))

. (4)
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RBM is trained using “Contrastive Divergence” [40] rather than BP. Once trained, RBM can infer
v or h by marginalizing out other neurons. One can also stack layers of RBM to form a deep belief
network (DBN) [76], use multiple branches of deep RBN for multimodal learning [104], or combine
DBN with convolutional layers to form a convolutional DBN [65].

4.3.2 Probabilistic Generalized SDAE. Following the introduction of SDAE in Section 2.2, if we
assume that both the clean input Xc and the corrupted input X0 are observed, similar to References
[4, 5, 13, 72], then we can define the following generative process of the probabilistic SDAE:

(1) For each layer l of the SDAE network,
(a) For each column n of the weight matrix Wl , draw Wl,∗n ∼ N (0, λ−1

w IKl
),

(b) Draw the bias vector bl ∼ N (0, λ−1
w IKl

),
(c) For each row j of Xl , draw

Xl, j∗ ∼ N (σ (Xl−1, j∗Wl + bl ), λ−1
s IKl

). (5)

(2) For each item j, draw a clean input8 Xc, j∗ ∼ N (XL, j∗, λ
−1
n IB ).

Note that if λs goes to infinity, the Gaussian distribution in Equation (5) will become a Dirac delta
distribution [106] centered at σ (Xl−1, j∗Wl + bl ), where σ (·) is the sigmoid function, and the model
will degenerate into a Bayesian formulation of vanilla SDAE. This is why we call it “generalized”
SDAE.

The first L/2 layers of the network act as an encoder and the last L/2 layers act as a decoder.
Maximization of the posterior probability is equivalent to minimization of the reconstruction error
with weight decay taken into consideration.

Following pSDAE, both its convolutional version [132] and its recurrent version [122] have been
proposed with applications in knowledge base embedding and recommender systems.

4.3.3 Variational Autoencoders. Variational Autoencoders (VAE) [58] essentially tries to learn
parameters ϕ and θ that maximize the evidence lower bound (ELBO):

Lvae = Eqϕ (z |x)[logpθ (x|z)] − KL(qϕ (z|x)‖p (z)), (6)

where qϕ (z|x) is the encoder parameterized by ϕ and pθ (x|z) is the decoder parameterized by θ .
The negation of the first term is similar to the reconstruction error in vanilla AE, while the KL
divergence works as a regularization term for the encoder. During training qϕ (z|x) will output the
mean and variance of a Gaussian distribution, from which z is sampled via the reparameterization
trick. Usually qϕ (z|x) is parameterized by an MLP with two branches, one producing the mean
and the other producing the variance.

Similar to the case of pSDAE, various VAE variants have been proposed. For example, Impor-
tance weighted Autoencoders (IWAE) [11] derived a tighter lower bound via importance weight-
ing, Reference [129] combined LSTM, VAE, and dilated CNN for text modeling, and Reference [17]
proposed a recurrent version of VAE dubbed variational RNN (VRNN).

4.3.4 Natural-parameter Networks. Different from vanilla NN, which usually takes determinis-
tic input, NPN [119] is a probabilistic NN taking distributions as input. The input distributions go
through layers of linear and nonlinear transformation to produce output distributions. In NPN, all
hidden neurons and weights are also distributions expressed in closed form. Note that this is in
contrast to VAE where only the middle layer output z is a distribution.

8Note that while generation of the clean input Xc from XL is part of the generative process of the Bayesian SDAE, gener-

ation of the noise-corrupted input X0 from Xc is an artificial noise injection process to help the SDAE learn a more robust

feature representation.
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As a simple example, in a vanilla linear NN fw (x ) = wx takes a scalar x as input and computes
the output based on a scalar parameter w ; a corresponding Gaussian NPN would assume w is
drawn from a Gaussian distributionN (wm ,ws ) and that x is drawn fromN (xm ,xs ) (xs is set to 0
when the input is deterministic). With θ = (wm ,ws ) as a learnable parameter pair, NPN will then
compute the mean and variance of the output Gaussian distribution μθ (xm ,xs ) and sθ (xm ,xs ) in
closed form (bias terms are ignored for clarity) as

μθ (xm ,xs ) = E[wx] = xmwm , (7)

sθ (xm ,xs ) = D[wx] = xsws + xsw
2
m + x

2
mws . (8)

Hence, the output of this Gaussian NPN is a tuple (μθ (xm ,xs ), sθ (xm ,xs )) representing a Gaussian
distribution instead of a single value. Input variance xs to NPN can be set to 0 if not available. Note
that since sθ (xm , 0) = x2

mws , wm and ws can still be learned even if xs = 0 for all data points. The
derivation above is generalized to handle vectors and matrices in practice [119]. Besides Gaussian
distributions, NPN also support other exponential-family distributions such as Poisson distribu-
tions and gamma distributions [119].

Following NPN, a light-weight version [26] was proposed to speed up the training and inference
process. Another variant, MaxNPN [100], extended NPN to handle max-pooling and categorical
layers. ConvNPN [87] enables convolutional layers in NPN. In terms of model quantization and
compression, BinaryNPN [107] was also proposed as NPN’s binary version to achieve better effi-
ciency.

4.4 Task-Specific Component

In this subsection, we introduce different forms of task-specific components. The purpose of a
task-specific component is to incorporate probabilistic prior knowledge into the BDL model. Such
knowledge can be naturally represented using PGM. Concretely, it can be a typical (or shallow)
Bayesian network [5, 54], a bidirectional inference network [117], or a stochastic process [94].

4.4.1 Bayesian Networks. Bayesian networks are the most common choice for a task-specific
component. As mentioned in Section 3, Bayesian networks can naturally represent conditional
dependencies and handle uncertainty. Besides LDA introduced above, a more straightforward ex-
ample is probabilistic matrix factorization (PMF) [96], where one uses a Bayesian network to de-
scribe the conditional dependencies among users, items, and ratings. Specifically, PMF assumes
the following generative process:

(1) For each item j, draw a latent item vector: vi ∼ N (0, λ−1
v IK ).

(2) For each user i , draw a latent user vector: ui ∼ N (0, λ−1
u IK ).

(3) For each user-item pair (i, j ), draw a rating: Ri j ∼ N (uT
i vj ,C

−1
i j ).

In the generative process above, C−1
i j is the corresponding variance for the rating Ri j .

Using MAP estimates, learning PMF amounts to maximize the following log-likelihood of
p ({ui }, {vj }|{Ri j }, {Ci j }, λu , λv ):

L = −λu

2

∑
i

�
�
�
ui
�
�
�

2

2
− λv

2

∑
j

�
�
�
vj
�
�
�

2

2
−

∑
i, j

Ci j

2

(
Ri j − uT

i vj

)2
,

Note that one can also impose another layer of priors on the hyperparameters with a fully
Bayesian treatment. For example, Reference [97] imposes priors on the precision matrix of latent
factors and learn the Bayesian PMF with Gibbs sampling.

In Section 5.1, we will show how PMF can be used as a task-specific component along with a
perception component defined to significantly improve recommender systems’ performance.
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Fig. 6. Left: A simple example of BIN with each conditional distribution parameterized by a Bayesian neural
networks (BNN) or simply a probabilistic neural network. Right: Another example BIN. Shaded and trans-
parent nodes indicate observed and unobserved variables, respectively.

4.4.2 Bidirectional Inference Networks. Typical Bayesian networks assume “shallow” condi-
tional dependencies among random variables. In the generative process, one random variable
(which can be either latent or observed) is usually drawn from a conditional distribution param-
eterized by the linear combination of its parent variables. For example, in PMF the rating Ri j is
drawn from a Gaussian distribution mainly parameterized by the linear combination of ui and vj ,

i.e., Ri j ∼ N (uT
i vj ,C

−1
i j ).

Such “shallow” and linear structures can be replaced with nonlinear or even deep nonlin-
ear structures to form a deep Bayesian network. As an example, bidirectional inference network
(BIN) [117] is a class of deep Bayesian networks that enable deep nonlinear structures in each
conditional distribution, while retaining the ability to incorporate prior knowledge as Bayesian
networks.

For example, Figure 6 (left) shows a BIN, where each conditional distribution is parameterized
by a Bayesian neural network. Specifically, this example assumes the following factorization:

p (v1,v2,v3 |X ) = p (v1 |X )p (v2 |X ,v1)p (v3 |X ,v1,v2).

A vanilla Bayesian network parameterizes each distribution with simple linear operations. For
example, p (v2 |X ,v1) = N (v2 |Xw0 +v1w1 + b,σ

2)). In contrast, BIN (as a deep Bayesian network)
uses a BNN. For example, BIN has p (v2 |X ,v1) = N (v2 |μθ (X ,v1), sθ (X ,v1)), where μθ (X ,v1) and
sθ (X ,v1) are the output mean and variance of the BNN. The inference and learning of such a deep
Bayesian network is done by performing BP across all BNNs (e.g., BNN 1, 2, and 3 in Figure 6
(left)) [117].

Compared to vanilla (shallow) Bayesian networks, deep Bayesian networks such as BIN make
it possible to handle deep and nonlinear conditional dependencies effectively and efficiently.
Besides, with BNN as building blocks, task-specific components based on deep Bayesian networks
can better work with the perception component, which is usually a BNN as well. Figure 6 (right)
shows a more complicated case with both observed (shaded nodes) and unobserved (transparent
nodes) variables.

4.4.3 Stochastic Processes. Besides vanilla Bayesian networks and deep Bayesian networks, a
task-specific component can also take the form of a stochastic process [94]. For example, a Wiener
process can naturally describe a continuous-time Brownian motion model xt+u |xt ∼ N (xt , λuI),
where xt+u and xt are the states at time t and t + u, respectively. In the graphical model literature,
such a process has been used to model the continuous-time topic evolution of articles over
time [113].

Another example is to model phonemes’ boundary positions using a Poisson process in auto-
matic speech recognition (ASR) [51]. Note that this is a fundamental problem in ASR, since speech
is no more than a sequence of phonemes. Specifically, a Poisson process defines the generative pro-
cess Δti = ti − ti−1 ∼ д(λ(t )), withT = {t1, t2, . . . , tN } as the set of boundary positions, andд(λ(t ))
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is a exponential distribution with the parameter λ(t ) (also known as the intensity). Such a stochas-
tic process naturally models the occurrence of phoneme boundaries in continuous time. The pa-
rameter λ(t ) can be the output of a neural network taking raw speech signals as input [51, 83, 99].

Interestingly, stochastic processes can be seen as a type of dynamic Bayesian networks. To see
this, we can rewrite the Poisson process above in an equivalent form, where given ti−1, the proba-

bility that ti has not occurred at time t , P (ti > t ) = exp(
∫ t

ti−1
−λ(t )dt ). Obviously, both the Wiener

process and the Poisson process are Markovian and can be represented with a dynamic Bayesian
network [78].

For clarity, we focus on using vanilla Bayesian networks as task-specific components in Sec-
tion 5; they can be naturally replaced with other types of task-specific components to represent
different prior knowledge if necessary.

5 CONCRETE BDL MODELS AND APPLICATIONS

In this section, we discuss how the BDL framework can facilitate supervised learning, unsupervised
learning, and representation learning in general. Concretely, we use examples in domains such as
recommender systems, topic models, control, and so on.

5.1 Supervised Bayesian Deep Learning for Recommender Systems

Despite the successful applications of deep learning on natural language processing and computer
vision, very few attempts have been made to develop deep learning models for collaborative filter-
ing (CF) before the emergence of BDL. Reference [98] uses restricted Boltzmann machines instead
of the conventional matrix factorization formulation to perform CF and Reference [28] extends
this work by incorporating user-user and item-item correlations. Although these methods involve
both deep learning and CF, they actually belong to CF-based methods, because they ignore users’
or items’ content information, which is crucial for accurate recommendation. Reference [95] uses
low-rank matrix factorization in the last weight layer of a deep network to significantly reduce the
number of model parameters and speed up training, but it is for classification instead of recom-
mendation tasks. On music recommendation, References [84, 123] directly use conventional CNN
or deep belief networks (DBN) to assist representation learning for content information, but the
deep learning components of their models are deterministic without modeling the noise and hence
they are less robust. The models achieve performance boost mainly by loosely coupled methods
without exploiting the interaction between content information and ratings. Besides, the CNN is
linked directly to the rating matrix, which means the models will perform poorly due to serious
overfitting when the ratings are sparse.

5.1.1 Collaborative Deep Learning. To address the challenges above, a hierarchical Bayesian
model called collaborative deep learning (CDL) as a novel tightly coupled method for recommender
systems is introduced in Reference [121]. Based on a Bayesian formulation of SDAE, CDL tightly
couples deep representation learning for the content information and collaborative filtering for the
rating (feedback) matrix, allowing two-way interaction between the two. From BDL’s perspective,
a probabilistic SDAE as the perception component is tightly coupled with a probabilistic graphical
model as the task-specific component. Experiments show that CDL significantly improves upon
the state of the art.

In the following text, we will start with the introduction of the notation used during our pre-
sentation of CDL. After that, we will review the design and learning of CDL.

Notation and Problem Formulation: Similar to the work in Reference [112], the recommen-
dation task considered in CDL takes implicit feedback [50] as the training and test data. The entire
collection of J items (articles or movies) is represented by a J -by-B matrix Xc , where row j is the
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Fig. 7. On the left is the graphical model of CDL. The part inside the dashed rectangle represents an SDAE.
An example SDAE with L = 2 is shown. On the right is the graphical model of the degenerated CDL. The
part inside the dashed rectangle represents the encoder of an SDAE. An example SDAE with L = 2 is shown
on its right. Note that although L is still 2, the decoder of the SDAE vanishes. To prevent clutter, we omit all
variables xl , except x0 and xL/2 in the graphical models.

bag-of-words vector Xc, j∗ for item j based on a vocabulary of size B. With I users, we define an
I -by-J binary rating matrix R = [Ri j ]I×J . For example, in the dataset citeulike-a [112, 115, 121],
Ri j = 1 if user i has article j in his or her personal library and Ri j = 0 otherwise. Given part of the
ratings in R and the content information Xc , the problem is to predict the other ratings in R. Note
that although CDL in its current from focuses on movie recommendation (where plots of movies
are considered as content information) and article recommendation like Reference [112] in this
section, it is general enough to handle other recommendation tasks (e.g., tag recommendation).

The matrix Xc plays the role of clean input to the SDAE while the noise-corrupted matrix, also
a J -by-B matrix, is denoted by X0. The output of layer l of the SDAE is denoted by Xl , which is a
J -by-Kl matrix. Similar to Xc , row j of Xl is denoted by Xl, j∗. Wl and bl are the weight matrix and
bias vector, respectively, of layer l , Wl,∗n denotes column n of Wl , and L is the number of layers.
For convenience, we use W+ to denote the collection of all layers of weight matrices and biases.
Note that an L/2-layer SDAE corresponds to an L-layer network.

Collaborative Deep Learning: Using the probabilistic SDAE in Section 4.3.2 as a component,
the generative process of CDL is defined as follows:

(1) For each layer l of the SDAE network,
(a) For each column n of the weight matrix Wl , draw Wl,∗n ∼ N (0, λ−1

w IKl
),

(b) Draw the bias vector bl ∼ N (0, λ−1
w IKl

),
(c) For each row j of Xl , draw Xl, j∗ ∼ N (σ (Xl−1, j∗Wl + bl ), λ−1

s IKl
).

(2) For each item j,
(a) Draw a clean input Xc, j∗ ∼ N (XL, j∗, λ

−1
n IJ ),

(b) Draw the latent item offset vector ϵ j ∼ N (0, λ−1
v IK ) and then set the latent item vec-

tor: vj = ϵ j + XT
L
2 , j∗
.

(3) Draw a latent user vector for each user i: ui ∼ N (0, λ−1
u IK ).

(4) Draw a rating Ri j for each user-item pair (i, j ): Ri j ∼ N (uT
i vj ,C

−1
i j ).

Here, λw , λn , λu , λs , and λv are hyperparameters and Ci j is a confidence parameter similar to
that for CTR [112] (Ci j = a if Ri j = 1 and Ci j = b, otherwise). Note that the middle layer XL/2

serves as a bridge between the ratings and content information. This middle layer, along with the
latent offset ϵ j , is the key that enables CDL to simultaneously learn an effective feature represen-
tation and capture the similarity and (implicit) relationship among items (and users). Similar to
the generalized SDAE, we can also take λs to infinity for computational efficiency.
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Fig. 8. Left: NN representation for degenerated CDL. Right: Sampling as generalized BP in Bayesian CDL.

The graphical model of CDL when λs approaches positive infinity is shown in Figure 7, where,
for notational simplicity, we use x0, xL/2, and xL in place of XT

0, j∗, XT
L
2 , j∗

, and XT
L, j∗, respectively.

Note that according the definition in Section 4.2, here the perception variables Ωp =

{{Wl }, {bl }, {Xl },Xc }, the hinge variables Ωh = {V}, and the task variables Ωt = {U,R}.
Learning: Based on the CDL model above, all parameters could be treated as random variables

so that fully Bayesian methods such as Markov chain Monte Carlo (MCMC) or variational inference
[55] may be applied. However, such treatment typically incurs high computational cost. Therefore,
CDL uses an EM-style algorithm to obtain the MAP estimates, as in Reference [112].

Concretely, note that maximizing the posterior probability is equivalent to maximizing the joint
log-likelihood of U, V, {Xl }, Xc , {Wl }, {bl }, and R given λu , λv , λw , λs , and λn :

L = − λu

2

∑
i

�
�
�
ui
�
�
�

2

2
− λw

2

∑
l

(
�
�
�
Wl

�
�
�

2

F
+
�
�
�
bl
�
�
�

2

2

)
− λv

2

∑
j

�
�
�
vj − XT

L
2 , j∗

�
�
�

2

2
− λn

2

∑
j

�
�
�
XL, j∗ − Xc, j∗

�
�
�

2

2

− λs

2

∑
l

∑
j

�
�
�
σ
(
Xl−1, j∗Wl + bl

)
− Xl, j∗

�
�
�

2

2
−

∑
i, j

Ci j

2

(
Ri j − uT

i vj

)2
.

If λs goes to infinity, then the likelihood becomes

L = − λu

2

∑
i

�
�
�
ui
�
�
�

2

2
− λw

2

∑
l

(
�
�
�
Wl

�
�
�

2

F
+
�
�
�
bl
�
�
�

2

2

)
− λv

2

∑
j

�
�
�
vj − fe

(
X0, j∗,W

+
)T �
�
�

2

2

− λn

2

∑
j

�
�
�
fr

(
X0, j∗,W

+
)
− Xc, j∗

�
�
�

2

2
−

∑
i, j

Ci j

2

(
Ri j − uT

i vj

)2
, (9)

where the encoder function fe (·,W+) takes the corrupted content vector X0, j∗ of item j as input
and computes its encoding, and the function fr (·,W+) also takes X0, j∗ as input, computes the
encoding and then reconstructs item j’s content vector. For example, if the number of layers L = 6,
fe (X0, j∗,W

+) is the output of the third layer while fr (X0, j∗,W
+) is the output of the sixth layer.

From the perspective of optimization, the third term in the objective function, i.e., Equation (9),
above is equivalent to a multi-layer perceptron using the latent item vectors vj as the target while
the fourth term is equivalent to an SDAE minimizing the reconstruction error. Seeing from the
view of neural networks (NN), when λs approaches positive infinity, training of the probabilistic
graphical model of CDL in Figure 7 (left) would degenerate to simultaneously training two neural
networks overlaid together with a common input layer (the corrupted input) but different output
layers, as shown in Figure 8 (left). Note that the second network is much more complex than typical
neural networks due to the involvement of the rating matrix.
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When the ratio λn/λv approaches positive infinity, it will degenerate to a two-step model in
which the latent representation learned using SDAE is put directly into the CTR. Another extreme
happens when λn/λv goes to zero where the decoder of the SDAE essentially vanishes. Figure 7
(right) shows the graphical model of the degenerated CDL when λn/λv goes to zero. As demon-
strated in experiments, the predictive performance will suffer greatly for both extreme cases [121].

For ui and vj , block coordinate descent similar to References [50, 112] is used. Given the current
W+, we compute the gradients of L with respect to ui and vj and then set them to zero, leading
to the following update rules:

ui ←
(
VCi V

T + λu IK

)−1
VCi Ri , vj ←

(
UCi U

T + λv IK

)−1 (
UCj Rj + λv fe

(
X0, j∗,W

+
)T )
,

where U = (ui )I
i=1, V = (vj )

J
j=1, Ci = diag(Ci1, . . . ,Ci J ) is a diagonal matrix, Ri = (Ri1, . . . ,Ri J )T

is a column vector containing all the ratings of user i , and Ci j reflects the confidence controlled
by a and b as discussed in Reference [50]. Cj and Rj are defined similarly for item j.

Given U and V, we can learn the weights Wl and biases bl for each layer using the back-
propagation learning algorithm. The gradients of the likelihood with respect to Wl and bl are
as follows:

∇Wl
L = − λw Wl − λv

∑
j

∇Wl
fe

(
X0, j∗,W

+
)T (

fe
(
X0, j∗,W

+
)T
− vj

)

− λn

∑
j

∇Wl
fr

(
X0, j∗,W

+
) (
fr

(
X0, j∗,W

+
)
− Xc, j∗

)
,

∇bl
L = − λw bl − λv

∑
j

∇bl
fe

(
X0, j∗,W

+
)T (

fe
(
X0, j∗,W

+
)T
− vj

)

− λn

∑
j

∇bl
fr

(
X0, j∗,W

+
) (
fr

(
X0, j∗,W

+
)
− Xc, j∗

)
.

By alternating the update of U, V, Wl , and bl , we can find a local optimum for L . Several com-
monly used techniques such as using a momentum term may be applied to alleviate the local
optimum problem.

Prediction: Let D be the observed test data. Similar to Reference [112], CDL uses the point
estimates of ui , W+ and ϵ j to calculate the predicted rating:

E[Ri j |D] ≈ E[ui |D]T (E[fe (X0, j∗,W
+)T |D] + E[ ϵ j |D]),

where E[·] denotes the expectation operation. In other words, we approximate the predicted rating
as

R∗i j ≈
(
u∗j

)T (
fe

(
X0, j∗,W

+∗
)T
+ ϵ∗j

)
=

(
u∗i

)T
v∗j .

Note that for any new item j with no rating in the training data, its offset ϵ∗j will be 0.

Recall that in CDL, the probabilistic SDAE and PMF work as the perception and task-specific
components. As mentioned in Section 4, both components can take various forms, leading to dif-
ferent concrete models. For example, one can replace the probabilistic SDAE with a VAE or an
NPN as the perception component [68]. It is also possible to use Bayesian PMF [97] rather than
PMF [96] as the task-specific component and thereby produce more robust predictions.

In the following subsections, we provide several extensions of CDL from different perspectives.
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5.1.2 Bayesian Collaborative Deep Learning. Besides the MAP estimates, a sampling-based al-
gorithm for the Bayesian treatment of CDL is also proposed in Reference [121]. This algorithm
turns out to be a Bayesian and generalized version of BP. We list the key conditional densities as
follows:

For W+: We denote the concatenation of Wl,∗n and b
(n)
l

as W+
l,∗n . Similarly, the concatenation

of Xl, j∗ and 1 is denoted as X+
l, j∗. The subscripts of I are ignored. Then,

p
(
W+

l,∗n
�
�
�
Xl−1, j∗,Xl, j∗, λs

)
∝ N

(
W+

l,∗n
�
�
�
0, λ−1

w I
)
· N

(
Xl,∗n

�
�
�
σ
(
X+l−1W+

l,∗n
)
, λ−1

s I
)
.

For Xl ,j∗ (l � L/2): Similarly, we denote the concatenation of Wl and bl as W+
l

and have

p
(
Xl, j∗

�
�
�
W+

l ,W
+
l+1,Xl−1, j∗,Xl+1, j∗λs

)
∝ N

(
Xl, j∗

�
�
�
σ
(
X+l−1, j∗W

+
l

)
, λ−1

s I
)
· N

(
Xl+1, j∗

�
�
�
σ
(
X+l, j∗W

+
l+1

)
, λ−1

s I
)
,

where for the last layer (l = L) the second Gaussian would be N (Xc, j∗ |Xl, j∗, λ
−1
s I) instead.

For Xl ,j∗ (l = L/2): Similarly, we have

p (Xl, j∗ |W+
l ,W

+
l+1,Xl−1, j∗,Xl+1, j∗, λs , λv , vj )

∝ N (Xl, j∗ |σ (X+l−1, j∗W
+
l ), λ−1

s I) · N (Xl+1, j∗ |σ (X+l, j∗W
+
l+1), λ−1

s I) · N (vj |Xl, j∗, λ
−1
v I).

For vj : The posterior p (vj |XL/2, j∗,R∗j ,C∗j , λv ,U) ∝ N (vj |XT
L/2, j∗, λ

−1
v I)

∏
i
N (Ri j |uT

i vj ,C
−1
i j ).

For ui : The posterior p (ui |Ri∗,V, λu ,Ci∗) ∝ N (ui |0, λ−1
u I)

∏
j N (Ri j |uT

i vj ,C
−1
i j ).

Interestingly, if λs goes to infinity and adaptive rejection Metropolis sampling (which involves
using the gradients of the objective function to approximate the proposal distribution) is used, then
the sampling for W+ turns out to be a Bayesian generalized version of BP. Specifically, as Figure 8
(right) shows, after getting the gradient of the loss function at one point (the red dashed line on
the left), the next sample would be drawn in the region under that line, which is equivalent to a
probabilistic version of BP. If a sample is above the curve of the loss function, then a new tangent
line (the black dashed line on the right) would be added to better approximate the distribution
corresponding to the loss function. After that, samples would be drawn from the region under
both lines. During the sampling, besides searching for local optima using the gradients (MAP), the
algorithm also takes the variance into consideration. That is why it is called Bayesian generalized

back-propagation in Reference [121].

5.1.3 Marginalized Collaborative Deep Learning. In SDAE, corrupted input goes through the
encoder and decoder to recover the clean input. Usually, different epochs of training use different
corrupted versions as input. Hence, generally, SDAE needs to go through enough epochs of train-
ing to see sufficient corrupted versions of the input. Marginalized SDAE (mSDAE) [14] seeks to
avoid this by marginalizing out the corrupted input and obtaining closed-form solutions directly.
In this sense, mSDAE is more computationally efficient than SDAE.

As mentioned in Reference [66], using mSDAE instead of the Bayesian SDAE could lead to more
efficient learning algorithms. For example, in Reference [66], the objective when using a one-layer
mSDAE can be written as follows:

L =−
∑
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�
�
�
X̃0, j∗W1 − Xc, j∗

�
�
�

2

2
−
∑
i, j

Ci j

2

(
Ri j − uT
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)2
− λu

2

∑
i

�
�
�
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�
�
�

2

2
− λv

2

∑
j

�
�
�
vT

j P1 − X0, j∗W1
�
�
�

2

2
,

where X̃0, j∗ is the collection of k different corrupted versions of X0, j∗ (a k-by-B matrix) and Xc, j∗
is the k-time repeated version of Xc, j∗ (also a k-by-B matrix). P1 is the transformation matrix for
item latent factors.
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The solution for W1 would be W1 = E (S1)E (Q1)−1, where S1 = X
T

c, j∗X̃0, j∗ +
λv

2 PT
1 VXc and Q1 =

X
T

c, j∗X̃0, j∗ +
λv

2 XT
c Xc . A solver for the expectation in the equation above is provided in Refer-

ence [14]. Note that this is a linear and one-layer case, which can be generalized to the nonlinear
and multi-layer case using the same techniques as in References [13, 14].

Marginalized CDL’s perception variables Ωp = {X0,Xc ,W1}, its hinge variables Ωh = {V}, and
its task variables Ωt = {P1,R,U}.

5.1.4 Collaborative Deep Ranking. CDL assumes a collaborative filtering setting to model the
ratings directly. Naturally, one can design a similar model to focus more on the ranking among
items rather than exact ratings [131]. The corresponding generative process is as follows:

(1) For each layer l of the SDAE network,
(a) For each column n of the weight matrix Wl , draw Wl,∗n ∼ N (0, λ−1

w IKl
),

(b) Draw the bias vector bl ∼ N (0, λ−1
w IKl

),
(c) For each row j of Xl , draw Xl, j∗ ∼ N (σ (Xl−1, j∗Wl + bl ), λ−1

s IKl
).

(2) For each item j,
(a) Draw a clean input Xc, j∗ ∼ N (XL, j∗, λ

−1
n IJ ),

(b) Draw a latent item offset vector ϵ j ∼ N (0, λ−1
v IK ) and then set the latent item vector

to be: vj = ϵ j + XT
L
2 , j∗
.

(3) For each user i ,
(a) Draw a latent user vector for each user i: ui ∼ N (0, λ−1

u IK ),
(b) For each pair-wise preference (j,k ) ∈ Pi , wherePi = {(j,k ) : Ri j − Rik > 0}, draw the

preference: Δi jk ∼ N (uT
i vj − uT

i vk ,C
−1
i jk

).

Following the generative process above, the log-likelihood in Equation (9) becomes

L = − λu
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(
Δi jk −

(
uT

i vj − uT
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))2
.

Similar algorithms can be used to learn the parameters in CDR. As reported in Reference [131],
using the ranking objective leads to significant improvement in the recommendation performance.
Following the definition in Section 4.2, CDR’s perception variables Ωp = {{Wl }, {bl }, {Xl },Xc }, the
hinge variables Ωh = {V}, and the task variables Ωt = {U, Δ}.

5.1.5 Collaborative Variational Autoencoders. In CDL, the perception component takes the form
of a probabilistic SDAE. Naturally, one can also replace the probabilistic SDAE in CDL with a VAE
(introduced in Section 4.3.3), as is done in collaborative variational autoencoders (CVAE) [68].
Specifically, CVAE with a inference network (encoder) denoted as ( fμ (·), fs (·)) and a generation
network (decoder) denoted as д(·) assumes the following generative process:

(1) For each item j,
(a) Draw the latent item vector from the VAE inference network: zj ∼
N ( fμ (X0, j∗), fs (X0, j∗)),

(b) Draw the latent item offset vector ϵ j ∼ N (0, λ−1
v IK ) and then set the latent item vec-

tor: vj = ϵ j + zj ,
(c) Draw the orignial input from the VAE generation network X0, j∗ ∼ N (д(zj ), λ

−1
n IB ).

(2) Draw a latent user vector for each user i: ui ∼ N (0, λ−1
u IK ).

(3) Draw a rating Ri j for each user-item pair (i, j ): Ri j ∼ N (uT
i vj ,C

−1
i j ).
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Similar to CDL, λn , λu , λs , and λv are hyperparameters and Ci j is a confidence parameter (Ci j = a
if Ri j = 1 and Ci j = b otherwise). Following Reference [68], the ELBO similar to Equation (6) can
be derived, using which, one can train the model’s parameters using BP and the reparameterization
trick.

The evolution from CDL to CVAE demonstrates the BDL framework’s flexibility in terms of
its components’ specific forms. It is also worth noting that the perception component can be a
recurrent version of probabilistic SDAE [122] or VAE [17, 68] to handle raw sequential data, while
the task-specific component can take more sophisticated forms to accommodate more complex
recommendation scenarios (e.g., cross-domain recommendation).

5.1.6 Discussion. Recommender systems are a typical use case for BDL in that they often re-
quire both thorough understanding of high-dimensional signals (e.g., text and images) and princi-
pled reasoning on the conditional dependencies among users/items/ratings.

In this regard, CDL, as an instantiation of BDL, is the first hierarchical Bayesian model to bridge
the gap between state-of-the-art deep learning models and recommender systems. By performing
deep learning collaboratively, CDL and its variants can simultaneously extract an effective deep
feature representation from high-dimensional content and capture the similarity and implicit re-
lationship between items (and users). The learned representation may also be used for tasks other
than recommendation. Unlike previous deep learning models, which use a simple target like clas-
sification [56] and reconstruction [111], CDL-based models use CF as a more complex target in a
probabilistic framework.

As mentioned in Section 1, information exchange between two components is crucial for the per-
formance of BDL. In the CDL-based models above, the exchange is achieved by assuming Gauss-
ian distributions that connect the hinge variables and the variables in the perception component
(drawing the hinge variable vj ∼ N (XT

L
2 , j∗
, λ−1

v IK ) in the generative process of CDL, where X L
2

is a perception variable), which is simple but effective and efficient in computation. Among the
eight CDL-based models in Table 1, six of them are HV models and the others are LV models,
according to the definition of Section 4.2. Since it has been verified that the HV CDL significantly
outperforms its ZV counterpart [121], we can expect additional performance boost from the LV
counterparts of the six HV models.

Besides efficient information exchange, the model designs also meet the independence require-
ment on the distribution concerning hinge variables discussed in Section 4.2 and are hence easily
parallelizable. In some models to be introduced later, we will see alternative designs to enable
efficient and independent information exchange between the two components of BDL.

Note that BDL-based models above use typical static Bayesian networks as their task-specific
components. Although these are often sufficient for most use cases, it is possible for the task-
specific components to take the form of deep Bayesian networks such as BIN [117]. This allows
the models to handle highly nonlinear interactions between users and items if necessary. One can
also use stochastic processes (or dynamic Bayesian networks in general) to explicitly model users
purchase or clicking behaviors. For example, it is natural to model a user’s purchase of groceries
as a Poisson process. In terms of perception components, one can also replace the pSDAE, mS-
DAE, or VAE above with their convolutional or recurrent counterparts (see Sections 2.3 and 2.4),
as is done in Collaborative Knowledge Base Embedding (CKE) [132] or Collaborative Recurrent
Autoencoders (CRAE) [122], respectively. Note that for the convolutional or recurrent perception
components to be compatible with the task-specific component (which is inherently probabilistic),
ideally one would need to formulate probabilistic versions of CNN or RNN as well. Readers are
referred to References [132] and [122] for more details.
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Fig. 9. Graphical model of RSDAE for L = 4. λs is omitted here to prevent clutter.

In summary, this subsection discusses BDL’s applications on supervised leraning, using recom-
mender systems as an example. Section 5.2 below will cover BDL’s applications on unsupervised
learning.

5.2 Unsupervised Bayesian Deep Learning for Topic Models

To demonstrate how BDL can also be applied to unsupervised learning, we review some exam-
ples of BDL-based topic models in this section. These models combine the merits of PGM (which
naturally incorporates the probabilistic relations among variables) and NN (which learns deep
representations efficiently), leading to significant performance boost. In the case of unsupervised
learning, the ‘task’ for a task-specific component is to describe/characterize the conditional de-
pendencies in the BDL model, thereby improving its interpretability and genearalizability. This is
different from the supervised learning setting where the “task” is simply to “match the target.”

5.2.1 Relational Stacked Denoising Autoencoders as Topic Models. As a BDL-based topic model,
relational stacked denoising autoencoders (RSDAE) essentially tries to learn a hierarchy of topics
(or latent factors) while enforcing relational (graph) constraints under an unsupervised learning
setting.

Problem Statement and Notation: Assume we have a set of items (articles or movies) Xc ,
with XT

c, j∗ ∈ RB denoting the content (attributes) of item j. Besides, we use IK to denote a K-

dimensional identity matrix and S = [s1, s2, . . . , sJ ] to denote the relational latent matrix with sj

representing the relational properties of item j.
From the perspective of SDAE, the J -by-B matrix Xc represents the clean input to the SDAE

and the noise-corrupted matrix of the same size is denoted by X0. Besides, we denote the output
of layer l of the SDAE, a J -by-Kl matrix, by Xl . Row j of Xl is denoted by Xl, j∗, Wl and bl are the
weight matrix and bias vector of layer l , Wl,∗n denotes column n of Wl , and L is the number of
layers. As a shorthand, we refer to the collection of weight matrices and biases in all layers as W+.
Note that an L/2-layer SDAE corresponds to an L-layer network.

Model Formulation: In RSDAE, the perception component takes the form of a probabilistic
SDAE (introduced in Section 4.3.2) as a building block. At a higher level, RSDAE is formulated as a
novel probabilistic model that seamlessly integrates a hierarchy of latent factors and the relational
information available. This way, the model can simultaneously learn the feature representation
from the content information and the relation among items [118]. The graphical model for RSDAE
is shown in Figure 9, and the generative process is listed as follows:

(1) Draw the relational latent matrix S from a matrix-variate normal distribution [33]:

S ∼ NK, J (0, IK ⊗ (λl La )−1). (10)

(2) For layer l of the SDAE where l = 1, 2, . . . , L
2 − 1,
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(a) For each column n of the weight matrix Wl , draw Wl,∗n ∼ N (0, λ−1
w IKl

),
(b) Draw the bias vector bl ∼ N (0, λ−1

w IKl
),

(c) For each row j of Xl , draw Xl, j∗ ∼ N (σ (Xl−1, j∗Wl + bl ), λ−1
s IKl

).

(3) For layer L
2 of the SDAE, draw the representation vector for item j from the product of

two Gaussians (PoG) [23]:

X L
2 , j∗
∼ PoG

(
σ
(
X L

2 −1, j∗Wl + bl

)
, sT

j , λ
−1
s IK , λ

−1
r IK

)
. (11)

(4) For layer l of the SDAE where l = L
2 + 1, L

2 + 2, . . . ,L,

(a) For each column n of the weight matrix Wl , draw Wl,∗n ∼ N (0, λ−1
w IKl

),
(b) Draw the bias vector bl ∼ N (0, λ−1

w IKl
),

(c) For each row j of Xl , draw Xl, j∗ ∼ N (σ (Xl−1, j∗Wl + bl ), λ−1
s IKl

).
(5) For each item j, draw a clean input Xc, j∗ ∼ N (XL, j∗, λ

−1
n IB ).

Here,K = K L
2

is the dimensionality of the learned representation vector for each item, S denotes

the K × J relational latent matrix in which column j is the relational latent vector sj for item j.
Note that NK, J (0, IK ⊗ (λl La )−1) in Equation (10) is a matrix-variate normal distribution defined
as in Reference [33]:

p (S) = NK, J (0, IK ⊗ (λl La )−1) =
exp{tr[− λl

2 SLaST ]}
(2π ) J K/2 |IK | J /2 |λl La |−K/2

, (12)

where the operator ⊗ denotes the Kronecker product of two matrices [33], tr(·) denotes the trace
of a matrix, and La is the Laplacian matrix incorporating the relational information. La = D − A,
where D is a diagonal matrix whose diagonal elements Dii =

∑
j Ai j and A is the adjacency

matrix representing the relational information with binary entries indicating the links (or re-
lations) between items. Aj j′ = 1 indicates that there is a link between item j and item j ′ and

Aj j′ = 0 otherwise. PoG(σ (X L
2 −1, j∗Wl + bl ), sT

j , λ
−1
s IK , λ

−1
r IK ) denotes the product of the Gauss-

ian N (σ (X L
2 −1, j∗Wl + bl ), λ−1

s IK ) and the Gaussian N (sT
j , λ

−1
r IK ), which is also a Gaussian [23].

According to the generative process above, maximizing the posterior probability is equivalent
to maximizing the joint log-likelihood of {Xl }, Xc , S, {Wl }, and {bl } given λs , λw , λl , λr , and λn :

L = −λl

2
tr(SLaST ) − λr

2

∑
j

‖ (sT
j − X L

2 , j∗
)‖22 −

λw

2

∑
l

(‖Wl ‖2F + ‖bl ‖22 )

−λn

2

∑
j

‖XL, j∗ − Xc, j∗‖22 −
λs

2

∑
l

∑
j

‖σ (Xl−1, j∗Wl + bl ) − Xl, j∗‖22 .

Similar to the pSDAE, taking λs to infinity, the joint log-likelihood becomes

L =−λl

2
tr(SLaST ) − λr

2

∑
j

‖ (sT
j − X L

2 , j∗
)‖22 −

λw

2

∑
l

(‖Wl ‖2F + ‖bl ‖22 ) − λn

2

∑
j

‖XL, j∗ − Xc, j∗‖22 ,

(13)

where Xl, j∗ = σ (Xl−1, j∗Wl + bl ). Note that the first term − λl

2 tr(SLaST ) corresponds to logp (S)
in the matrix-variate distribution in Equation (12). Besides, by simple manipulation, we have
tr(SLaST ) =

∑K
k=1 ST

k∗LaSk∗, where Sk∗ denotes the kth row of S. As we can see, maximizing

− λl

2 tr(ST LaS) is equivalent to making sj closer to sj′ if item j and item j ′ are linked (namely,
Aj j′ = 1) [115].

In RSDAE, the perception variables Ωp = {{Xl },Xc , {Wl }, {bl }}, the hinge variables Ωh = {S},
and the task variables Ωt = {A}.
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Learning and Inference: Reference [118] provides an EM-style algorithm for MAP estimation.
Below, we review some of the key steps.

For the E step, the challenge lies in the inference of the relational latent matrix S. We first fix all
rows of S except the kth one Sk∗ and then update Sk∗. Specifically, we take the gradient of L with
respect to Sk∗, set it to 0, and get the following linear system:

(λl La + λr IJ )Sk∗ = λr XT
L
2 ,∗k
. (14)

A naive approach is to solve the linear system by setting Sk∗ = λr (λl La + λr IJ )−1XT
L
2 ,∗k

. Unfortu-

nately, the complexity isO (J 3) for one single update. Similar to Reference [67], the steepest descent
method [101] is used to iteratively update Sk∗:

Sk∗ (t + 1) ← Sk∗ (t ) + δ (t )r (t ), r (t ) ← λr XT
L
2 ,∗k
− (λl La + λr IJ )Sk∗ (t ), δ (t ) ← r (t )T r (t )

r (t )T (λl La + λr IJ )r (t )
.

As discussed in Reference [67], the steepest descent method dramatically reduces the computation
cost in each iteration from O (J 3) to O (J ).

The M step involves learning Wl and bl for each layer using the back-propagation algorithm
given S. By alternating the update of S, Wl , and bl , a local optimum for L can be found. Also, tech-
niques such as including a momentum term may help to avoid being trapped in a local optimum.

5.2.2 Deep Poisson Factor Analysis with Sigmoid Belief Networks. The Poisson distribution with
support over nonnegative integers is known as a natural choice to model counts. It is, therefore,
desirable to use it as a building block for topic models, which are generally interested in word
counts [8]. With this motivation, Reference [136] proposed a model, dubbed Poisson factor analysis
(PFA), for latent nonnegative matrix factorization via Poisson distributions.

Poisson Factor Analysis: PFA assumes a discrete P-by-N matrix X containing word counts of
N documents with a vocabulary size of P [24, 136]. In a nutshell, PFA can be described using the
equation X ∼ Pois(Φ(Θ ◦ H)), where Φ (of size P-by-K where K is the number of topics) denotes
the factor loading matrix in factor analysis with the kth column ϕk encoding the importance of
each word in topic k . The K-by-N matrix Θ is the factor score matrix with the nth column θn

containing topic proportions for document n. The K-by-N matrix H is a latent binary matrix with
the nth column hn defining a set of topics associated with document n.

Different priors correspond to different models. For example, Dirichlet priors onϕk and θn with
an all-one matrix H would recover LDA [8] while a beta-Bernoulli prior on hn leads to the NB-
FTM model in Reference [135]. In Reference [24], a deep-structured prior based on sigmoid belief
networks (SBN) [79] (an MLP variant with binary hidden units) is imposed on hn to form a deep
PFA model for topic modeling.

Deep Poisson Factor Analysis: In the deep PFA model [24], the generative process can be
summarized as follows:

ϕk ∼ Dir(aϕ , . . . ,aϕ ), θkn ∼ Gamma

(
rk ,

pn

1 − pn

)
, rk ∼ Gamma

(
γ0,

1

c0

)
, γ0 ∼ Gamma

(
e0,

1

f0

)
,

h
(L)
kLn
∼ Ber

(
σ

(
b

(L)
kL

))
, h

(l )
kl n
∼ Ber

(
σ

(
w

(l )
kl

T
h

(l+1)
n + b

(l )
kl

))
, xpnk ∼ Pois

(
ϕpkθknh

(1)
kn

)
, xpn =

K∑
k=1

xpnk ,

(15)

where L is the number of layers in SBN, which corresponds to Equation (15). xpnk is the count of
word p that comes from topic k in document n.
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In this model, the perception variables Ωp = {{H(l ) }, {Wl }, {bl }}, the hinge variables Ωh = {X},
and the task variables Ωt = {{ϕk }, {rk },Θ,γ0}. Wl is the weight matrix containing columns of w

(l )
kl

and bl is the bias vector containing entries of b (l )
kl

in Equation (15).

Learning Using Bayesian Conditional Density Filtering: Efficient learning algorithms are
needed for Bayesian treatments of deep PFA. Reference [24] proposed to use an online version
of MCMC called Bayesian conditional density filtering (BCDF) to learn both the global parame-

ters Ψд = ({ϕk }, {rk },γ0, {Wl }, {bl }) and the local variables Ψl = (Θ, {H(l ) }). The key conditional
densities used for the Gibbs updates are as follows:

xpnk |− ∼ Multi(xpn ; ζpn1, . . . , ζpnK ), ϕk |− ∼ Dir(aϕ + x1·k , . . . ,aϕ + xP ·k ),

θkn |− ∼ Gamma(rkh
(1)
kn
+ x ·nk ,pn ), h (1)

kn
|− ∼ δ (x ·nk = 0)Ber(

π̃kn

π̃kn + (1 − πkn )
) + δ (x ·nk > 0),

where π̃kn = πkn (1 − pn )rk , πkn = σ ((w(1)
k

)T h
(2)
n + c

(1)
k

), x ·nk =
∑P

p=1 xpnk , xp ·k =
N∑

n=1
xpnk , and

ζpnk ∝ ϕpkθkn . For the learning of h (l )
kn

where l > 1, the same techniques as in Reference [25] can
be used.

Learning Using Stochastic Gradient Thermostats: An alternative way of learning deep PFA
is through stochastic gradient Nóse-Hoover thermostats (SGNHT), which is more accurate and scal-
able. SGNHT is a generalization of the stochastic gradient Langevin dynamics (SGLD) [127] and
the stochastic gradient Hamiltonian Monte Carlo (SGHMC) [15]. Compared with the previous two,
SGNHT introduces momentum variables into the system, helping the system to jump out of local
optima. Specifically, the following stochastic differential equations (SDE) can be used:

dΨд = vdt , dv = f̃ (Ψд )dt − ξvdt +
√
DdW, dξ =

(
1

M
vT v − 1

)
dt ,

where f̃ (Ψд ) = −∇Ψд
Ũ (Ψд ) and Ũ (Ψд ) is the negative log-posterior of the model. t indexes time

andW denotes the standard Wiener process. ξ is the thermostats variable to make sure the system
has a constant temperature. D is the injected variance, which is a constant. To speed up conver-
gence, the SDE is generalized to

dΨд = vdt , dv = f̃ (Ψд )dt − Ξvdt +
√
DdW, dΞ = (q − I)dt ,

where I is the identity matrix, Ξ = diag(ξ1, . . . , ξM ), q = diag(v2
1 , . . . ,v

2
M ), and M is the dimen-

sionality of the parameters.
SGNHT, SGLD, and SGHMC all belong to a larger class of sampling algorithms called hybrid

Monte Carlo (HMC) [5]. The idea is to leverage an analogy with physical systems to guide transi-
tions of system states. Compared to the Metropolis algorithm, HMC can make much larger changes
to system states while keeping a small rejection probability. For more details, we refer readers to
References [5, 81].

5.2.3 Deep Poisson Factor Analysis with Restricted Boltzmann Machine. The deep PFA model
above uses SBN as a perception component. Similarly, one can replace SBN with RBM [41] (dis-
cussed in Section 4.3.1) to achieve comparable performance. With RBM as the perception compo-
nent, Equation (15) becomes conditional distributions similar to Equation (4) with the following
energy [41]:

E
(
h

(l )
n , h

(l+1)
n

)
= −

(
h

(l )
n

)T
c(l ) −

(
h

(l )
n

)T
W(l )h

(l+1)
n −

(
h

(l+1)
n

)T
c(l+1) .
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Similar learning algorithms as the deep PFA with SBN can be used. Specifically, the sampling

process would alternate between {{ϕk }, {γk },γ0} and {{W(l ) }, {c(l ) }}. The former involves similar
conditional density as the SBN-based DPFA. The latter is RBM’s parameters and can be updated
using the contrastive divergence algorithm.

5.2.4 Discussion. Here, we choose topic models as an example application to demonstrate how
BDL can be applied in the unsupervised learning setting. In BDL-based topic models, the percep-
tion component is responsible for inferring the topic hierarchy from documents, while the task-
specific component is in charge of modeling the word generation, topic generation, word-topic
relation, or inter-document relation. The synergy between these two components comes from the
bidirectional interaction between them. On the one hand, knowledge on the topic hierarchy facil-
itates accurate modeling of words and topics, providing valuable information for learning inter-
document relation. On the other hand, accurately modeling the words, topics, and inter-document
relation can help discover the topic hierarchy and learn compact latent factors for documents.

It is worth noting that the information exchange mechanism in some BDL-based topic models
is different from that in Section 5.1. For example, in the SBN-based DPFA model, the exchange is

natural, since the bottom layer of SBN, H(1) , and the relationship between H(1) and Ωh = {X} are
both inherently probabilistic, as shown in Equation (15), which means additional assumptions on
the distribution are not necessary. The SBN-based DPFA model is equivalent to assuming that H

in PFA is generated from a Dirac delta distribution (a Gaussian distribution with zero variance)

centered at the bottom layer of the SBN, H(1) . Hence, both DPFA models in Table 1 are ZV models,
according to the definition in Section 4.2. It is worth noting that RSDAE is an HV model (see
Equation (11), where S is the hinge variable and the others are perception variables), and naively
modifying this model to be its ZV counterpart would violate the i.i.d. requirement in Section 4.2.

Similar to Section 5.1, BDL-based topic models above use typical static Bayesian networks as
task-specific components. Naturally, one can choose to use other forms of task-specific compo-
nents. For example, it is straightforward to replace the relational prior of RSDAE in Section 5.2.1
with a stochastic process (e.g., a Wiener process as in Reference [113]) to model the evolution of
the topic hierarchy over time.

5.3 Bayesian Deep Representation Learning for Control

In Sections 5.1 and 5.2, we covered how BDL can be applied in the supervised and unsupervised
learning settings, respectively. In this section, we will discuss how BDL can help representation
learning in general, using control as an example application.

As mentioned in Section 1, Bayesian deep learning can also be applied to the control of nonlinear
dynamical systems from raw images. Consider controlling a complex dynamical system according
to the live video stream received from a camera. One way of solving this control problem is by
iteration between two tasks, perception from raw images and control based on dynamic models.
The perception task can be taken care of using multiple layers of simple nonlinear transformation
(deep learning) while the control task usually needs more sophisticated models like hidden Markov
models and Kalman filters [35, 74]. To enable an effective iterative process between the perception
task and the control task, we need two-way information exchange between them. The perception
component would be the basis on which the control component estimates its states and, however,
the control component with a dynamic model built in would be able to predict the future trajectory
(images) by reversing the perception process [125].

As one of the pioneering works in this direction, Reference [125] posed this task as a represen-
tation learning problem and proposed a model called Embed to Control to take into account the
feedback loop mentioned above during representation learning. Essentially, the goal is to learn
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representations that (1) capture semantic information from raw images/videos and (2) preserve
local linearity in the state space for convenient control. This is not possible without the BDL
framework, since the perception component guarantees the first sub-goal while the task-specific
component guarantees the second. Below, we start with some preliminaries on stochastic optimal
control and then introduce the BDL-based model for representation learning.

5.3.1 Stochastic Optimal Control. Following Reference [125], we consider the stochastic opti-
mal control of an unknown dynamical system as follows:

zt+1 = f (zt , ut ) + ξ , ξ ∼ N (0, Σξ ), (16)

where t indexes the time steps and zt ∈ Rnz is the latent states. ut ∈ Rnu is the applied con-
trol at time t and ξ denotes the system noise. Equivalently, the equation above can be written as
P (zt+1 |zt , ut ) = N (zt+1 | f (zt , ut ), Σξ ). Hence, we need a mapping function to map the correspond-
ing raw image xt (observed input) into the latent space:

zt =m(xt ) +ω, ω ∼ N (0, Σω ),

where ω is the corresponding system noise. Similarly, the equation above can be rewritten as
zt ∼ N (m(xt ), Σω ). If the function f is given, then finding optimal control for a trajectory of
length T in a dynamical system amounts to minimizing the following cost:

J (z1:T , u1:T ) = Ez (cT (zT , uT ) +
T−1∑

t0

c (zt , ut )), (17)

where cT (zT , uT ) is the terminal cost and c (zt , ut ) is the instantaneous cost. z1:T = {z1, . . . , zT }
and u1:T = {u1, . . . , uT } are the state and action sequences, respectively. For simplicity, we can
let cT (zT , uT ) = c (zT , uT ) and use the following quadratic cost c (zt , ut ) = (zt − zдoal )T Rz (zt −
zдoal ) + uT

t Ru ut , where Rz ∈ Rnz×nz and Ru ∈ Rnu×nu are the weighting matrices. zдoal is the
target latent state that should be inferred from the raw images (observed input). Given the func-
tion f , z1:T (current estimates of the optimal trajectory), and u1:T (the corresponding controls), the
dynamical system can be linearized as

zt+1 = A(zt )zt + B(zt )ut + o(zt ) +ω, ω ∼ N (0, Σω ), (18)

where A(zt ) =
∂f (zt ,ut )

∂zt
and B(zt ) =

∂f (zt ,ut )
∂ut

are local Jacobians. o(zt ) is the offset.

5.3.2 BDL-based Representation Learning for Control. To minimize the function in Equa-
tion (17), we need three key components: an encoding model to encode xt into zt , a transition
model to infer zt+1 given (zt , ut ), and a reconstruction model to reconstruct xt+1 from the inferred
zt+1.

Encoding Model: An encoding model Qϕ (Z |X ) = N (μt , diag(σ 2
t )), where the mean μt ∈ Rnz

and the diagonal covariance Σt = diag(σ 2
t ) ∈ Rnz×nz , encodes the raw images xt into latent states

zt . Here,

μt =Wμh
enc
ϕ

(xt ) + bμ , logσ t =Wσh
enc
ϕ

(xt ) + bσ , (19)

where hϕ (xt )enc is the output of the encoding network with xt as its input.
Transition Model: A transition model like Equation (18) infers zt+1 from (zt , ut ). If we use

Q̃ψ (Z̃ |Z , u) to denote the approximate posterior distribution to generate zt+1, then the generative
process of the full model would be

zt ∼ Qϕ (Z |X ) = N (μt , Σt ), z̃t+1 ∼ Q̃ψ (Z̃ |Z , u) = N (Atμt + Bt ut + ot ,Ct ), x̃t , x̃t+1 ∼ Pθ (X |Z ) = Bern(pt ),

(20)
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where the last equation is the reconstruction model to be discussed later, Ct = At Σt AT
t + Ht , and Ht

is the covariance matrix of the estimated system noise (ωt ∼ N (0,Ht )). The key here is to learn At ,
Bt and ot , which are parameterized as follows:

vec(At ) =WAh
trans
ψ (zt ) + bA, vec(Bt ) =WBh

trans
ψ (zt ) + bB , ot =Woh

trans
ψ (zt ) + bo ,

where htrans
ψ

(zt ) is the output of the transition network.

Reconstruction Model: As mentioned in the last part of Equation (20), the posterior distri-
bution Pθ (X |Z ) reconstructs the raw images xt from the latent states zt . The parameters for the
Bernoulli distribution pt =Wph

dec
θ

(zt ) + bp where hdec
θ

(zt ) is the output of a third network, called
the decoding network or the reconstruction network. Putting it all together, Equation (20) shows
the generative process of the full model.

5.3.3 Learning Using Stochastic Gradient Variational Bayes. With D = {(x1, u1, x2), . . . ,
(xT−1, uT−1, xT )} as the training set, the loss function is as follows:

L =
∑

(xt ,ut ,xt+1 )∈D
Lbound (xt , ut , xt+1) + λ KL(Q̃ψ (Z̃ |μt , ut )‖Qϕ (Z |xt+1)),

where the first term is the variational bound on the marginalized log-likelihood for each data point:

Lbound (xt , ut , xt+1) = E zt∼Qϕ

z̃t+1∼Q̃ψ

(− log Pθ (xt |zt ) − log Pθ (xt+1 |̃zt+1)) + KL(Qϕ ‖P (Z )),

where P (Z ) is the prior distribution forZ . With the equations above, stochastic gradient variational
Bayes can be used to learn the parameters.

According to the generative process in Equation (20) and the definition in Section 4.2,
the perception variables Ωp = {henc

ϕ
(·),W+

p , xt , μt ,σ t , pt ,h
dec
θ

(·)}, where W+
p is shorthand for

{Wμ , bμ ,Wσ , bσ ,Wp , bp }. The hinge variables Ωh = {zt , zt+1} and the task variables Ωt =

{At ,Bt , ot , ut ,Ct ,ωt ,W
+
t ,h

trans
ψ

(·)}, where W+
t is shorthand for {WA, bA,WB , bB ,Wo , bo }.

5.3.4 Discussion. The example model above demonstrates BDL’s capability of learning repre-
sentations that satisfy domain-specific requirements. In the case of control, we are interested in
learning representations that can capture semantic information from raw input and preserve local
linearity in the space of system states.

To achieve this goal, the BDL-based model consists of two components, a perception component
to see the live video and a control (task-specific) component to infer the states of the dynamical
system. Inference of the system is based on the mapped states and the confidence of mapping from
the perception component, and in turn, the control signals sent by the control component would
affect the live video received by the perception component. Only when the two components work
interactively within a unified probabilistic framework can the model reach its full potential and
achieve the best control performance.

Note that the BDL-based control model discussed above uses a different information exchange

mechanism from that in Sections 5.1 and 5.2: it follows the VAE mechanism and uses neural net-
works to separately parameterize the mean and covariance of hinge variables (e.g., in the encoding
model, the hinge variable zt ∼ N (μt , diag(σ 2

t )), where μt and σ t are perception variables param-
eterized as in Equation (19)), which is more flexible (with more free parameters) than models like
CDL and CDR in Section 5.1, where Gaussian distributions with fixed variance are also used. Note
that this BDL-based control model is an LV model as shown in Table 1, and since the covariance
is assumed to be diagonal, the model still meets the independence requirement in Section 4.2.
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5.4 Bayesian Deep Learning for Other Applications

BDL has found wide applications such as recommender systems, topic models, and control in
supervised learning, unsupervised learning, and representation learning in general. In this section,
we briefly discuss a few more applications that could benefit from BDL.

5.4.1 Link Prediction. Link prediction has long been a core problem in network analysis and
is recently attracting more interest with the new advancements brought by BDL and deep neu-
ral networks in general. Reference [120] proposed the first BDL-based model, dubbed relational
deep learning (RDL), for link prediction. Graphite [32] extends RDL using a perception component
based on graph convolutional networks (GCN) [59]. Reference [75] combines the classic stochastic
blockmodel [82] (as a task-specific component) and GCN-based perception component to jointly
model latent community structures and link generation in a graph with reported state-of-the-art
performance in link prediction.

5.4.2 Natural Language Processing. Besides topic modeling as discussed in Section 5.2, BDL is
also useful for natural language processing in general. For example, References [77] and [69] build
on top of the BDL principles to define a language revision process. These models typically involve
RNN-based perception components and relatively simple task-specific components linking the
input and output sequences.

5.4.3 Computer Vision. BDL is particularly powerful for computer vision in the unsupervised
learning setting. This is because in the BDL framework, one can clearly define a generative pro-
cess of how objects in a scene are generated from various factors such as counts, positions, and
the content [20]. The perception component, usually taking the form of a probabilistic neural net-
work, can focus on modeling the raw images’ visual features, while the task-specific component
handles the conditional dependencies among objects’ various attributes in the images. One no-
table work in this direction is Attend, Infer, Repeat (AIR) [20], where the task-specific component
involves latent variables on each object’ position, scale, appearance, and presence (which is related
to counting of objects). Following AIR, variants such as Fast AIR [105] and Sequential AIR [60] are
proposed to improve its computational efficiency and performance. Besides unsupervised learning,
BDL can also be useful for supervised learning tasks such as action recognition in videos [102],
where conditional dependencies among different actions are modeled using a task-specific
component.

5.4.4 Speech. In the field of speech recognition and synthesis, researchers have also been
adopting the BDL framework to improve both accuracy and interpretability. For example, factor-
ized hierarchical VAE [47, 48] composes VAE with a factorized latent variable model (represented
as a PGM) to learn different latent factors in speech data following an unsupervised setting. Simi-
larly, Gaussian mixture VAE [49] uses a Gaussian mixture model as the task-specific component to
achieve controllable speech synthesis from text. In terms of speech recognition, recurrent Poisson
process units (RPPU) [51] instead adopt a different form of task-specific component; they use a
stochastic process (i.e., a Poisson process) as the task-specific component to model boundaries be-
tween phonemes and successfully achieve a significantly lower word error rate (WER) for speech
recognition. Similarly, deep graph random process (DGP) [52] as another stochastic process oper-
ates on graphs to model the relational structure among utterances, further improving performance
in speech recognition.

5.4.5 Time Series Forecasting. Time series forecasting is a long-standing core problem in
economics, statistics, and machine learning [36]. It has wide applications across multiple areas.
For example, accurate forecasts of regional energy consumption can provide valuable guidance to
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optimize energy generation and allocation. In e-commerce, retails rely on demand forecasts to
decide when and where to replenish their supplies, thereby avoiding items going out of stock
and guaranteeing fastest deliveries for customers. During a pandemic such as COVID-19, it is
crucial to obtain reasonable forecasts on hospital workload and medical supply demand to best
allocate resources across the country. Needless to say, an ideal forecasting model requires both
efficient processing of high-dimensional data and sophisticated modeling of different random
variables, either observed or latent. BDL-based forecasting models [21, 27, 90, 124] achieve
these with an RNN-based perception component and a task-specific component handling the
conditional dependencies among different variables, showing substantial improvement over
previous non-BDL forecasting models.

5.4.6 Health Care. In health-care-related applications [91], it is often desirable to incorporate
human knowledge into models, either to boost performance or more importantly to improve inter-
pretability. It is also crutial to ensure models’ robustness when they are used on under-represented
data. BDL therefore provides a unified framework to meet all these requirements: (1) with its
Bayesian nature, it can impose proper priors and perform Bayesian model averaging to improve
robustness; (2) its task-specific component can naturally represents and incorporate human knowl-
edge if necessary; (3) the model’s joint training provides interpretability for its both components.
For example, Reference [38] proposed a deep Poisson factor model, which essentially stacks layers
of Poisson factor models, to analyze electronic health records. Reference [110] built a BDL model
with experiment-specific priors (knowledge) to control the false discovery rate during study anal-
ysis with applications to cancer drug screening. Reference [61] developed deep nonlinear state
space models and demonstrated their effectiveness in processing electronic health records and
performing counterfactual reasoning. Task-specific components in the BDL models above all take
the form of a typical Bayesian network (as mentioned in Section 4.4.1). In contrast, Reference [117]
proposed to use bidirectional inference networks, which are essentially a class of deep Bayesian
network, as the task-specific component (as mentioned in Section 4.4.2). This enables deep nonlin-
ear structures in each conditional distribution of the Bayesian network and improves performance
for applications such as health profiling.

6 CONCLUSIONS AND FUTURE RESEARCH

BDL strives to combine the merits of PGM and NN by organically integrating them in a single
principled probabilistic framework. In this survey, we identified such a current trend and reviewed
recent work. A BDL model consists of a perception component and a task-specific component; we
therefore surveyed different instantiations of both components developed over the past few years,
respectively, and discussed different variants in detail. To learn parameters in BDL, several types
of algorithms have been proposed, ranging from block coordinate descent, Bayesian conditional
density filtering, and stochastic gradient thermostats to stochastic gradient variational Bayes.

BDL draws inspiration and gains popularity both from the success of PGM and from recent
promising advances on deep learning. Since many real-world tasks involve both efficient percep-
tion from high-dimensional signals (e.g., images and videos) and probabilistic inference on random
variables, BDL emerges as a natural choice to harness the perception ability from NN and the (con-
ditional and causal) inference ability from PGM. Over the past few years, BDL has found successful
applications in various areas such as recommender systems, topic models, stochastic optimal con-
trol, computer vision, natural language processing, health care, and so on. In the future, we can
expect both more in-depth studies on existing applications and exploration on even more complex
tasks. Besides, recent progress on efficient BNN (as the perception component of BDL) also lays
down the foundation for further improving BDL’s scalability.
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