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ABSTRACT
It is increasingly affordable for governments to collect video data of
public locations. This video can be used for a range of broadly valu-
able analytical tasks, such as counting traffic, measuring commerce,
or detecting accidents. Governments also have a range of policy
goals — preserving privacy, reducing bandwidth use, and legal com-
pliance — that may be obtained by degrading the video at some
potential cost to analytical accuracy. Ideally, public administrators
could employ controlled intentional video degradation to achieve
policy goals while still obtaining the required analytical accuracy.
Unfortunately, the optimal amount of induced degradation is data-
and query-dependent, and so is difficult to determine even when
public policy preferences are well-known.

We propose a video degradation-accuracy profiling model for the
problem of controlling the appropriate amount of degradation. It
offers administrators a profile that illustrates the tradeoff between
increased analytical accuracy and increased amounts of degradation.
Computing the true tradeoff curves requires full access to the non-
degraded video stream, so a primary technical contribution of this
work lies in methods for accurately approximating the curves with
only limited information. In addition, we propose a profile repair
policy to further improve tradeoff curves’ accuracy. We describe our
prototype system, Smokescreen, plus experiments on two video
datasets, two detection models and four aggregate query types.
Compared with competing methods, we show our upper bound
estimation of analytical error is up to 155% tighter, and Smokescreen
enables 88% more accurate tradeoffs.
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1 INTRODUCTION
Society is experiencing a vast increase in the availability of video
data. This data can be used for a range of public good applications,
such as traffic monitoring and gathering commerce data. In these
applications, administrators attach importance to analytical accu-
racy, but may also have competing goals. One goal is to meet system
requirements. For example, wireless sensor networks, widely ap-
plied for building control, environmental monitoring, etc., suffer
from low bandwidth and low power constraints [15, 49]. Another
goal is to preserve private information (e.g., facial imagery) cap-
tured by video. This information can raise public concern due to
potential leakage during shipment of video off-camera or execution
of malicious queries. Finally, video surveillance is supposed to obey
legal regulations [54]. For instance, according to the EU General
Data Protection Regulation [63], face blurring is required when
any closed-circuit television (CCTV) footage is shared with a third
party.

Generic intentional degradation methods are helpful for these
analysis requirements [5, 6, 16, 20, 23, 53, 63, 66]. For example,
frame rate reduction can be applied when the storage budget is
limited. Frame resolution reduction can ensure legal compliance
and is also useful for informal privacy protection. Although video
degradation is extremely valuable, it usually does harm to analytical
result accuracy, so it has to be done in a careful and controlled way.
Unfortunately, no current system reveals how degradation affects
analytical accuracy.

In response, we introduce a system for enabling controlled
intentional degradation. The system has a few basic components:

• A set of configurable networked cameras that can collect,
modify, and transmit images to a central system for query
processing.

• A set of destructive interventions available in each camera:
decreased resolution, decreased sampling rates, selective
image removal, etc. These interventions likely solve system,
privacy and legal compliance problems but likely decrease
analytical query accuracy.

• A video query processor that receives a set of images from
the cameras and implements an analytical query. It will be
common for this query to include a UDF that embodies a
trained neural network.

• A public administrator who determines the appropriate
degradation/accuracy tradeoff for each query in a workload.
This administrator could be an actual individual holding a
public office, or a public committee, etc.

Example 1.Harry is the public administrator for a city that collects
surveillance videos of a road. The city wants to compute the average
number of cars per frame on weekends so as to extrapolate the average
cars per hour in order to schedule construction work. The city wants
to maximize individuals’ privacy, especially faces, and minimize
the energy consumption during video transmission from cameras to
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Figure 1: The public administrator must make a query-
specific tradeoff that balances degradation requirementswith
the benefits of accurate analytical queries. Our system does
not choose a tradeoff. Rather, it makes the tradeoff curve
visible to the administrator.

the central system, but the maintenance department needs a frame-
averaged car count that is within 10% of the correct answer. Harry
configures the cameras to lower the frame resolution. However, the
extremely low resolution has led to a query result that is badly wrong.
Without knowing how the frame resolution affects the accuracy of
the query, Harry cannot implement the city’s preferences.

System Goals — A well-informed tradeoff between destructive
interventions and aggregate query accuracy is difficult to make,
since interventions can interact in unexpected ways with the query.
For example, a slightly-reduced frame sampling rate may not impact
a query that counts pedestrians since pedestrians move relatively
slowly. But once the sampling rate falls under a particular threshold,
the query may become very inaccurate. Therefore, even when the
video system operator’s degradation goals stay stable, the optimal
tradeoff point can change with changes in the query, the destructive
interventions, or the video contents. In an ideal world, the video
system operator could examine a query-specific tradeoff curve (as
in Figure 1) to determine an appropriate set of interventions.

Example 2. Harry submits the weekend car counting query to
the system and receives a customized degradation accuracy tradeoff
curve. By examining the curve, he finds that 128×128 is the lowest
resolution that would not cause more than 10% analytical error. The
cameras now collect and transmit only this low-resolution information,
greatly improving privacy and saving energy while still giving the
city maintenance department what it needs.

Unfortunately, it is not clear how to generate this tradeoff curve.
A simple approach would be: run the query on a representative
portion of video, run it again on a degraded version of the video,
and then compare the resulting query outputs. However, this naïve
method presents serious problems:

• Accessing the original video and lightly-degraded video
means we cannot conserve systems resources and preserve
private data for the examined portion of video.

• It is computationally expensive, because it may need to be
performed on many different degradation “knob settings”.

The above problems may be acceptable if this examined portion
is small and limited, but as mentioned above, we potentially need
to recompute tradeoff curves for every new query, model, or video
set. This naïve method may have to be applied almost continuously,
violating the goals that motivated intentional degradation in the
first place. We sidestep all of these problems by computing tradeoff
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Figure 2: Conceptual diagram of approximate curves with a
tight upper bound and a loose upper bound.

curves without access to the underlying video. Moreover, we show
that it can be done in a computationally efficient manner.

Technical Challenge— The main challenge of producing valuable
tradeoff curves is to estimate the accuracy of the approximate query
answer when video data is modified by any set of destructive inter-
ventions. The interventions transform video in different ways. For
example, the reduced frame sampling intervention samples frames
randomly; while the image removal intervention samples frames
that do not contain restricted objects so that video features are
modified non-randomly. The query analytical accuracy should be
estimated under both random and non-random interventions.

This estimation problem is difficult because we can only get
access to degraded samples instead of the unmodified video. A com-
mon solution is to compute the upper bound of the analytical error.
Figure 2 shows a conceptual diagram of the true tradeoff curve and
approximate tradeoff curves, one with a tight and one with a loose
upper bound. Given an analytical error threshold, if the true trade-
off curve were known, an administrator could choose the tradeoff
at point A. A tight approximate curve lets the administrator choose
a level of degradation at point B; the video here is less degraded
than at point A, but the loss in degradation is not too bad. However,
with a loose approximation curve, the administrator has no choice
but to accept the worst tradeoff at C. As a consequence, we can
see the upper bound needs to be tight. Online aggregation [30],
stopping algorithms such as EBGS [48] and holistic aggregation
approximation methods [40, 45] can provide error upper bounds
for a variety of aggregate queries. However, these methods cannot
compute sufficiently tight outputs to enable good degradation deci-
sions, especially when video is substantially degraded. Moreover,
they are not able to deal with non-random interventions.

Our Approach — We propose new algorithms to provide tight
upper bounds of analytical error, allowing us to create better degra-
dation/accuracy tradeoff curves for aggregate queries with AVG, SUM,
COUNT, MAX and MIN functions. These queries’ results are computed
at a frame level, then aggregated; such queries have been introduced
and investigated in previous work [34, 38]. Deduplicated aggregate
query types are beyond the scope of this paper. The novelty of our
work for each type of destructive intervention is summarized in
Table 1.

When the destructive interventions are random, for aggregate
queries with AVG, SUM or COUNT, we adapt the analytical error estima-
tion method from the empirical Bernstein stopping algorithm [48],
and further improve it by relaxing the confidence interval con-
struction requirement and applying the Hoeffding–Serfling inequal-
ity [8]. For aggregate queries with MAX or MIN, we leverage the
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Video Scenario Technical Problem Our Novelty
Estimate analytical accuracy of
video aggregate queries under
random destructive
interventions, e.g., reduced
frame sampling. (Section 2.1)

Provide a tight upper bound of the
error of the aggregate result
estimation under a certain confidence
level when the distribution of models’
outputs is unchanged. (Section 2.4)

AVG, SUM, COUNT: Improve the error bound estimation method adapted
from the empirical Bernstein stopping algorithm and apply the
Hoeffding–Serfling inequality. (Section 3.2.1-3.2.3)
MAX, MIN: Leverage the normal approximation for hypergeometric
distribution to estimate the error bound of extreme quantiles. (Section 3.2.4)

Estimate analytical accuracy of
video aggregate queries under
non-random interventions, e.g.,
reduced frame resolution and
image removal. (Section 2.1)

Provide a tight upper bound of the
error of the aggregate result
estimation under a certain confidence
level when the distribution of models’
outputs may change. (Section 2.4)

Profile repair: Use the randomly sampled correction set to correct possibly
wrong error bounds and minimize the correction set size according to its
own analytical accuracy, or create tradeoff curves from a similar but less
sensitive video. (Section 3.2.5-3.3.1)

Table 1: The video scenarios, technical problems and novelty in our model.

normal approximation for hypergeometric distribution in order to
approximate the error of extreme quantiles.

When the destructive interventions are non-random, we pro-
pose a profile repair strategy. We introduce a correction set of video
that is only modified by random interventions with the aim of cor-
recting our method’s analytical accuracy estimation. We minimize
the size of this correction set as much as possible. Administrators
may construct correction sets by applying random interventions
to the query-specified video. When it is not possible to use only
random interventions on the query video (perhaps when the video
is especially sensitive), it is still possible to obtain a good approxima-
tion: administrators can choose to compute from a separate video
set that is similar to the query video, yielding a similar tradeoff
curve, and then use this curve to guide non-random interventions
applied to the intended query video. Finally, note that the correction
set can also improve the accuracy of tradeoff curves for random
interventions in some cases.

Contributions — Our contributions are as follows:

• We propose a novel video degradation-accuracy profiling
model that enables governments to implementwell-informed
tradeoffs for system, privacy and legal compliance reasons.
(Section 2)

• We design novel algorithms for random and non-random
destructive interventions to compute tight error bounds of
query result estimations for tradeoff curve profiling. Our
method can obtain a 155% tighter error bound than the pre-
vious state-of-the-art method. (Section 3)

• We embodied these ideas in a prototype software system,
Smokescreen, and evaluated it on a range of video datasets
and aggregate query types. We show that Smokescreen en-
ables tradeoffs that are 88% more accurate than a method
based on previously-known approaches. (Sections 4 and 5)

2 PROBLEM FORMULATION
We introduce the types of video degradation in Section 2.1, the
importance of degradation accuracy tradeoff curves in Section 2.2,
frequently-used vocabulary in our model in Section 2.3, and the
technical problems’ formal formulation in Section 2.4.

2.1 Video Degradation
There are often system, privacy and legal compliance requirements
in addition to the pure analytical accuracy requirement, so ad-
ministrators have to balance these competing goals. Intentionally

degrading video is a common operation in analytical settings. Here
are three ways to do it:

Intervention example 1: Reduced frame sampling — This
method reduces the ratio of the randomly sampled frames against
the total query-specified frames.With this intervention, time-related
privacy (e.g., daily life tracks) will not be revealed [16], and video
file size can be reduced to meet system requirements such as a low
bandwidth constraint [5, 53] and energy limitations [66].

Intervention example 2: Reduced frame resolution — This
method reduces the resolution of processed frames. With this in-
tervention, objects like faces that can be recognized from high-
resolution images will not be revealed so as to obey legal reg-
ulations [63]; the burden on system resources can also be miti-
gated [6, 23].

Intervention example 3: Image removal — This method en-
tirely deletes frames that contain restricted objects so as to ensure
legal compliance and preserve privacy [20]. Sensitive objects in-
clude people, faces, license plates, etc. Any combination of them
may be considered to be restricted.

Besides these three examples, there are also other degradation
methods, such as noise addition [65], video compression tech-
niques [27], etc. All of these methods can be divided into two cate-
gories. Random interventions modify video features such that the
distribution of models’ outputs is unchanged (e.g., reduced frame
sampling). Non-random interventions modify underlying videos
such that the distribution of models’ outputs may change (e.g.,
reduced frame resolution and image removal).

A single intervention type may not meet all the requirements,
such as different legal regulations, and may affect analytical accu-
racy much more than other interventions. For example, previous
experiments show that low video resolution can significantly affect
the accuracy of some classification models [37]. As a consequence,
we allow the administrator to choose a combination of the above
three typical intervention examples, covering both random and
non-random intervention types. Administrators can tune these
degradation knobs (making sample fraction and resolution up or
down, and choosing preferred restricted objects) in order to trade
analytical accuracy against degradation goals.

2.2 Degradation Accuracy Trade-Off Curves
Two important features about video make the tradeoff problem diffi-
cult. First, administrators, perhaps driven by their local government,
usually have different preferences about query answer quality and
the best degradation level. As a result, it is not feasible to simply fix
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Figure 3: Real degradation accuracy tradeoff curves for the
AVG query on two different video datasets.

the intervention settings for all administrators. Second, the shape
of the degradation accuracy tradeoff curve changes depending on
the query (e.g., calculating the average or the maximum number
of cars) and the video content (e.g., collected from the surveillance
camera at a downtown intersection or at a narrow road). Figure 3
shows two real degradation accuracy tradeoff curves of queries
that compute the average number of cars per frame on night-street
video [34] and UA-DETRAC video [64]. YOLOv4 [11] is used in
these queries to detect cars. The x-axis describes frame resolution,
while the y-axis is the relative error of the estimated query result.
These two curves are quite different from each other, illustrating
how they are video-dependent.

Therefore, a system that supports administrators in making this
crucial degradation/accuracy trade-off must provide video- and
query-specific curves.

2.3 Usage Model
In our video degradation-accuracy profiling model, frequently used
vocabulary is summarized as follows:

• Original video: The raw unaltered video collected by the set
of networked cameras. This video has not yet been processed
by the destructive interventions. It is never processed directly
by the video query processor.

• Degraded video: Applying a destructive intervention to the
original video will yield a set of degraded video. It can then
be analyzed by the video query processor.

• Profile: A profile describes a tradeoff between a destructive
intervention and analytical accuracy for each unique combi-
nation of video corpus, query, and intervention. The profile
consists of a set of (degradation, error) pairs; missing val-
ues should simply be interpolated by the administrator. The
profile shows the error caused by video degradation when
compared with the query result derived from non-degraded
video, so the error values are computed without regard to
the absolute accuracy of the video analysis model.

• Profile generation: Our system produces a unique profile
for a given video corpus, query, and intervention.

• Choosing a tradeoff: Administrators use a profile to select
a desired level of destructive intervention. We expect that
queries contain video analysis models of high accuracy, or
at least that administrators know the approximate accuracy
of models. Administrators can adjust the analytical accuracy
threshold in the selection process by considering models’
inherent accuracy. This selected degradation setting is then
applied for query result estimation.

Parameter Description Example
𝐷 Video data Surveillance video

𝐹𝑚𝑜𝑑𝑒𝑙 Video analytics model Car detector
𝐹𝐴 Aggregate function Average
𝑓 Reduced sampling 0.1
𝑝 Reduced resolution 128 × 128
𝑐 Restricted object Person

1 − 𝛿 Confidence level 95%
𝑋1, ..., 𝑋𝑁 Model outputs on origi-

nal frames
# cars in 1000 frames

𝑥1, ..., 𝑥𝑛 Model outputs on de-
graded frames

# cars in 100 frames (128× 128)
with no people contained

𝑣1, ..., 𝑣𝑚 Model outputs on correc-
tion set

# cars in randomly sampled
200 frames

𝑌𝑡𝑟𝑢𝑒 True query answer Average value of 𝑋1, ..., 𝑋𝑁

𝑌𝑎𝑝𝑝𝑟𝑜𝑥 Approximate answer Average value of 𝑥1, ..., 𝑥𝑛
𝑒𝑟𝑟𝑏 Upper bound of approxi-

mation error
Upper bound of the relative er-
ror |𝑌𝑎𝑝𝑝𝑟𝑜𝑥−𝑌𝑡𝑟𝑢𝑒

𝑌𝑡𝑟𝑢𝑒
|

Table 2: Frequently used notation

• Public preferences: Preferences that guide the administra-
tor when choosing a tradeoff. Forms of preference include:
the minimum allowable analytical error, the maximum al-
lowable frame resolution, and so on.

Consider Harry using our model:
Example 3. Harry activates our profiling model for his query. Dur-

ing the profile generation stage, the system produces the profiles
by degrading a representative portion of original video under mul-
tiple sets of interventions and sending the degraded video to the
query processor for analytical error bound estimation, then returns
the profiles to Harry. During the choosing a tradeoff stage, Harry
determines a proper set of interventions according to the public pref-
erences, so he tunes the knobs and runs the car-counting query on
the appropriately degraded video to obtain an approximate query
result that is within 10% of the correct result.

2.4 Technical Formulation
With the above design of the degradation-accuracy profiling model,
we still face several technical problems. In the choosing a tradeoff
stage, algorithms are needed to estimate the query result under
destructive interventions. In the profile generation stage, algorithms
are needed to estimate the analytical accuracy under a broad range
of degradation settings; this stage should operate on video that is
degraded as much as possible while still yielding a valid profile.
These problems can be stated formally, and all of the notation is
listed in Table 2.

The video analytical query is characterized by a 3-tuple of param-
eters (𝐷, 𝐹𝑚𝑜𝑑𝑒𝑙 , 𝐹𝐴). The video data 𝐷 is queried to collect useful
information. Two functions, 𝐹𝑚𝑜𝑑𝑒𝑙 and 𝐹𝐴 , represent the video
analysis model (e.g., car detector) and the aggregate function (e.g.,
AVG) in the query. This analysis model’s behavior is our definition of
the ground truth. The value 𝑁 is the number of frames that should
be sent to 𝐹𝑚𝑜𝑑𝑒𝑙 and 𝐹𝐴 in naïve execution. In addition, the 3-
tuple of parameters (𝑓 , 𝑝, 𝑐) represent the destructive interventions,
which are reduced frame sampling, reduced frame resolution, and
restricted objects respectively. The analytical query answer should
be executed under these interventions, that is, only 𝑛 (𝑛 = 𝑁 × 𝑓 )
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frames with resolution 𝑝 (e.g., 128 × 128), which do not contain ob-
jects 𝑐 (e.g., person), may be processed by 𝐹𝑚𝑜𝑑𝑒𝑙 and 𝐹𝐴 to obtain
the approximate query answer 𝑌𝑎𝑝𝑝𝑟𝑜𝑥 . The value 𝑒𝑟𝑟𝑏 , computed
to reflect the analytical accuracy, denotes the upper bound of the
relative error of the approximate query result compared with the
true result with probability at least 1 − 𝛿 .

Problem 1:Given video analytical query (𝐷, 𝐹𝑚𝑜𝑑𝑒𝑙 , 𝐹𝐴), compute
the approximate query answer 𝑌𝑎𝑝𝑝𝑟𝑜𝑥 and a tight upper bound 𝑒𝑟𝑟𝑏
of the approximation error under destructive interventions (𝑓 , 𝑝, 𝑐).

Problem 2: In the profile generation stage, compute the profiles
while maximizing the interventions.

3 ALGORITHMS
Now we introduce our novel algorithms to solve the above prob-
lems. In Section 3.1, we describe the administration procedure in
the stages of profile generation and choosing a tradeoff. In Sec-
tion 3.2, we propose our query answer and error bound estimation
algorithms for frequently used aggregate query types. In Section 3.3,
we further discuss the details of profile generation in our model.

3.1 Administration Procedure
In the profile generation stage, provided with a query with an anal-
ysis model 𝐹𝑚𝑜𝑑𝑒𝑙 and an aggregate function 𝐹𝐴 , a tight upper
bound of analytical error is computed when the original video 𝐷

is degraded by every set of intervention candidates. (Intervention
candidate selection will be discussed in Section 3.3.2.) These error
bounds can form a degradation hypercube with cube slices as multi-
ple two-dimensional arrays that are returned to the administrators
in order to choose an appropriate set of interventions. Initially,
administrators are only shown three cube slices — obtained by
fixing each unseen dimension to the loosest intervention value —
visualized as 2D plots. They choose intervention candidates by con-
sidering both public preferences (e.g., images that contain people
should be removed) and the interventions’ effect on analytical ac-
curacy shown in the curves (e.g., resolution 128 × 128 makes query
results too inaccurate), and then adjust the fixed dimensions for
more plots, and fine-tune these knobs according to bounded error
values. At last, the query result is estimated by running the query
on the video 𝐷 or upcoming videos processed by the determined
degradation operations. The algorithms of estimating analytical
results and error bounds are described in the following sections.

3.2 Query Answer and Error Bound Estimation
We describe our estimation algorithms for frequently used aggre-
gate functions. We first address the case of reduced frame sampling
in Section 3.2.1 through 3.2.4. Then in Section 3.2.5, we introduce
the profile repair strategy for non-random interventions.

3.2.1 AVG Function.
The aggregate function AVG() is applied to calculate the frame-level
average value of a user-defined vision model’s outputs on video
frames. In Example 1, the public administrator, Harry, applies this
function to collect the average number of cars per frame in order to
learn how busy the road is. Let 𝑋1, 𝑋2, ..., 𝑋𝑁 denote the outputs of
𝑁 frames with mean ` and range 𝑅. Due to the reduced frame sam-
pling intervention 𝑓 , only 𝑛 frames are randomly sampled, yielding
outputs 𝑥1, 𝑥2, ..., 𝑥𝑛 . The relative error of the approximate query

result 𝑌𝑎𝑝𝑝𝑟𝑜𝑥 compared with the true query result `, |𝑌𝑎𝑝𝑝𝑟𝑜𝑥−`` |,
is used as the analytical accuracy metric, so we aim to compute the
upper bound of this relative error.

Many research efforts have focused on this computation. When
the sample size is relatively large, samplemean approximately obeys
the normal distribution according to the central limit theorem, so
the upper bound of absolute error between sample mean and true
mean can be derived [30], and then the upper bound of relative
error can be obtained by dividing the lower bound of the query
result. However, it is highly probable that the administrator chooses
the sample fraction to be a small value. In other words, the central
limit theorem will become useless exactly in the scenarios where
our system aims to be the most useful. Online aggregation [30]
also provides another more conservative bound from Hoeffding’s
inequality [31]. Besides these classic approaches, a tighter upper
bound can be derived from the Hoeffding-Serfling inequality [8]
proposed recently, which assumes sampling without replacement
instead of 𝑖 .𝑖 .𝑑 . sampling. Moreover, early stopping algorithms —
determining a stopping point when the error is within some thresh-
old — can also be adapted for the error bound estimation. The
empirical Bernstein stopping algorithm [48] provides a new query
result estimation instead of sample mean, yielding a tighter error
bound. We further improve this method by relaxing the confidence
interval construction requirement and applying the tight Hoeffding-
Serfling inequality [8], which is more suitable for a small sample
size than the empirical Bernstein bound [7] in the original version.
This estimation mechanism is shown in Algorithm 1.

Algorithm 1: AVG()
Input: Aggregate query (𝐷, 𝐹𝑚𝑜𝑑𝑒𝑙 , 𝐴𝑉𝐺), Intervention 𝑓 , 𝛿
// Sample model outputs

1 𝑥1, 𝑥2, ..., 𝑥𝑛 = 𝐹𝑚𝑜𝑑𝑒𝑙 (Sample(𝐷 , 𝑓 ));
// Calculate Hoeffding-Serfling bound 𝐼

2 Compute sample range 𝑅 and sample mean 𝑥𝑛 ;
3 𝜌𝑛 = min{(1 − 𝑛−1

𝑁
), (1 − 𝑛

𝑁
) (1 + 1

𝑛 )};

4 𝐼 = 𝑅

√︃
𝜌𝑛 log (2/𝛿)

2𝑛 ;
// Compute approximate result and error bound

5 𝑈𝐵 = |𝑥𝑛 | + 𝐼 ;
6 𝐿𝐵 = max (0, |𝑥𝑛 | − 𝐼 );
7 𝑌𝑎𝑝𝑝𝑟𝑜𝑥 = 𝑠𝑔𝑛(𝑥𝑛) · 2𝑈𝐵 ·𝐿𝐵

𝑈𝐵+𝐿𝐵 ;
8 𝑒𝑟𝑟𝑏 = 𝑈𝐵−𝐿𝐵

𝑈𝐵+𝐿𝐵 ;
Output: 𝑌𝑎𝑝𝑝𝑟𝑜𝑥 , 𝑒𝑟𝑟𝑏

Hoeffding-Serfling inequality states that with probability at least

1 − 𝛿 , 𝑥𝑛 − ` ≤ 𝑅

√︃
𝜌𝑛 log (1/𝛿)

2𝑛 , where 𝑥𝑛 is the sample mean: 𝑥𝑛 =

1
𝑛

∑𝑛
𝑖=1 𝑥𝑖 , {𝑥𝑖 } is sampled without replacement, and 𝜌𝑛 = min{(1−

𝑛−1
𝑁

), (1− 𝑛
𝑁
) (1+ 1

𝑛 )}. Similarly, with this confidence level, 𝑥𝑛−` ≥

−𝑅
√︃

𝜌𝑛 log (1/𝛿)
2𝑛 . Due to union bound, with probability at least 1−𝛿 ,

|𝑥𝑛−` | ≤ 𝑅

√︃
𝜌𝑛 log (2/𝛿)

2𝑛 .We denote this bound as 𝐼 , so (𝑥𝑛−𝐼 , 𝑥𝑛+𝐼 )
is a 1 − 𝛿 confidence interval for `. In contrast to the empirical
Bernstein stopping algorithm, we do not need to simultaneously
construct the intervals for all 𝑛 ∈ N+ but just for the sample size 𝑛
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under 1 − 𝛿 confidence level. As a result, this confidence interval
can be smaller by our construction. Correspondingly, we set 𝐿𝐵 to
max (0, |𝑥𝑛 | − 𝐼 ) and 𝑈𝐵 to |𝑥𝑛 | + 𝐼 rather than the definitions in
the stopping algorithm.

Theorem 3.1. The approximate query answer 𝑌𝑎𝑝𝑝𝑟𝑜𝑥 and the
error bound 𝑒𝑟𝑟𝑏 with probability at least 1 − 𝛿 are as follows:

𝑌𝑎𝑝𝑝𝑟𝑜𝑥 = 𝑠𝑔𝑛 (𝑥𝑛) ·
2𝑈𝐵 · 𝐿𝐵
𝑈𝐵 + 𝐿𝐵

, (1)

𝑒𝑟𝑟𝑏 =
𝑈𝐵 − 𝐿𝐵

𝑈𝐵 + 𝐿𝐵
. (2)

Proof. With probability at least 1 − 𝛿 ,

|𝑌𝑎𝑝𝑝𝑟𝑜𝑥 | =
2𝑈𝐵 · 𝐿𝐵
𝑈𝐵 + 𝐿𝐵

= (1 + 𝑒𝑟𝑟𝑏 )𝐿𝐵 ≤ (1 + 𝑒𝑟𝑟𝑏 ) |` |, (3)

|𝑌𝑎𝑝𝑝𝑟𝑜𝑥 | =
2𝑈𝐵 · 𝐿𝐵
𝑈𝐵 + 𝐿𝐵

= (1 − 𝑒𝑟𝑟𝑏 )𝑈𝐵 ≥ (1 − 𝑒𝑟𝑟𝑏 ) |` |. (4)

When 𝐿𝐵 = 0, it can be derived that 𝑌𝑎𝑝𝑝𝑟𝑜𝑥 = 0 and 𝑒𝑟𝑟𝑏 = 1, so
𝑒𝑟𝑟𝑏 is the error bound. When 𝐿𝐵 ≠ 0, the inequality |𝑥𝑛 | > 𝐼 ≥
|𝑥𝑛 − ` | holds true, so 𝑠𝑔𝑛(𝑌𝑎𝑝𝑝𝑟𝑜𝑥 ) = 𝑠𝑔𝑛(𝑥𝑛) = 𝑠𝑔𝑛(`), where
𝑠𝑔𝑛() is the sign function. We can obtain the following inequality:����𝑌𝑎𝑝𝑝𝑟𝑜𝑥 − `

`

���� = | |𝑌𝑎𝑝𝑝𝑟𝑜𝑥 | − |` | |
|` | ≤ 𝑒𝑟𝑟𝑏 (5)

Therefore, the above theorem holds true. □

3.2.2 SUM Function.
The aggregate function SUM() is applied to calculate the sum of
the model’s outputs in each frame. This function can be used to
compute the sum of all cars seen in each frame in a time period.
It captures both car number and car speed information, which is
valuable for determining the road congestion level. The parameters
and the error metric are the same as that in Section 3.2.1. In this
case, 𝑌𝑡𝑟𝑢𝑒 = 𝑁`, so we compute the upper bound of the relative
error |𝑌𝑎𝑝𝑝𝑟𝑜𝑥−𝑁`

𝑁`
|. We assume that the length of video is known

before any processing. According to the conclusion in Section 3.2.1,
we define 𝑌𝑎𝑝𝑝𝑟𝑜𝑥 = 𝑠𝑔𝑛(𝑥𝑛) · 2𝑈𝐵 ·𝐿𝐵

𝑈𝐵+𝐿𝐵 · 𝑁 and 𝑒𝑟𝑟𝑏 = 𝑈𝐵−𝐿𝐵
𝑈𝐵+𝐿𝐵 to

make 𝑒𝑟𝑟𝑏 the error bound with probability at least 1 − 𝛿 .

3.2.3 COUNT Function.
The aggregate function COUNT() is applied to calculate the number
of frames that satisfy the query predicate. This function can be used
to compute the number of frames (i.e., the length of time) when
there are varying levels of cars. It would be helpful to decide when
congestion is low enough to close a single lane. Although this seems
like a new problem, we can redefine it as the estimation problem
for SUM. For each frame 𝑖 , if the predicate model returns TRUE, we
assign an associated value 1 to 𝑋𝑖 ; otherwise, 0 is assigned to 𝑋𝑖 .
Therefore, the count problem is transformed to calculating the sum
of 𝑋𝑖 , and the conclusion in Section 3.2.2 can be directly applied
here.

3.2.4 MAX/MIN Function.
The aggregate function MAX() or MIN() is applied to calculate ex-
treme values in the frame-level outputs. This function can be used
to compute the maximum/minimum number of cars that exist in
one frame in order to detect the most/least crowded moment. Un-
fortunately, it is hard to estimate and analyze extreme values just
by sampling, because only the extreme value itself in the samples
seems to be related to the true result. Therefore, we use 𝑟 th-quantile

to estimate the result of MAX() and MIN() (when 𝑟 is close to 1 or
0). The goal is transformed into estimating the 𝑟 th-quantile in the
outputs, 𝑋1, 𝑋2, ..., 𝑋𝑁 . There are 𝑛 frames randomly sampled with-
out replacement for processing, yielding 𝑥1, 𝑥2, ..., 𝑥𝑛 . For quantiles,
BlinkDB [3] uses the same relative error metric as other aggregate
query types. However, this metric is substantially affected by the
hidden distribution, especially for extreme quantiles. As a result,
the ranks rather than the actual values are compared, that is, the
relative error between the ranks of 𝑌𝑡𝑟𝑢𝑒 and 𝑌𝑎𝑝𝑝𝑟𝑜𝑥 in the origi-
nal array, | 𝑟𝑎𝑛𝑘 (𝑌𝑎𝑝𝑝𝑟𝑜𝑥 )−𝑟𝑎𝑛𝑘 (𝑌𝑡𝑟𝑢𝑒 )

𝑟𝑎𝑛𝑘 (𝑌𝑡𝑟𝑢𝑒 ) |, is used to reflect the accuracy.
This metric is also compatible with the definition of 𝜖-approximate
quantile [44].

Previous works [40, 45] have designed sampling-based algo-
rithms to estimate quantiles in wireless sensor networks and for
business intelligence applications. The classic approach [45] pro-
posed an estimation based on Stein’s lemma. A recent work [40]
made estimates based on the central limit theorem. However, there
are two problems in these algorithms. First, the inequality bound
is too loose during the derivation process. Second, they assume
random sampling with replacement, which is less reasonable than
our non-replacement assumption. Both of them lead to loose upper
bounds. We make improvements based on recent work [40] (the
novelty is summarized in Table 1). We propose the quantile approx-
imation algorithm as follows, shown in Algorithm 2, and compare
our algorithm with the better approach [45] between the above two
previous works in Section 5.2.1.

Algorithm 2: MAX() or MIN()
Input: Aggregate query (𝐷, 𝐹𝑚𝑜𝑑𝑒𝑙 , 𝐹𝐴), Intervention 𝑓 ,

Extreme percentage 𝑟 , 𝛿
// Sample model outputs

1 𝑥1, 𝑥2, ..., 𝑥𝑛 = 𝐹𝑚𝑜𝑑𝑒𝑙 (Sample(𝐷 , 𝑓 ));
// Compute approximate result and error bound

2 𝑠𝑜𝑟𝑡𝐿𝑖𝑠𝑡 = Sort(𝑥1, 𝑥2, ..., 𝑥𝑛);
3 𝑌𝑎𝑝𝑝𝑟𝑜𝑥 = 𝑠𝑜𝑟𝑡𝐿𝑖𝑠𝑡[𝑛 · 𝑟 ];
4 𝐹

𝑘
= 𝑠𝑜𝑟𝑡𝐿𝑖𝑠𝑡 .count(𝑌𝑎𝑝𝑝𝑟𝑜𝑥 ) / 𝑛;

5 if 𝐹𝐴 == MAX then

6 𝑒𝑟𝑟𝑏 = (
𝜙 𝛿

2

√
𝑟 (1−𝑟 )

√︃
𝑁−𝑛

𝑛 (𝑁−1) +𝐹�̂�
𝐹
�̂�

+ 1) ·
𝐹
�̂�
𝑟

7 end
8 else

9 𝑒𝑟𝑟𝑏 = (
𝜙 𝛿

2

√︃
(𝑟+𝐹

�̂�
) [1−(𝑟+𝐹

�̂�
) ]

√︃
𝑁−𝑛

𝑛 (𝑁−1) +𝐹�̂�
𝐹
�̂�

+ 1) ·
𝐹
�̂�
𝑟

10 end
Output: 𝑌𝑎𝑝𝑝𝑟𝑜𝑥 , 𝑒𝑟𝑟𝑏

Let {𝑠1, 𝑠2, ...} be the sorted distinct values in𝑋1, 𝑋2, ..., 𝑋𝑁 . Each
𝑠𝑖 occurs𝑁𝑖 times in this array and𝑛𝑖 times in the sampled array, the
frequency of which is 𝐹𝑖 = 𝑁𝑖

𝑁
and 𝐹𝑖 =

𝑛𝑖
𝑛 respectively. According

to the definition of 𝑟 th-quantile,𝑌𝑡𝑟𝑢𝑒 = min𝑖 {𝑠𝑖 :
∑𝑖

𝑗=1 𝐹 𝑗 ≥ 𝑟 }. Let
𝑌𝑡𝑟𝑢𝑒 and 𝑌𝑎𝑝𝑝𝑟𝑜𝑥 be the 𝑘th and 𝑘th distinct value, i.e., 𝑌𝑡𝑟𝑢𝑒 = 𝑠𝑘
and 𝑌𝑎𝑝𝑝𝑟𝑜𝑥 = 𝑠

𝑘
.
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Theorem 3.2. The approximate quantile 𝑌𝑎𝑝𝑝𝑟𝑜𝑥 and error bound
𝑒𝑟𝑟𝑏 with probability at least 1 − 𝛿 can be constructed as follows.

𝑌𝑎𝑝𝑝𝑟𝑜𝑥 = min
𝑖

{𝑠𝑖 :
𝑖∑︁
𝑗=1

𝐹 𝑗 ≥ 𝑟 }. (6)

When the aggregate function is MAX, 𝑟 is close to 1,

𝑒𝑟𝑟𝑏 = (
𝜙 𝛿

2

√︁
𝑟 (1 − 𝑟 )

√︃
𝑁−𝑛

𝑛 (𝑁−1) + 𝐹𝑘

min
�̂�+1≤𝑖≤𝑘−1 𝑜𝑟 𝑘+1≤𝑖≤�̂�−1 𝐹𝑖

+ 1) ·
max

�̂�+1≤𝑖≤𝑘 𝑜𝑟 𝑘+1≤𝑖≤�̂� 𝐹𝑖

𝑟
.

(7)
And when the aggregate function is MIN, 𝑟 is close to 0,

𝑒𝑟𝑟𝑏 =(
𝜙 𝛿

2

√︁
(𝑟 + 𝐹𝑘 ) [1 − (𝑟 + 𝐹𝑘 ) ]

√︃
𝑁−𝑛

𝑛 (𝑁−1) + 𝐹𝑘

min
�̂�+1≤𝑖≤𝑘−1 𝑜𝑟 𝑘+1≤𝑖≤�̂�−1 𝐹𝑖

+ 1) ·

max
�̂�+1≤𝑖≤𝑘 𝑜𝑟 𝑘+1≤𝑖≤�̂� 𝐹𝑖

𝑟
.

(8)

Proof sketch: The error metric satisfies the inequality:

𝑒𝑟𝑟𝑜𝑟 =
|∑𝑘

𝑖=1 𝐹𝑖 −
∑�̂�

𝑖=1 𝐹𝑖 |∑𝑘
𝑖=1 𝐹𝑖

≤
|𝑘 − 𝑘 | max

�̂�+1≤𝑖≤𝑘 𝑜𝑟 𝑘+1≤𝑖≤�̂� 𝐹𝑖

𝑟
. (9)

According to the definition, we have
∑𝑘−1
𝑖=1 𝐹𝑖 < 𝑟 ≤ ∑𝑘

𝑖=1 𝐹𝑖 and∑𝑘−1
𝑖=1 𝐹𝑖 < 𝑟 ≤ ∑𝑘

𝑖=1 𝐹𝑖 . So when 𝑘 > 𝑘 , 𝑘 − 𝑘 <

∑𝑘
𝑖=1 𝐹𝑖−

∑𝑘
𝑖=1 𝐹𝑖

min
𝑘+1≤𝑖≤�̂�−1 𝐹𝑖

+ 1,

and when 𝑘 > 𝑘 , 𝑘 − 𝑘 <

∑𝑘
𝑖=1 𝐹𝑖−

∑𝑘
𝑖=1 𝐹𝑖+𝐹𝑘

min
�̂�+1≤𝑖≤𝑘−1 𝐹𝑖

+ 1. Therefore,

𝑒𝑟𝑟𝑜𝑟 < (
|∑𝑘

𝑖=1 𝐹𝑖 −
∑𝑘

𝑖=1 𝐹𝑖 | + 𝐹𝑘

min
�̂�+1≤𝑖≤𝑘−1 𝑜𝑟 𝑘+1≤𝑖≤�̂�−1 𝐹𝑖

+ 1) ·
max

�̂�+1≤𝑖≤𝑘 𝑜𝑟 𝑘+1≤𝑖≤�̂� 𝐹𝑖

𝑟
.

(10)

Because
∑𝑘
𝑖=1 𝐹𝑖 =

∑𝑘
𝑖=1 𝑛𝑖
𝑛 , and

∑𝑘
𝑖=1 𝑛𝑖 obeys hypergeometric distri-

bution, we can obtain thatE[∑𝑘
𝑖=1 𝐹𝑖 ] =

∑𝑘
𝑖=1 𝐹𝑖 and𝑉𝑎𝑟 [

∑𝑘
𝑖=1 𝐹𝑖 ] =∑𝑘

𝑖=1 𝐹𝑖 (1−
∑𝑘
𝑖=1 𝐹𝑖 ) ·

𝑁−𝑛
𝑛 (𝑁−1) . It has been demonstrated that there is

a normal approximation for the hypergeometric distribution when
𝑁,𝑛,

∑𝑘
𝑖=1 𝑁𝑖 ,

∑𝑘
𝑖=1 𝑛𝑖 are large [19, 50], so there exists an asymp-

totic normal distribution:
∑𝑘

𝑖=1 𝐹𝑖−
∑𝑘

𝑖=1 𝐹𝑖√︃
𝑉𝑎𝑟 [∑𝑘

𝑖=1 𝐹𝑖 ]
∼ N(0, 1). When 𝑟 is close

to 1, 𝑉𝑎𝑟 [∑𝑘
𝑖=1 𝐹𝑖 ] ≤ 𝑟 (1 − 𝑟 ) · 𝑁−𝑛

𝑛 (𝑁−1) , so

𝑃

(
|

𝑘∑︁
𝑖=1

𝐹𝑖 −
𝑘∑︁
𝑖=1

𝐹𝑖 | ≥ 𝜙 𝛿
2

√︁
𝑟 (1 − 𝑟 )

√︄
𝑁 − 𝑛

𝑛 (𝑁 − 1)

)
≤ 𝛿, (11)

where 𝜙 𝛿
2
is the Z-score. Therefore 𝑃 (𝑒𝑟𝑟𝑜𝑟 ≥ 𝑒𝑟𝑟𝑏 ) ≤ 𝛿 is satisfied.

When 𝑟 is close to 0,𝑉𝑎𝑟 [∑𝑘
𝑖=1 𝐹𝑖 ] ≤ (𝑟 +𝐹𝑘 ) [1− (𝑟 +𝐹𝑘 )] · 𝑁−𝑛

𝑛 (𝑁−1) .
Similarly, the theorem holds true.

In the formula of 𝑒𝑟𝑟𝑏 , 𝐹𝑖 (for any 𝑖 ∈ N+), 𝑘 , and 𝑘 are unknown.
Ideally, 𝐹𝑖 and 𝐹𝑖 , 𝑘 and 𝑘 should be close, so we use 𝐹

𝑘
to estimate

𝐹𝑘 , min
𝑘+1≤𝑖≤𝑘−1 𝑜𝑟 𝑘+1≤𝑖≤𝑘−1 𝐹𝑖 , and max

𝑘+1≤𝑖≤𝑘 𝑜𝑟 𝑘+1≤𝑖≤𝑘 𝐹𝑖
above. It needs to be noted that a distribution approximation is
utilized in the above proof. Although it holds true when sample
size is large, the derived error bound is still valid experimentally in
Section 5 even when sample size is vary small.

3.2.5 Managing Combinations of Random and Non-random Inter-
ventions through Profile Repair.
We have provided the error bound for different aggregate functions

for random interventions. However, the algorithms cannot be di-
rectly applied when there are non-random interventions because
sampled outputs from videos degraded by non-random interven-
tions can be systematically wrong in one direction. Under this
circumstance, these sampled outputs are not enough for an ac-
curate error bound. A correction set, 𝑣1, 𝑣2, ..., 𝑣𝑚 , obtained from
processing videos degraded by only random interventions, is re-
quired to repair the biased bound. Its construction is elaborated in
Section 3.3.1. Once it is constructed, it can be used for correcting
error bounds of any combination of interventions. Our algorithm is
shown in Algorithm 3, and the proof sketches for the error bounds
are presented below (Equation (12) and (13)). These proofs leverage
the error bound conclusion connected with random interventions
(see Theorem 3.1 and 3.2). That is, the error bound of the correc-
tion set under a certain confidence level has been proved, and it is
utilized in the inequality derivation below. Further, note there is no
distributional assumption of the outputs from videos degraded by
non-random interventions.

Algorithm 3: Managing a Combination of Random and
Non-random Interventions
Input: Aggregate query (𝐷, 𝐹𝑚𝑜𝑑𝑒𝑙 , 𝐹𝐴), Destructive

interventions (𝑓 , 𝑝, 𝑐), 𝛿 , 𝑟 ,𝑚
// Compute approximate result and error bound of

the degraded video and the correction set

1 𝑌𝑎𝑝𝑝𝑟𝑜𝑥 , 𝑒𝑟𝑟𝑏 = resultErrorEst(𝐷 , 𝐹𝑚𝑜𝑑𝑒𝑙 , 𝐹𝐴 , 𝑓 , 𝑝 , 𝑐 , 𝛿 , 𝑟 );
2 𝑌𝑎𝑝𝑝𝑟𝑜𝑥 (v), 𝑒𝑟𝑟𝑏 (v) = resultErrorEst(𝐷 , 𝐹𝑚𝑜𝑑𝑒𝑙 , 𝐹𝐴 ,

𝑚/len(𝐷), None, None, 𝛿 , 𝑟 );
// Correct the error bound of degraded video

3 if 𝐹𝐴 == AVG or SUM or COUNT then
4 𝑒𝑟𝑟𝑏 = (1+𝑒𝑟𝑟𝑏 (v)) |𝑌𝑎𝑝𝑝𝑟𝑜𝑥−𝑌𝑎𝑝𝑝𝑟𝑜𝑥 (v) |

|𝑌𝑎𝑝𝑝𝑟𝑜𝑥 (v) | + 𝑒𝑟𝑟𝑏 (v)
5 end
6 if 𝐹𝐴 == MAX or MIN then
7

∑𝑘
𝑖=1 𝐹𝑖 = Rank of 𝑌𝑎𝑝𝑝𝑟𝑜𝑥 in correction set /𝑚;

8
∑𝑘 (v)
𝑖=1 𝐹𝑖 = Rank of 𝑌𝑎𝑝𝑝𝑟𝑜𝑥 (v) in correction set /𝑚;

9 𝑒𝑟𝑟𝑏 = |∑�̂�
𝑖=1 𝐹𝑖−

∑�̂� (v)
𝑖=1 𝐹𝑖 |

𝑟 + 𝑒𝑟𝑟𝑏 (v)
10 end

Output: 𝑒𝑟𝑟𝑏

For the aggregate function AVG(), we assume that 𝑣1, 𝑣2, ..., 𝑣𝑚
are randomly sampled outputs without replacement. The approxi-
mate answer 𝑌𝑎𝑝𝑝𝑟𝑜𝑥 (v) to estimate ` and the error bound 𝑒𝑟𝑟𝑏 (v)
obtained only from the correction set as in Equation (1) and (2)
can satisfy |𝑌𝑎𝑝𝑝𝑟𝑜𝑥 (v)−` |

|` | ≤ 𝑒𝑟𝑟𝑏 (v), with probability at least 1 − 𝛿 .
So when non-random interventions exist, the error bound for the
approximate result 𝑌𝑎𝑝𝑝𝑟𝑜𝑥 can be derived as follows:

|𝑌𝑎𝑝𝑝𝑟𝑜𝑥 − ` |
|` | ≤

|𝑌𝑎𝑝𝑝𝑟𝑜𝑥 −𝑌𝑎𝑝𝑝𝑟𝑜𝑥 (v) | + |𝑌𝑎𝑝𝑝𝑟𝑜𝑥 (v) − ` |
|` |

≤
(1 + 𝑒𝑟𝑟𝑏 (v)) |𝑌𝑎𝑝𝑝𝑟𝑜𝑥 −𝑌𝑎𝑝𝑝𝑟𝑜𝑥 (v) |

|𝑌𝑎𝑝𝑝𝑟𝑜𝑥 (v) |
+ 𝑒𝑟𝑟𝑏 (v) .

(12)

Since it is derived from the error bound of the correction set, this
error bound also holds true with probability at least 1 − 𝛿 . And for
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other functions, SUM() and COUNT(), because the error metric is
the same, the corrected error bound can be derived similarly.

For the aggregate function MIN() or MAX(), the approximate
𝑟 th-quantile 𝑌𝑎𝑝𝑝𝑟𝑜𝑥 (v) and the error bound 𝑒𝑟𝑟𝑏 (v) obtained only
from the correction set as in Equation (6), (7), and (8) can satisfy
|∑�̂� (v)

𝑖=1 𝐹𝑖−
∑𝑘

𝑖=1 𝐹𝑖 |∑𝑘
𝑖=1 𝐹𝑖

≤ 𝑒𝑟𝑟𝑏 (v) with probability at least 1 − 𝛿 , where

𝑌𝑎𝑝𝑝𝑟𝑜𝑥 (v) is the 𝑘 (v)th distinct value. So

|∑�̂�
𝑖=1 𝐹𝑖 −

∑𝑘
𝑖=1 𝐹𝑖 |∑𝑘

𝑖=1 𝐹𝑖
≤

|∑�̂�
𝑖=1 𝐹𝑖 −

∑�̂� (v)
𝑖=1 𝐹𝑖 | + |∑�̂� (v)

𝑖=1 𝐹𝑖 −
∑𝑘

𝑖=1 𝐹𝑖 |∑𝑘
𝑖=1 𝐹𝑖

≤
|∑�̂�

𝑖=1 𝐹𝑖 −
∑�̂� (v)

𝑖=1 𝐹𝑖 |
𝑟

+ 𝑒𝑟𝑟𝑏 (v),
(13)

with probability at least 1 − 𝛿 . In this formula, the true rank differ-

ence |∑𝑘
𝑖=1 𝐹𝑖 −

∑𝑘 (v)
𝑖=1 𝐹𝑖 | is unknown, so we use the rank difference

|∑𝑘
𝑖=1 𝐹𝑖 −

∑𝑘 (v)
𝑖=1 𝐹𝑖 | between 𝑌𝑎𝑝𝑝𝑟𝑜𝑥 and 𝑌𝑎𝑝𝑝𝑟𝑜𝑥 (v) in the cor-

rection set to estimate it.

3.3 Discussion
In this section, we further discuss details of the profile generation
stage.

3.3.1 Correction Set Construction.
As introduced in Section 3.2.5, the correction set is necessary for
estimating the analytical accuracy of non-random interventions. It
can also improve the error bound of random interventions when
the correction set can provide substantially more information than
the degraded video, as shown in Section 5.2.2. Constructing the
correction set requires access to videos with random interventions
alone; non-random interventions are not permissible. However,
using only random interventions is feasible in many cases. Instead
of using a non-random intervention, the administrator might be
willing to apply a random one at a very high degradation level.
(For example, they may choose a lower sampling rate instead of
lowering frame resolution.) In addition, since the correction set is
only required in the profile generation stage, it may be acceptable
to permit a lower level of degradation for just a limited amount of
time.

The correction set should still be degraded by the random in-
terventions as much as possible; in the context of reduced frame
sampling, that means minimizing the set’s size. However, there is a
limit to how much degradation can be introduced, since we want to
ensure a tight error bound for the downstream process. According
to the definition of the corrected bound in Equation (12) and (13),
when 𝑒𝑟𝑟𝑏 (v) is smaller, the corrected error bound is tighter. There-
fore, we need to achieve low 𝑒𝑟𝑟𝑏 (v) while using as few frames in
the correction set as possible, i.e., picking the elbow of the curve
of 𝑒𝑟𝑟𝑏 (v) against𝑚, the size of the correction set. In our design,
we use a simple heuristic to determine the size: the correction set’s
size is increased gradually by 1% of the total size of the original
video to output 𝑒𝑟𝑟𝑏 (v). Once the difference between the current
and the previous output is less than 2%, which means the value
𝑒𝑟𝑟𝑏 (v) does not change much with the correction set’s size (i.e.,
the elbow), or the current size reaches the size limit defined by the
administrator, we stop growing the correction set.

If pure random interventions are not allowed or only substantial
random interventions are allowed, it may be that no correction set
or only a small correction set is possible. In that case, an alterna-
tive method to approximate the tradeoff curve may be generating
profiles on less privacy-sensitive video at another time. Videos at
different times might interact with analytical models in different
ways, but they are expected to be visually similar and will yield
roughly similar profiles. Experiments in Section 5.3.2 demonstrate
that similar profiles arise from visually-similar video collections.

3.3.2 Intervention Candidate Design and Time Complexity.
Our system first considers many possible sets of destructive inter-
ventions (𝑓 , 𝑝, 𝑐). For the reduced frame sampling 𝑓 , similar to the
correction set design, we consider sample fractions at 1% intervals.
For reduced frame resolution 𝑝 and image removal 𝑐 , we uniformly
generate ten frame resolutions and all combinations of possibly
sensitive classes. Then administrators filter out the intervention
candidates that cannot satisfy degradation goals.

The total time of profile generation includes time for the neural
network model to process frames plus the analytical error esti-
mation time. Estimation time is usually negligible compared with
the network’s image processing time (discussed in Section 5.3.1).
Model processing time is 𝑂 (𝑁𝑚𝑜𝑑𝑒𝑙 ·𝑇𝑚𝑜𝑑𝑒𝑙 ), where 𝑁𝑚𝑜𝑑𝑒𝑙 is the
total number of model invocations, and 𝑇𝑚𝑜𝑑𝑒𝑙 is the averaged pro-
cessing time on each frame, including loading, transformation and
inference. An early stopping and reuse strategy can be applied to
decrease 𝑁𝑚𝑜𝑑𝑒𝑙 . For each resolution candidate, the error bound is
estimated for frame sampling rate candidates in ascending order.
In this way, model outputs for frames sampled at a low rate can be
reused for the outputs at a high rate, and the estimation process
can stop early when the error bound decreases slowly. As a result,
the profile generation overhead is modest.

4 SYSTEM PROTOTYPE
We implemented a prototype system, Smokescreen, in Python. This
system ran on a 64-core (2.10GHz) Intel Xeon Gold 6130 server with
512 GB RAM and 4 GeForce GTX 1080 Ti GPUs. It embodies our
novel algorithms and contains three main components: 1) video
frame processor, 2) analytical result and error bound estimator, and
3) correction set and intervention candidate design.
Video frame processor— This component processes video frames
by calling the UDFs in queries. We use YOLOv4 [11] and Mask R-
CNN [28] as two built-in models for detection UDFs. YOLOv4 has
been implemented based on a neural network framework, Dark-
net [55], written in C and CUDA. This model is invoked through a
Python interface in this component. And we directly apply a Mask
R-CNN implementation based on Keras and Tensorflow [1]. The
processed video frames are from decoded videos which are stored
on a disk for downstream processing. Only one frame can be loaded,
resized, and processed at a time (i.e., no batch computation), and
all the model inference procedures run on a GPU.
Analytical result and error bound estimator— This component
consists of our estimation algorithms in Section 3. The cost of the
estimation itself is relatively small.
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Correction set and intervention candidate design — This com-
ponent determines the correction set size and the sets of interven-
tion candidates, working in the profile generation stage. By calling
the above estimation component to process video frames of differ-
ent sizes, the error bound differences are computed and the size of
the correction set is determined as stated in Section 3.3.1. This com-
ponent also interacts with administrators to collect intervention
candidates, which will then be sent to the error bound estimator.

5 EXPERIMENTS
We evaluate three core claims about Smokescreen:

(1) For random destructive interventions, our algorithm can
provide a tighter analytical error bound than competing
methods. This holds true for every aggregate query type.
(Section 5.2.1)

(2) For both random and non-random destructive interventions,
the correction set can improve the performance of error
bound estimation. And our technique can efficiently deter-
mine an appropriate correction set size. (Section 5.2.2 - 5.2.3)

(3) The discussion of profile generation time and profile simi-
larity between similar videos is demonstrated. (Section 5.3)

5.1 Experimental Setting
We describe our workloads, baselines, and accuracy metrics.
Workloads — We evaluated our system on multiple workloads.
Each workload consists of a video dataset, a trained neural network
to process video frames, an aggregate function to collect useful
information, and a set of destructive interventions. Every workload
was run 100 times, and the experimental results below are the
averaged results of 100 trials of the following workloads unless
stated otherwise.

• Video dataset — The video set is one of either night-street
video orUA-DETRAC video. The night-street video is surveil-
lance video of a street in Jackson Hole at night, which is
released by the BlazeIt project [34]. It contains 973k frames
in total and the frame rate is 30 FPS. We selected one out of
every fifty frames (19463 frames) to construct our dataset.
The UA-DETRAC video [64] is recorded at Beijing and Tian-
jin in China. It contains 40 sequences (56k frames) in its
test dataset and the frame rate is 25 FPS. We selected 12
sequences (15210 frames) for our experiments.

• Neural network model —We used Mask R-CNN [28] for
night-street video and YOLOv4 [11] forUA-DETRAC video to
detect cars. The detection threshold was set to be 0.7 for both
of the models. Although the confidence output associated
with each detected object can further improve the detection
accuracy when averaged over frames, we just utilized the
object output alone in each frame for simplicity because we
assume the model output as the ground truth and our work
does not try to improve the model’s standalone accuracy.

• Aggregate function — The aggregate function is one of
AVG, SUM, MAX, or COUNT. In our experiments, they were used
to compute the average, sum, maximum of the number of
cars in frames, and count the number of frames that contain
cars respectively. For MAX, our system estimates 0.99 quantile
as an approximation of the maximum value.

• Destructive intervention — A set of destructive interven-
tions is composed of reduced frame sampling fraction, re-
duced frame resolution, and the restricted class for image
removal. We assumed the video with the original length and
the highest resolution as the original video. We set the high-
est resolution to be 640×640 for Mask R-CNN and 608×608
for YOLOv4. In our experiments, the sample fraction can
be any value less than one, the frame resolution should be
lower than the highest value and meet models’ requirements
(e.g., the default structure of Mask R-CNN can only handle
the resolution in multiples of 64), and restricted classes in-
clude “person” and “face”. We detected “person” by applying
YOLOv4 with detection threshold 0.7, and detected “face”
by applying MTCNN [69] with threshold 0.8. Restricting
“person” is usually a more strict intervention because peo-
ple can appear in cameras with unclear faces. According
to the detector, 2761 frames (14.18%) contain “person” and
782 frames (4.02%) contain “face” in night-street data; 10018
frames (65.86%) contain “person” and 377 frames (2.48%) con-
tain “face” in UA-DETRAC data. These contained classes for
each frame were stored as prior information.

Baselines —We evaluated against the first four baselines for AVG,
SUM, and COUNT, and evaluated against the last baseline for MAX.

• EBGS — The EBGS algorithm [48] is widely used for early
stopping when estimated error is within some small number.
We directly used it to estimate the query result and error
bound instead of using the stopping mechanism.

• Hoeffding-Serfling — The upper bound of absolute error
can be derived from the Hoeffding-Serfling inequality [8].
We divided it by the lower bound of the query result in order
to obtain the upper bound of relative error for comparison.

• Hoeffding — Online aggregation [30] provides the upper
bound of absolute error from Hoeffding’s inequality. Then
we processed it in the same way as above.

• CLT — Online aggregation [30] also provides the upper
bound of absolute error from the central limit theorem. Then
we processed it in the same way as above.

• Stein — [45] minimizes the sample size that can ensure the
𝜖-approximate extreme quantile based on Stein’s lemma. We
directly used it to derive the error bound.

AccuracyMetrics—As introduced in Section 3.2, the relative error
of the approximate query result compared with the true result was
used as the accuracy metric when querying with aggregate func-
tions AVG, SUM or COUNT, and the relative error of the approximate
result’s true rank compared with the true result’s true rank was
used when querying with MAX in our experiments. We treated the
query result without destructive interventions as the true result.
Our algorithms computed upper bounds of these relative errors
and we compared them with the true relative errors.

5.2 Analytical Result and Accuracy Estimation
We show that our query result and accuracy estimation algorithms
are effective across a range of video data, models and aggregate
query types for both random and non-random interventions.
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Figure 4: The true relative error of estimated query result (dashed lines) and error bound (solid lines) computed from Smoke-
screen and baselines for each aggregate query type on two datasets
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Figure 5: The percentage of the situation when the error
bound from CLT is smaller than the true error in 100 trials

5.2.1 Managing Random Interventions.
Summary — For random destructive interventions, our basic al-
gorithms can provide good estimated analytical results and tighter
upper bounds of relative errors compared with reliable competing
methods for every aggregate query type. Our error bound can be
up to 154.70% tighter than baselines, and the tight bound can enable
tradeoffs that are 88% more accurate.
Overview —We evaluated our query result and error estimation
algorithms against competing methods on four aggregate query
types, two video datasets and two models. When we varied the sam-
ple fraction, we did not tune other destructive interventions. And
when we varied the frame resolution or restricted class, the sample
fraction was set to be 0.5. For better comparison with baselines, no
correction set was used in this experiment.
Results —We show the true relative error of estimated query result
and the error bound computed by each method in Figure 4. It shows
the results varying with the reduced frame sampling intervention.
From the true analytical error of Smokescreen (blue dashed lines),
we can find that for every aggregate function, the sample fraction
increases, the true estimation error goes down and approaches
zero. Since the curves have flattened, for the four query types, we
end them when the fraction is 0.1, 0.1, 0.05, 0.0015 for night-street
video, and 0.06, 0.06, 0.02, 0.003 for UA-DETRAC video. The curves
indicate that our algorithm can collect useful information from

the samples and show good performance even when the sample
fraction is relatively small. When looking at the upper bound from
Smokescreen (blue solid lines), we can find that they are always
higher than the true error curves, which means that our error
estimation algorithm for random interventions truly provides an
upper bound of the error.

For AVG, SUM and COUNT, the query result and error estimation of
Smokescreen are always better than EBGS. When compared with
Hoeffding and Hoeffding-Serfling, although our result estimation
is less precise, a tight error bound is the more important goal. Our
error bound can be up to 154.70% tighter (Due to the range of the
y-axis, it is not shown in the figure). All of these algorithms, Smoke-
screen, EBGS, Hoeffding and Hoeffding-Serfling, can ensure these
upper bound estimations are greater than the true errors with at
least 95% probability. It seems that CLT can provide an even tighter
bound than ours. However, CLT can be brittle and unreliable: it
cannot always obtain a bound at the 95% confidence level especially
when the sample size is small. Figure 5 shows the percentage of
situations when CLT’s error bound is smaller than the true error
on UA-DETRAC video in 100 trials. These upper bound estima-
tions would provide misleading information for administrators to
determine a set of interventions that yield large error beyond expec-
tations. For MAX, our query result estimation is the same as Stein’s,
but our error bound is tighter when the sample fraction is small.

When non-random interventions are applied, none of the above
techniques can provide correct upper bounds, that is, the error
estimation cannot be guaranteed to be greater than the true error.
These destructive interventions will be handled in the next section.

5.2.2 Managing Combinations of Random and Non-random Inter-
ventions.
Summary — Our error correction algorithm can provide a true
error bound when non-random interventions exist, and can further
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Figure 6: Compare the estimated error bound w/ and w/o correction set with the true error under random and non-random
destructive interventions on two video datasets
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Figure 7: Apply YOLOv4 to compute the average number of
cars in night-street video. The relative error is abnormally
large when resolution is 384×384. The legend is the same as
that in Figure 6.
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Figure 8: Car number distribution predicted by YOLOv4 in
night-street video data
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Figure 9: The error bound estimation with different correc-
tion set sizes for two sets of destructive interventions on
UA-DETRAC video

improve basic algorithms’ bound estimations for random interven-
tions in some cases.

Overview — In order to test our error correction algorithm, we
compared error bound estimation computed with and without the
correction set with the true error under each set of interventions.
Because the algorithms for SUM and COUNT are almost the same as
that for AVG, we only tested AVG and MAX functions. We set the sizes
of the correction sets according to the correction set construction
strategy in Section 3.3.1: 6% of the original frames for function
AVG and 2% for function MAX for night-street video, and 4% for AVG
and 2% for MAX for UA-DETRAC video. (We will explain more in
Section 5.2.3.) Only one kind of intervention was tuned at a time and
the other two were fixed. When testing the combination situation
when both random and non-random interventions exist, we set the
sample fraction to be 0.5 while varying non-random interventions.
The only exception was that we set the sample fraction to be 0.1
when changing the restricted class for UA-DETRAC video, because
the number of frames that do not contain “person” is less than half
of the total number.
Results — Figure 6 shows the error bounds with and without
the correction set under each set of interventions for AVG and MAX
functions. In the second and third rows of Figure 6, when the frame
resolution is low or the restricted class is “person”, the error bound
without correction set (blue curve or blue bar), circled in red, can
be lower than the true error (yellow curve or yellow bar), so they
are wrong and will mislead administrators. It happens because
low-resolution objects are hard to be detected by neural network
models and the existences of “person” and “car” are very likely to be
correlated, both yielding systematic error in samples. Fortunately,
the error correction algorithm can solve this problem: the error
bound with correction set (green curve or green bar) is always
higher than the true error. From the first row, it shows that the
correction set is also helpful for random interventions when the size
of the set is much larger than the size of the degraded video (that
is, it provides more information). When there is only the random
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intervention, the tighter of the error bounds with and without the
correction set is used as the error estimation.

Besides Mask R-CNN, we also applied YOLOv4 to detect cars
in night-street video, and we noticed an abnormal situation when
querying the average number of cars with frame resolution inter-
ventions, shown in Figure 7. The estimation error under resolution
384×384, marked in the red circle, is even larger than that under
lower resolutions. To find out the reason, we show the predicted
car number distribution, i.e., the number of frames that are pre-
dicted to contain certain number of cars, in resolution 608×608
(ground truth), 384×384, and 320×320, in Figure 8. It shows that the
distribution under resolution 320×320 is similar to the true distri-
bution, while that under resolution 384×384 deviates substantially
from the truth. Therefore, the neural network’s large prediction
error causes the inaccurate result estimation. If not provided with
degradation profiles, administrators might unknowingly select this
bad intervention that keeps video’s good fidelity while yielding a
high estimation error. Fortunately, our algorithms can detect this
counter-intuitive situation to help administratorsmake a reasonable
tradeoff.

5.2.3 Correction Set Size.
Summary — Our algorithm, which determines an appropriate
correction set size through the change of its error bound with its
size, is effective in real cases so that checking the correction set’s
performance under every set of interventions can be avoided.
Overview — In this experiment, in order to verify that an appropri-
ate correction set size can be directly obtained from its error bound
without considering multiple destructive interventions, we tested
two sets of interventions and all four aggregation functions on
two datasets. These representative sets of interventions were ran-
domly selected: (1) sample fraction 0.1, frame resolution 256×256
and restricted class “person”; and (2) sample fraction 0.05, frame
resolution 320×320 and restricted class “face”.
Results — The curves of error bound estimation that varies with
correction set fraction for AVG and MAX on UA-DETRAC video are
shown in Figure 9, and other cases are similar. In this figure, the
x-axis, the correction set fraction, is the proportion of the correction
set size to the length of the original video. When it is larger, error
bounds become smaller and approach true errors.When the fraction
is large enough, the slopes of these curves are close to zero, which
means more correction data would not make the estimation more
precise, so we should stop increasing the size. According to the
mechanism in Section 3.3.1, the determined fractions are shown
as dotted vertical lines. We can find that even though two sets
of destructive interventions’ curves are different, the determined
fractions are appropriate choices for both of them because their
slopes have dropped down at the intersections with the dotted lines.

5.3 Other Experiments
In this section, we discuss the profile generation time and profile
similarity between similar videos.

5.3.1 Profile Generation Time.
Summary — The total time of profile generation is dominated by
network model processing time, which is determined by the model
and intervention candidates.
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Figure 10: Compare two error bound differences when using
or not using a similar video.

Overview — We evaluated the total time of profile generation
for the analytical query that employs YOLOv4 to compute the
average number of cars in UA-DETRAC video. In the profiles, we
set the highest resolution to be 608×608, and ten resolutions were
selected as the intervention candidates. And we set the loosest
image removal intervention to be no restricted class. As shown in
Section 5.2.3, the determined correction set fraction is 0.04 in this
case. We also set this value as the highest sample fraction.
Results — YOLOv4 needs to be invoked 6084 times to process 4%
of the total frames under every resolution setting, and the total
time is around three minutes. Compared with the model processing
time, our estimation stage takes only tens of milliseconds for each
set of degradation interventions, so the profile generation time is
dominated by the former. When the neural network model, the
video content, or the intervention candidate settings are different,
the profiling time would vary.

5.3.2 Profile Similarity between Similar Videos.
Summary — Similar profiles can be generated from a similar video
to guide the tradeoff in the original video.
Overview — We computed the profiles of the AVG analytical query
with YOLOv4 on two video sequences selected from UA-DETRAC
dataset. One video (MVI_40771), denoted as video A and set as
the original video, is from a traffic monitoring camera at a busy
intersection. Another video (MVI_40775), denoted as video B, is
captured by the same camera at a different time, and is visually
similar to the original video. They contain 1720 frames and 975
frames respectively. We tested reduced frame sampling and reduced
resolution interventions and set the correction set size as 500 for
both video A and B. We also tested multiple degradation settings
for video A when at most 50 randomly sampled frames can be
accessed, which may happen due to a high degradation requirement.
We compared the target profiles of video A when 500 frames are
sampled as the correction set with other profiles by computing the
absolute differences.
Results — Figure 10 shows the profile differences. In the left figure,
the reduced frame sampling intervention is applied with the fixed
resolution 608×608. The total number of frames are different in
the two video sequences, so we use the sample size instead of the
sample fraction as the x-axis for better comparison. And we only
show the results when the size is less than 100 because the error
bound differences only slightly change beyond this area. The limited
frame access (up to 50 frames) to video A causes an incomplete and
loose error bound estimation, yielding the substantial difference
(orange line) compared with the target profile. Fortunately, when
enough frames (500 frames) in video B are accessed, the error bound
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differences between this similar video and video A (red line) are
close to zero. In the right figure, the resolution is varied with the
fixed sample size 500. Similarly, the error bound differences between
video A and B are very small and always within 5%.

6 RELATEDWORK
Some research areas are relevant to our system, and we discuss
them in depth below:
Video Data Management — As video data has comprised a major
part of all information about the world, a variety of database man-
agement systems for video analytics are emerging. Most projects
have focused on optimizing video queries [4, 9, 29, 32–35, 43, 52, 68],
while some have focused on video compression and storage [17, 46].
These works may partially solve system problems, such as power
constraints and storage limitations, but other requirements like
privacy cannot be satisfied. Some of them have also considered the
quality of query results [17, 35]. However, none of the existing video
data management systems have generated degradation-accuracy
tradeoff profiles.
Database with Privacy and System Requirements — A large
amount of literature has explored the privacy-preserving prob-
lem in data publishing, summarized by [21]. Numerous models
are proposed for guaranteeing 𝑘-anonymity [39, 59], 𝜖-differential
privacy [14, 18], etc. Apart from the non-interactive data publish-
ing, studies have integrated the privacy protection into the query
processing engine [10, 61]. For the system requirements, such as
bandwidth management, energy saving, and storage capacity lim-
itation, popular solutions include database compression [24, 57]
and adjusting hardware and software configurations [62]. How-
ever, some techniques are only suitable for specific database types
like relational databases, and the relationship between analytical
accuracy and these methods has not been examined.
Aggregate Query Approximation — Approximate query pro-
cessing (AQP), aiming to approximate aggregate query answers in
online analytical processing, has been researched for decades [13].
AQP methods comprise two categories: online aggregation and of-
fline synopsis generation [41]. Works about online aggregation [2,
12, 30, 51, 67] select samples online to estimate the answers of
aggregate functions, such as COUNT, SUM, and AVG. The estimation
performance can be further improved by recent developments in
concentration inequality [8, 36, 47, 58] which have been used in
many areas, such as solving the multi-armed bandit problem [42].
Methods about offline synopsis generation [56] can be applied to
more aggregate functions but require prior knowledge. Other than
the above distributive and algebraic aggregate functions, holistic
aggregate function approximation, such as MEDIAN and RANK, is
widely studied in the areas of data streaming and sensor networks
in order to save sorting time and storage space. These estimation
algorithms mainly rely on summary statistics [22, 25, 26, 60]; only
some of the works are based on sampling [40, 45].

7 CONCLUSION AND FUTUREWORK
As video data of public locations is increasingly collected and an-
alyzed, how to balance the analytical query accuracy and other
competing goals becomes a problem. In summary, we present a

novel video degradation-accuracy profiling model which is able to
produce accuracy/degradation tradeoff curves so that administra-
tors can determine a set of appropriate destructive interventions.
In addition, we implemented our prototype system, Smokescreen,
and verified its good performance on real-world video datasets.

For the analytical accuracy estimation problem in this work,
we modeled random and non-random interventions as shown in
Table 1. This modeling is not restricted to videos — if other scenarios
for other data types can be modeled as the same technical problems
in Table 1, our algorithms are also applicable. If videos’ unique
properties are exploited — for example, a sequence of frames are so
similar that part of frames can be skipped from processing — the
quality of the estimated error bound can be further improved.

In this work, we focus on the video aggregate queries with frame-
level detection models. Even though they can cover a variety of
cases, there exists another type of model, which processes frame
sequences, e.g., a RNN model for action recognition and detection.
Because reducing the sampling rate likely decreases the accuracy of
the model’s outputs, simply considering it as a random intervention
seems inappropriate. In this situation, both of our algorithms for
random and non-random interventions cannot be directly applied.
In addition, besides the four commonly used aggregate functions,
AVG, SUM, MAX, and COUNT in our work, more aggregate types can
be explored, such as VAR. We believe examining the degradation-
accuracy profiling problem for more neural network model types
and aggregate functions, as well as exploiting videos’ unique prop-
erties, are promising future projects.
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