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Abstract 

Exponential improvements in computing performance have impacted and improved nearly every 

aspect of our lives: from education to transportation to healthcare. And with continued gains, 

applications which were once science fiction – from fully-autonomous vehicles to personalized 

healthcare – will soon be a reality. Yet at the exact moment these next-generation applications are 

poised to once again revolutionize our lives, gains in computing performance are slowing. The 

conventional approaches relied on to improve computing – mainly relentless physical and 

equivalent scaling of devices – are reaching fundamental limits, and while progress will 

undoubtedly continue, the rate of gains has already slowed dramatically over the last decade. 

Therefore, to enable these next-generation applications, new approaches to computing systems are 

required. Rather than rely on a single approach, coordinated advances across the system stack – 

from new technologies to new system architectures – are required to overcome today’s challenges.  

This is embodied by “NanoSystems”, which use emerging nanotechnologies to realize new system 
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architectures to enable new applications.  

Yet however intellectually compelling or interesting nanosystems are, the problems facing 

computing today are very real and very current. Unfortunately, despite the promise of 

nanosystems, nanosystems were exclusively of academic interest. All nanosystem demonstrations 

were fabricated in academic labs, and there were many challenges that prohibited nanosystems 

from transferring into industry and thus into the real world.  

This thesis addresses this critical problem. By demonstrating the world’s first adoption of 

nanosystems within industry, this thesis provides both a specific path forwards as well as a general 

approach of how to transform promising nanosystems in theory into practical systems that can 

impact our daily lives. To transform nanosystems from the “lab” to the “fab”, this thesis must 

address challenges that span the entire stack: from low-level material optimizations, to 

semiconductor device engineering, to circuit and system design, up to architectures and application 

implementation. As a case-study, this thesis focuses on carbon nanotubes and monolithic three-

dimensional integration as the specific implementation of a nanosystem, yet the lessons and 

conclusions from this work are applicable to a broad set of emerging nanotechnologies and 

nanosystems. Beyond technology, this thesis shows unequivocally that nanosystems should – and 

can - be transferred from academic “labs” into commercial “fabs”, providing a realistic and feasible 

path forwards for computing to continue to improve and revolutionize the world we live in. 
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Chapter 1: Introduction 

1.1 Background 

I have vague memories of the first day I saw a computer. It was sometime in 1999, while I was 

still in kindergarten. However, I distinctly remember my feeling that day. I was completely in awe 

when I saw my teacher play the game Mario in a heavily pixelated color monitor. And then the 

journey began – from bulky desktops with floppy disk readers to handheld smartphones where I 

can edit word documents, trade stocks, learn from MOOCs and even have telemedicine 

appointments in zoom.  

In the past few decades, exponential gains in computing system performance have enriched nearly 

every aspect of our lives. And with continued gains, applications which were once science fiction 

– from fully-autonomous vehicles to personalized healthcare – will soon be a reality. At this very 

moment when improvements in technology brings us great promises, gains in computing 

performance have been slowing down.   

So, how are we going to continue this? 

The first option is to continue with what has worked in the past - relentless miniaturization of 

transistors, known today as Moore’s Law. Yet continued device scaling is already resulting in 

diminishing returns, as Dennard Scaling (which describes the gains afforded by physical and 

equivalent scaling of devices) has already plateaued over a decade ago.  

The second option is to use new and improved transistor technologies. For instance, emerging 

nanomaterials and nanodevices promise devices with improved device characteristics that can also 

scale even beyond the limitations of today’s silicon devices [Brady 2016]. Yet it is critical to 

recognize that device performance alone does not solely dictate system performance: in fact, 

device inefficiencies often account for a small portion of total system-level inefficiencies. 
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Particularly for future big and abundant-data applications, the majority (>80%) of energy and time 

spent in “computing” is actually energy and time spent moving data between off-chip memory and 

on-chip compute (referred to as the “memory wall”). Thus, improving the underlying devices alone 

does not address other system challenges, and thus even the best device in the world would only 

realize limited benefits for end-applications.  

The third option is to rely on architectural “tricks” such as designing multiprocessors and 

application specific accelerators. Yet such techniques are widely in use today, and there are only 

a limited number of “tricks” that can be employed (e.g., applications can only leverage a limited 

amount of parallelism, or the accelerator itself will become constrained by how fast it can receive 

data from off-chip memory as well, another instance of the memory wall).  

 

 

 

 

 

 

 

 

Fig. 1.1 NanoSystems : Nanosystems use emerging nanotechnologies to realize new system architectures 

targeting future abundant-data applications 

While any of the above options may solve one of these “walls” (such as the scaling wall, power 

wall or the memory wall), it almost certainly will fail to solve all of the challenges simultaneously. 

Thus, it is evident that conventional approaches will not be sufficient to meet the demands of the 

next wave of computing. As a result, we need coordinated advances across the entire system stack- 



3 

 

starting from material technologies to system architectures, in order to enable the next generation 

of computing systems. The solution is what we call “NanoSystems”. Nanosystems use emerging 

nanotechnologies to realize new system architectures to address many of the problems that 

computing systems face today (such as the scaling wall, power wall, memory wall etc.) 

simultaneously enabling orders of magnitude gains in system performance (characterized by 

energy-delay product, or, EDP [Shulaker 2017, Sabry 2015]).  

Unfortunately, despite the promise of nanosystems, there are still many obstacles that prevented 

nanosystems from being realized in the real world, in commercial facilities. Firstly, there are 

challenges in material synthesis (many new materials cannot be synthesized or deposited 

uniformly in large area substrates or with high reliability). Secondly, at the device-level, new 

fabrication techniques are required for these new materials and devices. Thirdly, at the system 

level, new design and fabrication techniques are needed for new system architectures such as new 

three-dimensional (3D) integration techniques, which further impact the device and material level 

requirements. And finally, all of the above must be done in a compatible way with existing industry 

infrastructure to allow for a foundry integration of these new technologies. Due to all of these 

challenges, nanosystems have only been demonstrated in academic facilities. 

1.2 Contributions 

In this thesis, I will present my work leading to the first demonstrations of nanosystems in the 

real world, building these systems in commercial fabrication facilities and foundries for the first 

time. To make this concept a reality, I have relied on new coordinated approaches that span the 

entire system stack – starting from new technologies such as carbon nanotubes that enable 

improved  transistors [Hills 2018] to new system architectures such as monolithic 3D integration 

[Sabry 2015] that enables dense integration between compute and memory. Therefore, in this 
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thesis, I touch on every level of the computation stack from improving material technologies to 

device engineering to system and architecture design – 

(a) Material Level Improvements: Starting at the material level, I show a reliable path 

towards extracting high purity solution processed semiconducting CNTs (s-CNTs) with a 

99.99% s-CNT purity required for fabricating carbon nanotube field-effect transistor 

(CNFET) based digital VLSI systems. Using extensive electrical testing of transistors 

(spanning 10,000 CNFETs with over 10 million CNTs per solution), I find the best 

combination of CNT synthesis source as well as polymer wrapping for the solution 

processed s-CNT extraction process. In addition, this work also analyzes key device 

metrics (ION, IOFF, threshold voltage, etc.) of CNFETs fabricated using these high purity s-

CNT solutions, showing how the choice of the CNT synthesis source can be decoupled 

from the choice of the polymer in the sorting process. 

(b) Transistor Level Improvements: In this thesis, I show the impact of CNFET device 

geometry engineering on digital VLSI energy efficiency (characterized by energy-delay 

product, EDP) as well as scaling. This work demonstrates how back-gate CNFETs enable: 

1) >1.6× EDP benefit for CNFETs due to reduced parasitic capacitances (versus top-gate 

CNFETs), 2) aggressive FET scaling to sub-3-nm technology nodes. Additionally, I 

investigate the underlying physics of off-state leakage behavior in CNFETs through 

experiments and experimentally-calibrated simulations and demonstrate paths for 

mitigating this leakage by further modification of the back-gate FET geometry.  

(c) New System Architectures (Monolithic 3D Integration): Taking the CNFET technology 

one step further, I demonstrate a hardware prototype of a monolithic three-dimensional 

(3D) imaging system that integrates CNFET computing layers directly in the back-end-of-
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line (BEOL) of a conventional silicon imager. Such systems can transform imager output 

from raw pixel data to highly processed information. To realize the imager, I fabricated 

three vertical circuit layers directly on top of each other: a bottom layer of silicon pixels 

followed by two layers of CMOS carbon nanotube FETs (CNFETs) (comprising 2,784 

CNFETs) that perform in-situ edge detection in real-time, before storing data in memory. 

This approach promises to enable image classification systems with improved processing 

latencies. 

(d) Foundry Integration: Finally, as a result of these material, device and system level 

advances, this work enabled a foundry transfer of the underlying CNFET technology, 

showing back-end-of-line (BEOL) integration of multi-tier CNFET logic with non-volatile 

resistive memory (RRAM) within a commercial foundry. The foundry process uses back-

gate CNFETs fabricated with the improved high purity s-CNTs as demonstrated in this 

thesis. These CNFETs and RRAM arrays are then used to realize monolithic 3D integrated 

circuits at a commercial 130 nm node technology. This is the first emerging 

nanotechnology to ever reach this level of maturity. 

1.3 Impact 

The impact of this thesis is three-fold – (1) I show improvements in the state-of-the-art of the exact 

technologies used to demonstrate nanosystems (CNTs, monolithic 3D integration) (2) the 

knowledge gained in the specific technologies can be translated to other emerging materials, as the 

same take-aways can be applied to other low-dimensional materials, and (3) I show how 

nanosystems in general are a promising and feasible approach that can transfer from academic 

“labs” to commercial “fabs”, in order to achieve continued gains in computing system 

performance. 
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1.4 Outline 

Chapter 2 shows how to reliably extract high-purity semiconducting CNTs and is partly 

reproduced from [Srimani 2021]. Chapter 3 is based on [Srimani 2018] and presents back-gate 

FET geometries to realize highly scaled CNFETs beyond the scope of conventional top-gate and 

gate-all-around FETs with simultaneous energy efficiency benefits in digital VLSI circuits. 

Chapter 4 is based on [Srimani 2019a] and reveals the underlying physics behind excess leakage 

current in CNFETs and presents techniques which can further improve this leakage behavior with 

additional improvements in digital circuit EDP. Chapter 5 goes beyond CNFETs and demonstrates 

a monolithic 3D IC with multi-tier CNFET circuits directly integrated over a Si CMOS imager. 

This chapter has been partly reproduced from [Srimani 2019b]. Chapter 6 is based on [Srimani 

2020] and presents foundry integration of CNFETs and demonstrates the first monolithic 3D ICs 

manufactured in a commercial foundry. Chapter 7 concludes the thesis. 
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Chapter 2: Comprehensive Study on High Purity 

Semiconducting Carbon Nanotube Extraction 

2.1 Background 

Physical and equivalent scaling of silicon-based field-effect transistors (FETs) has been a major 

driving force to improve computing energy efficiency for decades. However, continued silicon 

scaling is growing increasingly challenging [Kuhn 2012, Bardon 2016], motivating work on 

emerging nanotechnologies. For instance, one-dimensional carbon nanotubes (CNTs) are 

cylindrical nanostructures comprised of a single atomic layer of carbon atoms and have exceptional 

electrical, mechanical and thermal properties. Carbon nanotubes can be used to form carbon 

nanotube FETs (CNFETs), which are a leading candidate for realizing energy-efficient digital 

circuits [Wei 2009, Chang 2012, Franklin 2012b, Chen 2008, Baughman 2002, Javey 20003]. 

CNFETs (illustrated in Figure 2.1) follow the same general structure as traditional silicon metal-

oxide-semiconductor FETs (MOSFETs), but with CNTs forming the channel of the transistor with 

lithographically defined source, drain and gate regions [Shulaker 2013, Brady 2016, Liu 2020, 

Srimani 2018, Hills 2018]. Owing to CNT’s ultrathin body as well as superior carrier transport 

[Javey 2003, Brady 2016], digital VLSI circuits made from CNFETs are projected to achieve >7× 

energy efficiency benefit (characterized by energy-delay product, or, EDP) over similar systems 

made using silicon FETs even when compared at futuristic highly-scaled 2 nm technology node 

[Gilardi 2021, Hills 2018, Sabry 2015].  Moreover, rapid progress has demonstrated high 

performance CNFETs as well as CNFET based CMOS digital circuits, progressing from a single-

bit turing-complete computer to a complete 16-bit RISC-V microprocessor [Hills 2019, Brady 

2016, Liu 2020, Shulaker 2013, Cao 2017, Shulaker 2017, Amer 2019, Ho 2019, Srimani 2019b, 

Kanhaiya 2019].  
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Fig. 2.1. (a) Schematic of back-gate CNFET. LCH is the physical channel length, LSP is length of the intrinsic 

CNT region. (b) Experimentally measured ID-VGS characteristics for a transistor with LCH=1 µm (measured 

at room temperature). Device parameters listed in Table 2.1. (c). Die Micrograph (d) Scanning Electron 

Microscopy (SEM) images of fabricated CNFETs (channel zoomed in top right). (e) s-CNT solutions tested 

for understanding the impact of precursors (CNT source, polymers etc). 
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Yet despite this progress, experimental measurements of CNFETs often exhibit substantial off-

state leakage current (IOFF) due to presence of metallic CNTs. If such CNFETs are fabricated within 

circuits, they result in substantially increased leakage power and potential incorrect logic 

functionality [Hills 2019, Zhang 2012, Hills 2015, Shulaker 2015]. To address this major 

challenge, recent work [Hills 2019] has developed a circuit design technique known as Designing 

REsliency Against Metallic CNTs (DREAM), which reduces the s-CNT purity requirement of a 

digital VLSI circuit from 99.999999% to 99.99%, without imposing any additional processing 

steps. To meet this requirement, a wide variety of techniques have been investigated. For instance, 

multiple works have attempted to modify CNT synthesis conditions to primarily synthesize s-

CNTs. While successful, the highest purity reported is only ~99% s-CNT purity (measured 

optically) on only small-area substrates [Samanta 2014, Yang 2017]. Thus, significant work has 

attempted to remove remaining m-CNTs post-synthesis, primarily through solution-based sorting 

[Samanta 2014] (ranging from gradient-density centrifugation to DNA assisted chromatographic 

purification to aqueous two-phase separation to conjugate polymer extraction). Yet despite years 

of progress, no approach has been shown to meet all requirements, as it either does not achieve 

sufficient s-CNT puritya, it introduces contaminants which prohibit use within commercial 

semiconductor manufacturing facilities, or it is difficult to scale to high-volume production. 

Exacerbating progress is the fact that even with a single approach, there are multiple parameters 

that can be tuned independently, creating a massive design space of permutations which is 

challenging to explore. For instance, for conjugate polymer extraction, different CNT synthesis 

                                                           
a The best reliable solution sorting techniques report a s-CNT purity estimate of around 99.9% optically [Ding 2015]. 

Approaches that involve electrical testing of CNFETs to characterize the s-CNT purity [Liu 2020, Tulevski 2013, Lei 

2019], either use measurements at low drain bias (VDS) which improves the ION/IOFF ratios [Brady 2016, Srimani 

2019b], or does not use a large enough sample size of transistors to measure purity accurately. These techniques 

although correct in theory leads to very optimistic estimates of solution-based s-CNT purity. 
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sources can be initially used to generate the raw starting materials, and then different conjugate 

polymers can be used to selectively sort for the s-CNTs.  

In this work, we demonstrate for the first time that conjugate polymer extraction (the only 

commercially available approach that has been integrated within commercial silicon foundries and 

major semiconductor manufacturing facilities [Bishop 2020, Srimani 2020]) can achieve the 

required >99.99% s-CNT purity for VLSI systems – confirmed through extensive electrical 

measurements and characterization. This is accomplished by systematically synthesizing, 

fabricating, and characterizing permutations of CNT synthesis sources and conjugate polymer 

choices, resulting in the optimal CNT solution. Moreover, through this detailed analysis, we also 

elucidate that the ideal CNT synthesis source as well as the ideal conjugate polymer used for 

sorting are independent from one-another. This important observation enables both to be optimized 

independently, greatly simplifying future CNT solution optimization work. 

2.2 Carbon Nanotube FET fabrication process 

The CNFET fabrication process has been reported previously and is described in [Hills 2019]. 

Figure 2.1a-b shows the schematics and measured electrical transfer characteristics (ID-VGS) of a 

typical back-gate p-channel CNFET. We use back-gate CNFETs for this study since they follow 

the fabrication process that is integrated in commercial foundries at a scaled ≤130 technology nm 

node and have been used to realize uniform and reproducible CNFETs and CNFET logic over 200 

mm substrates [Bishop 2020, Srimani 2020].  s-CNTs dispersed in a solvent (described below) are 

deposited at room temperature directly onto pre-fabricated high-k dielectric/ metal gate stack on 

silicon substrates. Typical SEMs after deposition can be seen in Figure 2.2e-f (more SEMs in 

Figure 2.3). Following deposition of the CNTs, CNTs outside of the channel region of the CNFETs 

are removed by etching in oxygen plasma. Finally, source and drain contacts are aligned to the 
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pre-fabricated gate stack and lithographically defined. A detailed process flow is shown in 

appendix A1.2.  

2.3 High Purity Semiconducting CNT extraction process 

 

 

 

 

 

 

 

 

 

Fig. 2.2. UV-Vis-NIR spectroscopy of sCNT solutions (solution followed by acronyms are listed in Table 

2.2) (a) for laser ablation CNTs wrapped with PFDD, PFPy, PCz and PFBPy (for more details about 

polymers see Table 2.2) (b) for arc discharge CNTs wrapped with PFDD, PFPy, PCz and a mixture of 

PFDD and PCz (c) for laser ablation, arc discharge and plasma CNT sources wrapped with PFDD. 

Measured absorption peak ratios (ϕ) from UV-Vis-NIR spectrum for each solution is reported in the legend 
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as a qualitative optical estimate of the solution s-CNT enrichment (more details in prior works [Ding 2015]). 

Although higher ϕ may indicate higher s-CNT content, it cannot differentiate between low band-gap CNTs 

and metallic CNTs. (d) AFM characterization of CNT length for laser ablation CNTs (LDD solution, same 

method is applied to estimate CNT length for each solution, more information in Figure A10.1-3). (e-f) SEM 

characterization of uniform CNT deposition on top of die surface for laser ablation CNTs (LDD solution). 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2.3.: SEMs of different CNT solutions after deposition on wafer, using semiconducting CNT (sCNT) 

solutions extracted from different CNT sources and polymers - (a-d) arc discharge CNTs (e-h) laser ablation 

CNTs (i) plasma CNTs. Table 2.2 lists all the different CNT sources and polymer types. 

For the CNT solutions, as described previously, an extremely diverse combination of CNT 

synthesis sources and conjugate polymers have been investigated in literature. Here, we restrict 

our analysis to the leading contenders based on literature [Wang 2015, Samanta 2014]. For the 
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Ablation, or Plasma. For the conjugate polymer, we use either PFPy, PFDD, PCz, or PF12BPy 

(listed in Table 2.2, see further details in appendix, Figure A9.1). As the preparation of the CNT 

solutions is a critical aspect of this work, we detail the process flow below: 

The enhanced hybrid conjugate polymer extraction (eh-CPE) process includes a traditional hybrid 

conjugate polymer extraction (h-CPE) and then a final conditioning treatment [Ding 2015]. The 

eh-CPE process is started by dispersing a mixture of acid treated raw SWCNTs (obtained from 

different synthesis sources) with the polymer PFDD (or PCz) in toluene at ~1/1 of polymer to CNT 

(P/CNT) ratio in all the different starting solutions. Each solution went through a sonication step 

(30-minute tip sonication) followed by an ultracentrifugation step (30 minutes, 12500 rpm, 

RCF:23700g). The extracted solution (i.e., the supernatant) was mixed with silica gel, sonicated 

(30 minutes), and then centrifuged (30 minutes, 12500 rpm). The supernatant collected from this 

centrifugation step was filtered using a PTFE membrane to collect a black film of PFDD (or PCz) 

wrapped CNTs with a polymer/CNT ratio of ~1/1. For the samples with a polymer other than 

PFDD or PCz (i.e., PFPy and PFBPy), a polymer exchange step was performed on a PFDD 

wrapped CNT, to completely replace PFDD with the corresponding polymer (i.e., PFPy and 

PFBPy). The polymer exchange [44] step was performed as follows. First, PFPy (or PFBPy) was 

mixed with a PFDD/CNT and then thoroughly dispersed in toluene by bath sonication (2h), and 

filtered using a PTFE membrane to collect a PFPy/CNT film. These two steps were repeated again 

to complete the polymer replacement. After all of the polymer-wrapped CNT samples were 

generated, the films were re-dispersed in toluene to undergo a set of additional conditioning 

treatments to further improve the s-CNT purity as well as solution stability. It was done by adding 

extra wrapping polymer to adjust the polymer/CNT ratio to ~4/1 from ~1/1 and then undergoing a 

2nd hybrid process with a centrifugation (12500 rpm, 30 mins) to yield pure s-CNT solution. These 
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pure s-CNT solutions were purged and sealed under nitrogen ambient before deposition on pre-

fabricated high-k dielectric/metal gate stacks for CNFET fabrication. A more detailed version of 

this eh-CPE process can be found in appendix, Figure A9.1. 

Figure 2.1e shows the s-CNT solutions (all dispersed in toluene) used for this experiment. UV-

Vis-NIR absorption spectrum for the solutions were performed using a spectrophotometer (Cary 

5000, Varian) over a wavelength range from 300 to 2100 nm (Figure 2.2 a-c). CNT length post-

sorting is measured using AFM (sample AFM for laser ablated CNTs wrapped in PFDD in Figure 

2.2d, length distributions in appendix, Figure A10.1-3). 

2.4 Experimental Results 

To compare the permutations and impact of CNT synthesis sources and conjugate polymers, we 

fabricated and electrically characterized 10,000 CNFETs for each CNT solution. Each CNFET is 

fabricated with a 20 µm width to contain an average of 1000 CNTs (confirmed through SEMs, 

Table 2.1 shows further details of the transistor geometries fabricated for these measurements). 

Thus, a total of 10 million CNTs were measured for each CNT solution, enabling accurate 

extraction of s-CNT purity (see appendix A8 for further details).  

To characterize the CNFETs, we measure the ID-VGS transfer characteristics of all 10,000 CNFETs 

per solution, enabling the extraction of key device metrics such as on-current (ION), off-current 

(IOFF), ION/IOFF ratio and threshold voltage (VT) (Figure 2.5a-e). Importantly, we characterize the 

CNFETs with a drain bias up to VDS=-1.8V in stark contrast to many prior works that characterize 

and claim s-CNT purity based on low VDS [Liu 2020, Tulevski 2013, Lei 2019] (sometimes using 

VDS <50mV). This distinction is critical, as binning CNTs between two binary bins of m-CNT vs. 
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s-CNT (as is conventional in the field) leaves substantial grey area for small bandgap CNTsb. With 

small VDS, small bandgap CNTs can still have high ION/IOFF ratio, and thus appear more as a s-

CNT. Yet at high VDS, small bandgap CNTs have low ION/IOFF ratios [Brady 2016, Srimani 2019] 

often <10, and thus essentially act as m-CNTs within circuits. While CNFETs in circuits have a 

range of VDS applied across them at any given time, the negative impact of m-CNTs appear 

primarily at high VDS, and thus we pessimistically characterize our s-CNT purity similarly with a 

high VDS, essentially binning small bandgap CNTs as m-CNTs (as this realistically is how they 

negatively impact a circuit). Figure 2.4a-h shows typical ID-VGS characteristics of 500 p-channel 

CNFETs with channel length (LCH) of 1 μm for a drain bias, VDS = -1.8V (measurements at ~23 

°C) measured from CNFETs fabricated using different CNT solutions (Table 2.2). Additionally, 

figure 2.5f shows the cumulative distribution function (cdf) of the ION/IOFF ratio as obtained from 

characterizing 10,000 CNFETs measured at a VDS of -1.8 V. We use the cdf of ION/IOFF ratios to 

analyze the efficacy of the solution sorting process, as solutions with higher s-CNT content would 

result in more transistors with higher ION/IOFF ratios leading to the cdf plots shifting to the right 

(Figure 2.6b-d). Mean ION and IOFF measured at a VDS of -1.8 V extracted from ID-VGS 

characteristics of 10,000 CNFETs for each CNT solution is plotted as ION-IOFF scatter plots (Figure 

2.6a) with a preferred solution having a higher ION at a lower IOFF. 

From Figure 2.6a, we observe s-CNT solutions prepared from laser ablation CNTs outperform s-

CNT solutions prepared from other CNT sources based on relative mean ION and IOFF. This point 

is further clarified in Figure 5d which shows that CNFETs fabricated with laser ablation CNTs 

have an improved cumulative distribution of ION/IOFF ratios (as measured from ID-VGS 

characteristics of ~10,000 CNFETs at VDS = -1.8 V) compared to arc discharge and plasma CNTs.  

                                                           
b Bandgap of a CNT is determined by its diameter and chirality [Dresslhaus 1995] 
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Additionally, from Figure 2.6c, we see that PFDD wrapped laser ablation CNTs have an improved 

ION/IOFF ratio distribution compared to laser ablation CNTs wrapped with other polymers such as 

PFPy, PFBPy and PCz (s-CNT purity estimate for each solution is shown in appendix, Figure 

A7.1, Table A7.1). Figure 2.6b demonstrates a similar trend for arc discharge CNTs where PFDD 

wrapped CNTs outperform PFPy or PCz wrapped CNTs.  

 

 

 

 

 

 

 

 

 

Fig. 2.4. Typical ID-VGS characteristics of 500 CNFETs fabricated using semiconducting CNT (sCNT) 

solutions extracted from different CNT sources and polymers - (a-d) arc discharge CNTs (e-h) laser ablation 

CNTs (i) plasma CNTs. Table 2.2 lists all the different CNT sources and polymer types. Transfer 

characteristics are color coded to match Figure 2.2,2.5 and 2.6. 

It is critical to note that Figure 2.6a-d shows how the CNT precursor and the wrapping polymer 
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illustrates for any particular polymer, the trend in ideal CNT source selection is always laser 

ablation, then arc discharge, then plasma. Similarly, Figure 2.6b and 2.6c shows for a particular 

CNT source (e.g. laser ablation or arc discharge), the trend in ideal polymer selection is always 

PFDD, then PFPy, then PCz. These observations illustrate experimentally that the ideal CNT 

synthesis source and ideal polymer used for the sorting process are independent from one-another, 

and thus can be optimized separately. 

 

 

 

 

 

Fig. 2.5. (a) Experimental ID-VGS characteristics of 500 CNFETs measured at room temperature at VDS = -

1.8 V for laser ablation CNTs wrapped with PFDD. Histograms of key device metrics obtained from 10,000 

CNFETs measured at VDS = -1.8 V - (b) ION (c) IOFF (d) VT and (e) ION/IOFF ratio. (f) cumulative distribution 

function of ION/IOFF ratio. 
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achieves a s-CNT purity of 99.9953%, (an estimate of s-CNT purity is computed for each solution 

in appendix, Figure A7.1, Table A7.1), above the 99.99% threshold (as required by DREAM design 

methodology) also achieving a median on-current of ~57 µAs per FET (LCH = 1 µm) and a mean 
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CNTs is slower than other techniques (e.g. arc discharge, plasma etc). Thus, future work should 

focus on scaling up the manufacturing process for PFDD sorted laser ablated CNTs for realizing 

energy efficient CNFET based digital VLSI systems. 

 

 

 

 

 

 

 

 

 

Fig. 2.6. (a) Mean ION-IOFF scatter plot for each solution as listed in Table 2.2, extracted from ID-VGS 

characteristics of 10,000 CNFETs for each solution (totaling 10 million CNTs per solution) measured at a 

VDS of -1.8 V. All solutions are color coded to match Figure 2.2, 2.4 and 2.5. Comparison of ION/IOFF ratios 

for different s-CNT solutions by characterizing the cumulative distribution function of ION/IOFF ratio (10,000 

CNFETs per solution) for (c) arc discharge CNTs wrapped with different polymers (c) laser ablation CNTs 

wrapped with different polymers and (d) PFDD wrapped laser ablation CNTs, arc discharge CNTs and 

plasma CNTs. Details of polymers and CNT sources listed in Table 2.2.   
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2.5 Summary 

In this work, we experimentally investigate the impact of CNT sources and polymers chosen as 

initial precursors for the solution based conjugate polymer extraction of semiconducting CNTs on 

the electrical performance CNFETs by performing extensive electrical characterization of 10,000 

CNFETs for each solution. Additionally, we show that for such solution sorted s-CNTs, impact of 

the polymer choice on the electrical performance of CNFETs remains same irrespective of the 

source of the CNTs.  Finally, we demonstrate a combination of CNT and polymer - laser ablation 

CNTs wrapped with PFDD polymer – that can achieve the >99.99% s-CNT purity required to 

realize arbitrary digital VLSI systems. Thus, this work addresses a key challenge facing CNFET-

based electronics, and demonstrates a promising path towards extraction of ultra-high purity 

carbon nanotubes for energy efficient digital VLSI systems. 

Table 2.1: Transistor Parameters 
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Table 2.2: Solution Properties 

Sample CNT source Polymer Solution Φc (from UV-Vis-NIR data) 

LDD Laser Ablation PFDD 0.418 

LPy Laser Ablation PFPy 0.389 

LCz Laser Ablation PCz 0.403 

LBPy Laser Ablation PFBPy 0.401 

ArcDD Arc Discharge PFDD 0.406 

ArcPy Arc Discharge PFPy 0.396 

ArcDDCz Arc Discharge PFDD and PCz 0.425 

ArcCz Arc Discharge PFDD 0.452 

PlaDD Plasma PFDD 0.405 

 

1. PFDD: poly(9 9-di-n-dodecylfluorene-2 7-diyl) 

2. PFPy: poly[(9,9-di-n-dodecylfluorenyl-2,7-diyl)-alt-(2,6-pyridine)]. 

3. PFBPy: poly[(9,9-di-n-dodecylfluorenyl-2,7-diyl)-alt-(5,5’-(2,2’ bipyridine)]. 

4. PCz: poly[9-(1-octylnonyl)-9H-carbazole-2,7-diyl] 

 

 

 

 

 

                                                           
c Solution Φ refers to the absorption peak ratios calculated from UV-Vis-NIR data. Higher Φ may qualitatively indicate 

higher s-CNT purity optically, however it cannot conclusively differentiate between lower band-gap CNTs and pure 

metallic CNTs. Hence, extensive electrical characterization of a statistically-significant sample size of transistors is 

necessary for measuring s-CNT purity of a solution accurately. 
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Chapter 3: Engineering Device Geometries for Scaling and 

Increased Energy Efficiency 

3.1  Background 

As scaling FET contacted gate pitch (CGP) becomes increasingly challenging, paths for continued 

scaling to 3 nm technology nodes and beyond remain unclear [Liebmann 2016, ITRS]. 

Additionally, larger parasitic capacitances due to thinning spacers between the gate and 

source/drain degrade energy efficiency [Kuhn 2012], further limiting CGP scaling [Bardon 2016]. 

This has motivated a search for emerging nanotechnologies to supplement or replace silicon FETs. 

For instance, carbon nanotubes (CNTs) can be used to form CNT FETs (CNFETs), which promise 

an order of magnitude EDP benefit for digital VLSI systems compared to silicon CMOS [Wei 

2009, Tulevski 2014].  

 

 

 

 

 

 

Fig. 3.1: Different FET geometries (illustrated with CNTs as the FET channel). (a) Conventional top-gate 

FET geometry. (b) Gate-all-around FET geometry. (c) Back-gate FET geometry. (d) Back-gate FET with 

negative LSP 

Figure 3.1 shows schematics of three different CNFET geometries: top-gate, gate-all-around 
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geometries (such as gate-all-around (GAA) [Franklin 2012, Chen 2008, Franklin 2013]), here we 

show that back-gate FET geometries provide major advantages that have not been exploited for 

highly scaled technologies: (1) back-gate FETs enable physical scaling beyond the limits of both 

top-gate and gate-all-around FET geometries, and (2) back-gate FETs provide significant 

additional EDP benefits owing to reduction in parasitic capacitances compared to top-gate and 

GAA FETs. 

3.2  Back-Gate FET Geometry Benefits 

First, back-gate FETs enable physical scaling beyond both top-gate and GAA FETs for further 

reduced CGP, enabling more highly-scaled technology nodes. CGP corresponds to the gate pitch 

between two or more FETs connected in series with a shared source/drain contact; it is equal to 

the sum of the source/drain contact length (LC), the physical gate length (LG), and the two spacer 

regions (2LSP) that separate the gate from the source/drain (Eq. 1). 

Eq. 1:                        CGP = LC + LG + 2LSP    

For back-gate FETs, the spacer regions are not necessary to avoid unintended electrical contact 

between the gate and the source/drain (i.e., electrical shorts), since the back-gate is on a physically 

separate plane beneath the source/drain [Tulipe 2008, Doris 2015]. Therefore, there can be 

intentional overlap between the gate and the source and drain (which mathematically corresponds 

to LSP < 0 in Eq. 1, shown in Figure 3.1d).  Thus, CGP can be reduced by decreasing LSP (e.g., 

below zero) – even without improving fabrication techniques for scaling LC and LG.     

3.3  Experimental Demonstration: 30 nm CGP CNFETs & Digital Logic 

As an experimental demonstration, we fabricate back-gate CNFETs and digital logic from FETs 

that fit within a record-scaled CGP = 30 nm (Figure 3.2). We use CNFETs because (1) the CNTs 
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can be deposited over the pre-fabricated gate stack at room temperature (e.g., through solution-

based processing [Cao 2013], in contrast to silicon channels which can require temperatures >1000 

°C) [Vinet 2011, Sabry 2015], and (2) CNFETs are a leading and rapidly maturing contender for 

energy-efficient computing as high-performance devices and complete digital systems have been 

experimentally demonstrated [Wei 2009, Tulevski 2014, Sabry 2015, Shulaker 2017].  

 

 

 

 

 

 

 

 

 

 

 

Fig. 3.2: Benchmarking current work with respect to contacted gate pitch across best reported scaled 

technologies in literature, references [16]-[24] are [Cao 2017, Mistry 2017, Narasimha 2017, Seo 2014, Qiu 

2017, Desai 2016, Hahn 2017, Nourbakhsh 2016, Zhao 2017] respectively. [16] reports footprint, [17] 

doesn’t report LG or Leff, [18] reports Leff, [19] reports the gate length, [20-24] CGP data extracted from SEMs 

reported in respective papers. 

The fabrication flow for a back-gate CNFET is shown in Figure 3.3. To achieve a CGP of 30 nm, 

the CNFETs are patterned with LC = 20nm, LG=18nm, and LSP=-4nm (i.e., 4 nm intentional overlap 

of the back-gate with the source and the drain), with a physical channel length (LCH=CGP-LC) of 
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10 nm. Scanning electron microscopy (SEM) and transmission electron microscopy (TEM) images 

of the fabricated devices are shown in Figure 3.4. Importantly, this CGP scaling is achieved 

without additional scaling of LG and LC. This highlights how this approach can decouple the 

conflicting constraints on LC and LG (longer Lc and LG can result in improved contact resistance 

and electrostatic control) from the constraints imposed by needing to aggressively scale CGP 

(ideally scaling both LC and LG). Figure 3.5 shows electrical characterization of typical CNFETs 

and the measured voltage transfer curve from a CNFET inverter fabricated from 30 nm CGP 

CNFETs, illustrating functional operation. This digital logic comprises of FETs with the most-

scaled CGP ever realized to date (Figure 3.2). 

 

 

 

 

 

 

 

 

Fig. 3.3: Process flow of back-gate CNFETs. While back-gates are not embedded within the substrate, a 

conventional damascene process can be used to achieve the reduced parasitics for back-gate FET 

geometries. E-beam photoresist thickness (< 40nm) limits the metal thickness in our experimental 

demonstration to <10 nm. 
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Fig. 3.4. Fabricated back-gate CNFETs with 30 nm CGP. (a-d) Top view scanning electron microscopy 

(SEM) images of typical 30 nm CGP back-gate CNFETs and CNFET digital logic (inverter). (a) Probe pad 

layout for the CNFET inverter (false colored). (b) Magnified view of a typical CNFET inverter, false colored 

to match the inverter schematic in (b), and the pads in (a). the image in (b) shows an inverter before the 

pads shown in (a) are deposited, since the pads cover some of these features. (c) Magnified view of a 

typical back-gate CNFET comprising a CNFET inverter (shown in (b)). (d) Magnified view of the CNFET 

channel region. LC is 20 nm and LCH is 10 nm, resulting in a 30 nm CGP. The LG is 18 nm, and overlaps 

both with the source (left contact) and drain (right contact) by ~4 nm. (e) Cross-section transmission electron 

microscopy (TEM) image of a back-gate CNFET with nominal 30 nm CGP. 
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Fig. 3.5: (left) ID-VGS characteristics of multiple 30 nm CGP CNFETs, achieving subthreshold-swings (SS) 

of ~125 mV/dec (at VDS=-0.5V). (middle) ID-VDS characteristic of sample 30 nm CGP CNFET. (right) Voltage 

transfer curve of a 30 nm CGP CNFET inverter, implemented using depletion load PMOS logic with VOH = 

0.4V VOL= 0.05V respectively. 

Importantly, the benefits of back-gate CNFETs extend beyond enabling continued scaling. Back-

gate FET geometries simultaneously reduce parasitic capacitances (e.g., gate –to source/drain 

capacitance), resulting in additional EDP benefits for digital VLSI circuits. The reduced parasitic 

capacitances are due to decreased electrical coupling of the gate beneath the source/drain. As 

shown in Figure 3.6, the parasitic capacitances for back-gate FETs is further reduced as CGP 

continues to scale (for the parameters in Table 3.1), resulting in major EDP benefits for digital 

VLSI circuits. To quantify these EDP benefits, we analyze physical designs of VLSI digital circuits 

from the processor core of OpenSPARC T2 [OpenSparc] and a 32-bit commercial processor core 

(Figure 3.7). These processor cores incorporate many effects present in realistic VLSI circuits that 

do  not  appear  in  small circuit benchmarks e.g., physical placement and routing congestion, wire 

parasitics, and buffer insertion to meeting circuit-level timing constraints [Hills 2015]. Due to 

reduced parasitic capacitances, back-gate CNFETs offer an average of 1.6× EDP benefit vs. top-
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gate CNFETs and 2.2× vs. GAA CNFETs. Importantly, these benefits are in addition to the 

substantial EDP benefits that top-gate CNFETs offer vs. Si FETs [Wei 2009, Tulevski 2014]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3.6: (top) Parasitic capacitances (gate-to-plug capacitance, CGTP (Fig. 2.1) for back-gate vs. top-gate 

and GAA FET. Back-gate FETs reduces parasitics by >2.5× vs. top-gate and by >2.8× vs. GAA for a 30 nm 

CGP (suitable for a sub-3 nm node). Benefits of parasitic reduction increases as CGP scales. Intrinsic 

Table 3.1 
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parasitics are determined using TCAD Sentaurus (Synopsys) and verified using COMSOL Multiphysics 

(COMSOL, Inc.) (with a discrepancy of <0.3% across all simulations).  (bottom) Table 3.1: Device 

parameters used for analysis. CGP values of 30 nm, 42 nm, 90 nm, and 180 nm correspond to 3 nm, 7 nm, 

22 nm, and 45 nm technology nodes, respectively [ITRS, Mistry 2017]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3.7: (top) Optimized EDP (normalized with respect to the optimized EDP for the GAA CNFET for each 

module) across modules from the OpenSparc T2 core and a 32-bit commercial processor core. Average 

EDP benefit of back-gate vs. GAA is 2.18×, and 1.6× vs. top-gate. (bottom) Total energy vs. frequency of 
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the 32-bit commercial processor core, showing the pareto-optimal EDP trade-off curves for back-gate, top-

gate, and GAA CNFETs. Left figure is extracted from these EDP trade-off curves. All simulations are done 

with respect to a 30nm CGP device with parameters listed in Table 3.1, Figure 3.6. Importantly, EDP 

benefits are maintained even with low-k spacers (e.g., with a k=4.4 spacer [Yakimets 2017], EDP benefits 

decrease by <10% (dec module of OpenSparcT2). Moreover, for many existing standard cell libraries, the 

same physical layouts can be used for FETs with back-gate geometries without any adjustments to the 

locations of FETs or to the metal routing within standard library cells (specifically for standard cell layouts 

in which vias to contact FET gates are located outside of the active region of the FETs).  

3.4  Additional Considerations 

The EDP benefits resulting from reduced parasitics (above) outweigh potential gains stemming 

from improved electrostatic control for GAA geometries (e.g., the subthreshold-swing (SS) for the 

back-gate CNFET can degrade from ~60 mV/decade to ~100 mV/decade, while still maintaining 

EDP benefits compared to GAA CNFETs with nearly ideal SS approaching 60 mV/decade as 

demonstrated in Figure 3.8) 

 

 

 

 

 

 

 

 

 

 

Fig. 3.8: EDP benefits resulting from reduced parasitics outweigh potential gains stemming from improved 

electrostatic control for GAA geometries. Subthreshold swing (SS) can degrade by > 58% (resulting in SS 
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= 100mV/dec), while still maintaining the EDP benefits compared to GAA CNFETs with assumed ideal SS 

approaching 60 mV/dec. Importantly, experimental demonstrations of CNFETs with LCH = 9nm have 

leveraged back-gate geometries and reported a SS better than 100 mV/dec (94 mV/dec), highlighting 

feasibility of this approach [Franklin 2012a]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3.9: Paths for realizing 15 nm CGP. Extraction of parasitic capacitance (CGTP) for the top-gate FET, as 

well as back-gate FETs assuming a 3 nm overlap between the gate and source/ drain and 1.5 nm overlap 

between the source/ drain. Even with overlap, back-gates will yield  >3× reduced parasitic capacitances at 

scaled nodes. Table 3.2 shows device parameters used for Figure 3.9. 
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In addition to showing scalability to a 30 nm CGP, this approach allows scaling to sub-20 nm 

CGP, using technology parameters that have already been achieved experimentally (Figure 3.9). 

For instance, a 9 nm LG [Franklin 2012a], a 9 nm LC [Cao 2015], and an overlap of the gate and 

the source and drain (-LSP) of 3 nm would result in a CGP of 15 nm. Importantly, even when 

assuming an overlap of the gate with the source and drain (the key to achieving a scaled CGP) for 

back-gate FETs, the parasitics can still be less compared to a conventional top-gate FET at the 

same CGP (Figure 3.9). The overlap of 3 nm is chosen because (1) it enables 15 nm CGP given 

experimentally realized dimensions for LC and LG and (2) it exceeds the projected lithographic 

overlap accuracy [ITRS], ensuring that some section of the gate will be under the entire channel 

to maintain electrostatic control. For such aggressively scaled sub-20 nm CGPs, EDP benefits 

degrade compared to 30 nm CGP, though still maintain EDP benefits compared to 30 nm CGP 

top-gate CNFETs (Figure 3.10). 

 

 

 

 

 

 

 

 

 

 

Fig. 3.10: Comparison of relative EDP of a fan-out 4 (FO-4) inverter (normalized to EDP of CGP 30nm top-

gate CNFET) vs CGP of back-gate CNFETs (all devices have contact length of 9nm and gate length of 

9nm, LSP is varied to reduce CGP).  
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3.5  Summary 

We experimentally demonstrate record-scaled 30 nm CGP FETs and digital logic, leveraging back-

gate CNFETs. We rigorously quantify the benefits of back-gate CNFETs by analyzing physical 

designs of digital VLSI circuits, showing that this approach provides additional EDP benefits vs. 

top-gate and GAA CNFETs due to reduced parasitic capacitances. Furthermore, this approach is 

applicable to a wide range of FETs using emerging channel materials (such as 1D and 2D 

nanomaterials) provided that: 1) they can be fabricated at low temperatures (e.g., <400 °C, 

including channel deposition and subsequent FET processing), and 2) the channel is nanometer-

thin for ideal electrostatic control using the back-gate. Thus, we demonstrate significant benefits 

of back-gate FETs, illustrating that they should be seriously considered for future highly-scaled 

and energy-efficient digital electronics. 
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Chapter 4: Gate geometry engineering for improved CNFETs 

4.1  Background 

While physical and equivalent transistor scaling has been a major driving force for improved 

energy efficiency, continued scaling is becoming increasingly challenging and no longer yields the 

same historical energy efficiency benefits [Kuhn 2012, Bardon 2016]. This has promoted the 

search for emerging nanotechnologies as potential supplements to silicon, such as one-dimensional 

and two-dimensional materials. For instance, one-dimensional carbon nanotubes (CNTs) are 

cylindrical nanostructures comprised of a single atomic layer of carbon atoms and have exceptional 

electrical, physical and thermal properties [Riichiro 1998, Wei 2009, Chang 2012, Franklin 2012b, 

Chen 2008, Baughman 2002]. A CNT field-effect transistor (CNFET) is formed by using multiple 

parallel semiconducting CNTs as the channel of the transistor with traditional lithographically 

defined source, drain and gate [Javey 2003, Shulaker 2013, Shulaker 2017]. Owing to the 

simultaneously ideal electrostatic control (owing to their ultra-thin body, set by the ~ 1 nm 

diameter of a CNT) and superior carrier transport, digital VLSI systems fabricated with CNFETs 

are projected to achieve an order of magnitude improvement in energy-delay product (EDP, a 

metric of energy efficiency) compared to silicon CMOS [Wei 2009, Tulevski 2014]. 

Figure 4.1a shows the schematics and measured electrical transfer characteristics (ID-VGS) of a 

typical back-gate CNFET. All CNFETs in this work are fabricated as back-gate CNFETs, using 

>99.9% pure semiconducting CNTs [Nanointegris]). CNTs dispersed in solution are deposited at 

room temperature over a pre-fabricated high-k metal gate stack (defined by electron-beam 

lithography). Following deposition of the CNTs, source and drain contacts are aligned to the pre-

fabricated gate stack and lithographically defined. CNTs outside of the channel region of the 
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CNFETs are removed by etching with oxygen plasma. A detailed process flow is shown in 

appendix, Fig. A1.1.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4.1. (a) Schematic of back-gate CNFET. LCH is the physical channel length, Lsp is (use definition from 

text), etc.. (b) Experimentally measured ID-VGS characteristics for a transistor with LCH=180nm (measured 

at room temperature). Device parameters listed in Table 4.1. (c-e). Schematics of symmetric vs asymmetric 
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CNFETs, together with matching scanning electron microscopy (SEM) images of fabricated CNFETs. (c) 

Symmetric back-gate CNFET with the gate overlapping the source and drain, (d) Asymmetric back-gate 

CNFET with the same gate length and contacted gate pitch (CGP) as (c), but with the gate laterally shifted 

to achieve zero overlap between the gate and drain, (e) Asymmetric back-gate CNFET with the same gate 

length and contacted gate pitch (CGP) as (c), but with the gate laterally shifted to achieve an intrinsic CNT 

region between the gate and drain. 

 

4.2  Leakage Current in CNFETs 

Although CNFETs are a rapidly maturing contender for energy efficient computing [Wei 2009, 

Shulaker 2017, Tulevski 2014, Chang 2012, Sabry 2015], measurements of experimental CNFETs 

often exhibit significant off-state leakage current. This leads to increased leakage power 

dissipation and potential incorrect logic functionality. To understand this off-stage leakage 

behavior, we characterize CNFETs across a range of different biasing conditions (gate potential, 

VGS, and drain potential, VDS) and physical geometries (channel lengths, LCH). Figure 4.2a-e shows 

the ID-VGS characteristics of CNFETs with LCH spanning 2 μm down to 180 nm. As is typical, all 

of the CNFETs demonstrate exponential rise in off-state leakage current with increasing VDS 

[Brady 2016, Qiu 2017].  While this off-state leakage current is often attributed to short channel 

effectsd (such as drain-induced barrier lowering, DIBL), short channel effects cannot be the 

predominant source of the increased off-state leakage current due to: (1) increasing off-state 

leakage current does not occur in tandem with degrading inverse subthreshold slopee ; in contrast, 

inverse subthreshold slope remains constant, and (2) increasing off-state leakage current with 

                                                           
d Short-channel effects such as drain-induced barrier lowering (DIBL), velocity saturation, hot carrier injection, 

etc., degrade electrical characteristics in MOSFETs and occur when the channel length is comparable to the depletion 

width of source and drain junctions. [Veeraraghavan 1989] 
e Inverse sub-threshold slope is defined as the inverse of rate of change of ID with VGS in transfer characteristics. 
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increasing VDS occurs independent of the CNFET channel length (and occurs even at large channel 

lengths of >1 µm).  

 

 

 

 

 

 

 

 

 

 

 

Fig. 4.2. (a-e) Experimental room temperature ID-VGS plots for CNFETs fabricated with a range of different 

channel lengths (LCH). From (a) through (e), the channel lengths are: 180 nm, 500 nm, 1 µm, 1.5 µm, and 

2 µm, respectively. The VDS varies from -1.8 V to -0.1 V (dark green to light green curves), and Table 4.1 

lists the device parameters. (f) Simulated ID-VGS of a CNFET with LCH =180nm using TCAD Sentaurus. The 

simulated device structure has the same dimensions as the experimental device shown in Figure 4.2a with 
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LCH = 180nm [experimental parameters listed in Table 4.1, device parameters used listed in Table 4.2]. The 

simulated CNFET exhibits the same trends in IOFF as the measured CNFETs.  

Rather, this increased off-state leakage current is indicative of Gate-Induced Drain Leakage 

(GIDL, Figure 4.3). GIDL occurs at large gate-to-drain bias, when there is sufficient energy-band 

bending near the drain of the channel that valence band electrons can tunnel into the conduction 

band (referred to as band-to-band tunneling, BTBT, illustrated in appendix A6). In schottky barrier 

FETs [Zhang 2002, Lin 2001, Tsui 2005, Husain 2009] (such as CNFETs where the conduction of 

the FET is determined by the height of the schottky barrier of the metal to the semiconducting 

channel), this GIDL behavior is caused by parasitic schottky barrier tunneling [Zhang 2002, Lin 

2001, Tsui 2005, Husain 2009] near the drain end of the channel (appendix A6).  Illustrated in 

Figure 4.3a, parasitic schottky barrier tunneling occurs when a large gate-to-drain bias reduces the 

schottky barrier tunneling width, resulting in exponentially increasing electron injection through 

the schottky barrier (even when the FET is biases in the off-state). These tunneling current resulting 

from GIDL result in the exponentially increasing off-state leakage current at large gate-to-drain 

biases.   

While GIDL has been studied extensively in bulk semiconductors (such as silicon, silicon-

germanium, and III-V compound semiconductors), this GIDL-induced leakage behavior exhibited 

by CNFETs has not been previously discussed or incorporated into device-level models [Lee 2015, 

Deng 2007, Wei 2009, Luo 2013]. To investigate the detailed physics responsible for this excess 

off-state leakage current, we develop a CNFET model in TCAD sentaurus [Sentaurus] which 

includes the effect of this GIDL-induced leakage behaviorf (Supplemental Information). Figure 

                                                           
f Sentaurus device [Sentaurus] solves a system of coupled poisson, electron and hole continuity 

equations in presence of Hurkx tunneling model [Hurkx 1992], to estimate the parasitic schottky barrier 
tunneling near the drain end and model this GIDL like behavior (more discussion in supplementary 
information). 
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4.2f shows the ID-VGS characteristics of the back-gate CNFET device model from Sentaurus 

Device. Our simulations (Figure 4.2f) closely match experimental ID-VGS characteristics (Figure 

4.2a), with exponential rises of Ioff with increasing gate-to-drain baises. Thus, it indicates GIDL is 

responsible for this excess off-state leakage current. 

 

 

 

 

Fig. 4.3. (a-c) Energy band diagrams for a symmetric, asymmetric gate CNFET (with a thin intrinsic CNT 

region) and asymmetric gate CNFET (with a large intrinsic CNT region). The energy-band diagrams are 

shown for VGS > 0 V and VDS < 0 V to highlight the presence (or lack there-of) of GIDL (e.g., the difference in 

tunneling width through the schottky barrier and consequently lower IOFF for the asymmetric CNFETs).  

4.3  Asymmetric Back-Gate CNFETs 

With understanding of the source of off-state CNFET leakage current, we next propose and 

experimentally demonstrate a path for overcoming it. Several approaches for overcoming GIDL 

have been pursued with current silicon and III-V based technologies, all with the aim of reducing 

the electric field near the drain. For instance, FETs with relaxed access regions (i.e., extension 

regions) or, undoped spacer regions [Zhang 2002, Lin 2001, Lin 2013, Kerber 2013, Chen 1992, 

Yuan 2008, Lee 2013, Choi 2003] limit the electric field near the drain end of the channel 

(appendix A6), thereby suppressing this excess off-state leakage current. However, these 

techniques suffer from several drawbacks: they require complicated dopant profile engineering 

[Lin 2013, Kerber 2013, Chen 1992, Yuan 2008, Lee 2013, Choi 2003] accomplished through 
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interstitial doping [Beyer 1977], and increase the total device footprint area due to the additional 

spacer regions between the gate and the drain (defined by contacted gate pitchg (CGP) [Lin 2001, 

Lin 2013, Lee 2014]). Moreover, carbon nanotubes cannot be doped using interstitial doping 

[Appenzeller 2005] as it damages the pristine CNT lattice, making these previous techniques non-

applicable to CNFETs.  

Here we demonstrate that GIDL can be successfully overcome by engineering asymmetric gate 

geometries within CNFETs. The key advantages of this approach is that it does not require any 

complex dopant profiles nor does it impact the total device footprint area.  Figures 4.1c-e illustrate 

a range of CNFETs with different gate geometries. Figure 4.3a shows a conventional CNFET with 

a symmetric gate geometry whereby the gate spans the entire CNT channel, overlapping equally 

with the source and drain electrodes [Shulaker 2013, Shulaker 2017]. It is this overlap in the gate 

and drain that results in large electric fields in the schottky barrier near the drain contact (Figure 

4.3a), leading to excess off-state leakage current. In contrast, Figure 4.3b-c illustrate CNFETs with 

asymmetric gate geometries, whereby the gate is shifted away from the drain towards the source. 

With enough lateral shift, the gate eventually does not overlap at all with the drain, resulting in an 

intrinsic section of CNTs self-aligned to the drain contact. This section of intrinsic CNT prevents 

the high electric field near the drain even at large gate-to-drain biases, suppressing GIDL-induced 

leakage (Figure 4.3b-c). Importantly, this approach is accomplished without any additional 

processing steps as it is implemented entirely during the lithographic patterning of the gate and 

drain which occurs regardless. 

                                                           
g Contacted Gate Pitch or CGP is defined as the sum of the source/drain contact length (LC), the physical 

gate length (LG), and the two spacer regions (2LSP) that separate the gate from the source/drain (Eq. 1, 
Figure 4.1). 

Eq. 1:                        CGP = LC + LG + 2LSP    
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Fig. 4.4. (a-e) Experimental ID-VGS characteristics of back-gate CNFETs with varying LSP [defined in Figure 

4.1a], showing an average reduction of Ioff by ~60×, and with average improvement in Ion/Ioff by ~30×. Similar 

to Fig. 4.2, from (a) through (e), the channel lengths are: 180 nm, 500 nm, 1 µm, 1.5 µm, and 2 µm, 

respectively. (f) Simulated ID-VGS characteristics of the symmetric vs progressively asymmetrically back-

gate CNFETs with varying LSP. Table 4.2 lists the device parameters used for the device model. (g) 

Schematic of symmetric vs asymmetric back-gate CNFETs for the different CNFETs plotted in (a) through 

(e).  
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Scanning electron microscopy (SEM) images of fabricated CNFETs ranging from symmetric gate 

CNFETs to CNFETs with varying degrees of asymmetry in the gate structure (i.e., varying 

amounts of lateral shifts away from the drain) are shown in Figure 4.1c-e. The varying amounts of 

lateral shifts are introduced during lithographic patterning of the gate, and are quantified by the 

length of the intrinsic CNT region (LSP, Figure 4.1a) separating the gate and drain. Similar to 

Figure 4.3, we measure the experimental ID-VGS characteristics for CNFETs with varying channel 

lengths (LCH = 2 µm down to 180 nm). Figure 4.4 shows typical ID-VGS characteristics for these 

devices, including both symmetric and asymmetric CNFETs. As illustrated in Figure 4.4, all 

symmetric CNFETs (and all CNFETs where there is no CNT intrinsic region) suffer from 

substantial GIDL-induced off-state leakage current. In stark contrast, asymmetric gate CNFETs 

(with LSP > 0 near the drain), have reduced off-state leakage current: the average IOFF reduction 

exceeds 60× compared to symmetric gate CNFETs, demonstrating the benefits of this approach. 

Importantly, having large ungated intrinsic CNT regions near the drain introduces additional 

channel resistance which degrades on-state current (ION). However, the overall ION/IOFF ratio, a key 

metric for device performance, improves by over an order of magnitude: the 60× reduction in IOFF 

corresponds with an average ION degradation of <2×, resulting in an overall benefit in ION/IOFF by 

>30× (supplemental information). Additionally, we replicate these results with our CNFET model 

that captures GIDL, simulating matching symmetric and asymmetric gates as our experimental 

CNFETs in Figure 4.4. Our simulation results validate the experimental data (Figure 4.4a), 

predicting substantial decreases in off-state leakage current at a minor cost in on-state current. In 

fact, the model predicts gains can potentially exceed >106× improvement in ION/IOFF ratio 

(assuming ideal CNFET performance). 
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4.4  Additional Benefits: Energy Efficiency 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4.5. (a) Schematic of a FO-4 (fan-out 4) inverter with highlighted load capacitance and miller 

capacitances. (b) Schematic of a back-gate CNFET, highlighting parasitic source and drain capacitances 

(CGS and CGD respectively). (d) Energy-delay product (EDP) of a FO-4 inverter design with symmetric and 

asymmetric gate CNFETs. EDP defined in Equation 8. Equations 1-7 are used to calculate dynamic energy, 

delay and leakage power (considering miller capacitances [Sedra 1998, Rabaey 2002, Andreev 2006]). 
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Improvement in the miller capacitances (Fig. 3.5c) for asymmetric CNFETs lead to a 1.45× improvement in 

EDP. (e) Comparison of simulated leakage power of a FO-4 inverter for the symmetric vs asymmetric gate 

technologies. Figure 4.5(c-e) are calculated using extracted device parameters from Sentaurus device 

simulations for a symmetric and asymmetric back-gate CNFET. For the symmetric back-gate CNFET, we 

assume 120 nm gate overlap with the source and drain, whereas for the asymmetric back-gate CNFET, 

the gate is offset from the drain by 16 nm (e.g., LSP = 16 nm). 

Moreover, the asymmetric gate geometry also affects the parasitic capacitances of the CNFETs. 

As the gate laterally shifts further from the drain towards the source, the parasitic source 

capacitance increases while the parasitic drain capacitance decreases (Figure 4.5). To analyze the 

circuit-level impact of these asymmetric gates, we analyze a fan-out 4 inverter (Figure 4.5a) using 

extracted device parameters from the TCAD Sentaurus simulations. Due to the reduced parasitic 

drain capacitance (the effect of which is amplified as the impact this capacitance has on the circuit 

is amplified due to the Miller Effect [Sedra 1998, Rabaey 2002, Andreev 2006]), the asymmetric 

CNFETs actually yield a slight (~1.45×) benefit in energy-delay product (EDP, a metric of energy-

efficiency) versus symmetric CNFETsh.  

4.5  Summary 

In this work, we experimentally reveal the significant impact of GIDL on CNFETs, and provide 

an experimentally-calibrated model that closely matches our measured results. Moreover, we 

demonstrate a path for mitigating this off-state leakage current by engineering CNFET geometries 

with asymmetric gates. We experimentally demonstrate this approach reduces off-state leakage 

current by >60× while our calibrated models show potential benefits exceeding 106×. Thus, this 

                                                           
h Here, we analyze the impact for fan-out 4 inverters, although digital systems would also account for 

Miller Effect in other combinational and sequential logic gates. However, it is important to note that we show 
there is not an EDP degradation due to the change in capacitances for asymmetric FETs. 
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work addresses a key challenge facing CNFET-based electronics, and demonstrates a promising 

path towards realizing energy efficient CNFET VLSI digital circuits. 

Table 4.1. Device Parameters used in experiment 
 

 

 

 

 

 

  

 

 

 

 

 

 

Table 4.2. Device Parameters used in simulation 

 

 

 

 

 

 

 

 

 

LCH(μm) 0.09 0.18 0.5 1 1.5 2

LG (μm) 0.33 0.42 0.74 1.24 1.74 2.24

LC (μm) 0.5 0.5 2 3 3 3

HG (nm) 15 15 15 15 15 15

HC (nm) 25 25 25 25 25 25

TOX (nm) 10 10 10 10 10 10

Width(μm) 2 2 2 2 2 2

LCH(μm) 0.18

LG (μm) 0.42

LC (μm) 0.5

HG (nm) 15

HC (nm) 25

TOX (nm) 10

KSPACER 5.5

KOX 10.3
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Chapter 5: Monolithic 3D Imager 

5.1  Background 

Real-time, low-latency object classification from images or video is critical for a myriad of next-

generation applications ranging from autonomous driving to robotics to augmented reality [Lecun 

2015, Ren 2015]. However, such data-intensive applications are severely limited by the 

“communication bottleneck”: where the performance (e.g., speed and energy-efficiency) of such 

systems are dominated not by capturing the image itself but instead by the rate at which data can 

be read from the pixel array, stored in memory, read from the memory by a processor, and then 

classified (Figure 5.1) [Horowitz 2014, Rogers 2009]. To overcome this challenge, significant 

work today focuses on integrating imagers, memory, and logic through chip-stacking, whereby 

heterogeneous chips are stacked and bonded over one-another, using through-silicon vias (TSVs) 

to connect vertical layers [Gagnard 2010, Tsugawa 2017]. 

 

 

 

 

Fig. 5.1. 2D Image sensor with separate memory and compute ICs. The imager has to send data to a 

separate compute chip through a separate memory chip where data movement is limited by the pin-limited 

connectivity of the ICs 

While TSV-based approaches can provide benefits, they face several limitations (Figure 5.2): (1) 

the imager material is limited to substrates that have similar thermal expansion rates as silicon to 

Imager

Memory

Compute

Pin-limited 

connectivity
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avoid failure during wafer bonding to memory or logic dies/wafers (which are made from silicon), 

(2) TSVs require large keep-out-zones (KOZ), limiting the fill-factor of the pixels, memory, and/or 

logic layers, and (3) TSV dimensions (on the order of µms) limit via density and thus bandwidth 

between vertical layers. 

 

 

 

 

Fig. 5.2. Modern 3D integrated Imagers where different layers – imager, memory and compute ICs are 

integrated using through-silicon-vias (TSVs). Such imagers are often constrained by material choices 

(different TSV integrated ICs have to fabricated on the same material substrate to avoid wafer bonding 

failures). Additionally, due to the large size of the TSVs (~µms), they impose restrictions on the fill-factor of 

each pixel in the imager, simultaneously having much lower density compared to conventional back-end-

of-line (BEOL) vias. 

 

 

 

 

Fig. 5.3. Dream Monolithic 3D Imager Chip – where various layers of imager and compute are densely 

integrated by conventional BEOL vias. The imager can send data directly to compute without needing to 

store frames in an intermediate memory layer. Such imagers can capture and compute on all the pixels in 

Through-Silicon Vias (TSVs)
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TSV diameter
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parallel with significantly lower latency, where the output of the imager is highly processed information 

instead of raw pixel data. 

       

 

 

 

 

 

 

 

 

 

Fig. 5.4. (a) 3D imager micrograph (b) magnified optical microscopy image of sub-circuit, (c) edge-detector 

logic block with load CNFET, (d) CMOS CNFET inverter and (e) a typical CNFET, (3D model with SEM of 

channel, false colored to match the model). (f) Schematic and (g) 3D model of a Si photodiode (layer 1, 

highlighted in blue) monolithically integrated with a load CNFET (layer 2, highlighted in green) for 

transducing the current signal to voltage signal and a CMOS CNFET inverter (layer 3, highlighted in red) 

for digitizing the voltage output. 

To overcome these challenges, we experimentally demonstrate a prototype monolithic 3D imaging 

system with layers of computing circuits fabricated directly vertically over the imager substrate 

without any die- or wafer-bonding (Figure 5.3-4). This eliminates the need for serially reading the 

pixel array data to/from memory before classification. By monolithically integrating layers of 

a) 

b) c) d) e) 

f) 

g) 
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computing circuits (e.g., analog-to-digital converters and digital logic) directly in the back-end-of-

line (BEOL) over the imaging pixels, such monolithic 3D imagers can capture and compute on all 

of the pixels in parallel with significantly lower latency (without requiring costly serial accesses 

to memory). This transforms the imager output from raw pixel values to highly-processed 

information: the output from the camera system itself is object detection, classification, etc. 

Moreover, compared to conventional chip-stacking, our monolithic 3D approach (1) can be 

fabricated over arbitrary imaging substrates (Si, Ge, III-Vs, etc.), (2) requires no KOZ and thus the 

imagers and logic can realize nearly 100% fill-factor, and (3) can realize >1,000× vertical 

interconnect density (and thus increase in data bandwidth between layers) (BEOL nano-scale vias 

(ILVs) used for monolithic 3D can be >1,000× denser than TSVs, Figure 5.3) [Sabry 2015]. 

 

 

 

 

 

 

 

 

 

Fig. 5.5. 3D imager process flow with description (right). All patterning is done using MLA-150 direct write 

photolithography and all metal deposition done using electron beam evaporation and liftoff. Horizontal p-n 
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Si photodiodes were fabricated by implanting Sb (1e14 cm-2 , 60 KeV, 7° tilt) over a P++ Si wafer with 30 

nm screening ox (950C, 1 hr). Back-gate CNFETs [Srimani 2018, Lau 2018] were fabricated by a gate-

before-channel CMOS CNFET process [14] using solution-based CNT deposition (99.9% pure 

semiconducting CNTs [Nanointegris]). 

 

 

 

 

 

 

 

Fig. 5.6. (a) 8x8 3D imager schematic (b) edge-detector sub circuit highlighting different layers of active 

devices showing bitwise horizontal and vertical XOR operation summed up using OR gates leading to edge 

detection. Schematic is color coded to highlight the different physical layers of devices to match Fig 1. Layer 

1 (blue) comprises of an 8x8 array of p-n Si photodiodes, connected to layer 2 (green) consisting of PMOS 

CNFETs transducing the current signal to a voltage output finally connected to layer 3 (red) with CMOS 

CNFET inverters digitizing the output from the load CNFETs and XOR based edge detector circuit. 

5.2 Hardware Prototype 

While realizing monolithic 3D is challenging with Si CMOS due to its high temperature process 

(>1,000 °C, which can damage bottom layer devices and interconnects, [Vinet 2011]), we naturally 

enable such systems by using CNFET CMOS. We use CNFETs for upper-layers of logic because 

(1) their low-temperature processing (<300 °C) is within the BEOL thermal budget, and (2) 

CNFETs promise a ~10× benefit in energy-delay product (EDP) versus silicon CMOS [Hills 
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2018]. Our hardware prototype is shown in Figure 5.4. It consists of three monolithically integrated 

vertical layers: layer #1: a traditional Si imager using p-n junction photodiodes, layer #2: 

programmable digitization of the analog pixel output, layer #3: CNFET logic performing edge 

detection. As a demonstration, the prototype monolithic 3D imager is an 8×8 pixel array and 

comprises 2,784 CMOS CNFETs; all design and fabrication is wafer-scale (150 mm substrates) 

and VLSI- and silicon-CMOS compatible (process flow in Figure 5.5 [10]).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5.7. (a). Si photodiode with load CNFET (schematic and electrical response) (b). Si photodiode with 

the digitizer (schematic and electrical response). Individual circuit components color coded to match Figure 

5.4. *Light intensity scaled to the output power of the light source. 
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Fig. 5.8. Individual circuit components – optical microscopy images (with circuit symbol) and typical 

electrical response (a) p-n Si photodiode (b) PMOS CNFET (c) NMOS CNFET (d) CMOS CNFET inverter 

(>97.7% signal swing) (e) CMOS CNFET OR gate (>98% signal swing) and (f) CMOS CNFET XOR gate 

(>99.86% signal swing). For (b) and (c) ID-VGS characteristics is measured at VDS = -1.8 V 

Figure 5.6 shows the circuit schematic of a monolithic 3D pixel cell, as well as the full imager 

architecture. Data from all Si pixels on layer #1 are read in parallel through conventional ILVs 

used in the BEOL to layer #2 (i.e., no TSVs). On layer #2, a CNFET load transistor (with an 

adjustable gate bias) converts the pixel current to a voltage (Figure 5.6b). Again, in parallel, all 

illumination

gain

~15.3

gain
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pixel voltages are passed to layer #3 through ILVs, where CNFET CMOS logic then: (1) digitizes 

the voltage through a CNFET inverter, and (2) performs edge detection across the entire image 

(horizontal and vertical XOR operations are summed using OR gates to perform the edge 

detection). Thus, the imager output is edge detection rather than the raw pixel data (image output 

in Figure 5.9). Although we implement edge detection on our monolithic 3D prototype, our 

approach demonstrates the feasibility of large-scale monolithic 3D imaging systems, e.g., with 

high-resolution imagers integrated directly underneath a computing system implementing a 

convolutional neural net for low-latency image classification. 

5.3 Experimental Results 

Figure 5.7 and Figure 5.8 provide measured characteristics of the sub-systems and circuits 

comprising the imager. Figure 5.7 shows the digitized output response of a single monolithic 3D 

pixel cell comprising the Si pixel (layer 1), CNFET voltage converter (layer 2), and CNFET 

inverter for digitization (layer 3); by adjusting the biasing voltage, we can select the threshold for 

the digitization). Voltage transfer curves (VTCs: output voltage vs. input voltage) for all of the 

CNFET CMOS logic gates are shown in Figure 5.8. Figure 5.9 (Imager demo setup in Figure 

A10.1) shows the output of the full imager. We physically mask off different regions of the imager 

and illuminate the system with light. An image of the mask and the subsequent readout from the 

imager shows functional edge detection for a variety of shapes. 
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Fig. 5.9. Experimental output response (IX,Y) of the edge-detector circuit for (a)-(b) dark and illuminated 

backgrounds, (c)-(h) single lines in different directions moved spatially, (i)-(j) multiple lines, (k) trapezium 

and (l) triangle 
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5.4 Summary 

We demonstrate a monolithic 3D imager comprising 3 vertically-integrated circuit layers: 2 layers 

of CNFETs over a conventional silicon imager substrate. While our hardware prototype performs 

edge detection, such systems pave the way for additional computing layers to perform critical tasks 

such as object detection or classification; transforming sensor outputs from raw data to actionable 

information. 
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Chapter 6: Foundry Transfer 

6.1  Background 

The inevitable slowing of two-dimensional scaling is motivating efforts to continue scaling along 

a new physical axis: the 3rd dimension. Here we report back-end-of-line (BEOL) integration of 

multi-tier logic and memory established within a commercial foundry. This is enabled by a low-

temperature BEOL- compatible complementary carbon nanotube (CNT) field-effect transistor 

(CNFET) logic technology, alongside a BEOL- compatible Resistive RAM (RRAM) technology. 

All vertical layers are fabricated sequentially over the same starting substrate, using conventional 

BEOL nano-scale inter-layer vias (ILVs) as vertical interconnects (e.g., monolithic 3D integration, 

rather than chip-stacking and bonding). In addition, we develop the entire VLSI design 

infrastructure required for a foundry technology offering, including an industry-practice 

monolithic 3D process design kit (PDK) as well as a complete monolithic 3D standard cell library. 

The initial foundry process integrates 4 device tiers (2 tiers of complementary CNFET logic and 2 

tiers of RRAM memory) with 15 metal layers at a ~130 nm technology node. We fabricate and 

experimentally validate the standard cell library across all monolithic 3D tiers, as well as a range 

of sub-systems including memories (BEOL SRAM, 1T1R memory arrays) as well as logic 

(including the compute core of a 16-bit microprocessor) – all of which is fabricated in the foundry 

within the BEOL interconnect stack. All fabrication is VLSI-compatible and leverages existing 

silicon CMOS infrastructure, and the entire design flow is compatible with existing commercial 

electronic design automation tools.  
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Fig. 6.1: BEOL Multi-Tier CNFET Logic + RRAM process in a commercial foundry. (a) Schematic of the 

process (from the PDK) established within the foundry. Process includes 4 device tiers (2 bottom tiers of 

RRAM memory and 2 top tiers of CNFET CMOS logic) and 15 metal layers. (b) Cross-section SEM 

illustrating section of the stack, showing BEOL CNFETs fabricated directly over BEOL RRAM memory cells 

with routing above and below. In this cross-section, bottom metal layers show dummy metal fill 
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(automatically performed using the PDK, Figure 6.5). (c) Magnified view of tight-pitched RRAM (d) Pass-

through vias through a device layer, illustrating how any unused device tiers can be leveraged as additional 

routing resources. (e) NMOS (top) and (f) PMOS (bottom) CNFETs, highlighting CMOS processes using 

work function source/drain engineering +electrostatic doping through oxide deposition over the NMOS. (c-

f) are false-colored to match corresponding coloring in (a).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6.2: BEOL CNFET CMOS at the 130nm node. (a) Cross-section SEM of two tiers of CNFET CMOS 

fabricated directly vertically overlapping in the BEOL. (b) Top view SEM of series CNFETs. (c-f) 

Characterization. (c) shows the physical layout of the BEOL CNFETs. (d-f) show typical I-V curves of P-

CNFETs and N-CNFETs fabricated on different layers in the BEOL (colors correspond to colors in (c)), 
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illustrated matching P- and N-CNFETs, as well as similar characteristics regardless of which layer in the 

BEOL the CNFETs are fabricated.   

6.2  Technology Foundations 

Complementary CNFET logic: 

CNFETs promise a 10× energy-efficiency benefit versus silicon CMOS [Hills 2018], and our low-

temperature CNFET fabrication process (≤425 °C) naturally enables integration in the BEOL 

[Shulaker 2017]. Figures 6.2 and 6.6 shows the first BEOL complementary CNFET logic within 

a foundry, leveraging a back-gate geometry with high-k / metal gate stack, and follows the 

“Manufacturing Methodology for CNTs” to overcome inherent CNT defects and variations [Hills 

2019]. Purified >99.99% semiconducting CNTs are deposited through solution-based deposition, 

and any remaining metallic CNTs are addressed through the DREAM design methodology [Hills 

2019, Bishop 2020]. To realize a robust wafer-scale complementary CNFET process, we leverage 

both metal contact work function engineering (to form both PMOS and NMOS) as well as 

electrostatic doping (to tune threshold voltage [Hills 2019, Lau 2018]). Cross-section images, 

typical characteristics and additional details are shown in Figures 6.1, 6.2, and 6.6. 

CNFET/RRAM memory: 

RRAM is a promising non-volatile BEOL-compatible (≤425 °C fabrication) memory with the 

potential for multi-bit storage [Hsieh 2019]. The RRAM is fabricated in a 1T1R topology, where 

the selector transistor (CNFET) and RRAM cell (bipolar RRAM with a TiN/HfOX/Ti stack) are 

fabricated directly vertically overlapping in a monolithic 3D fashion. Cross-section images, typical 

characteristics, and additional details of the 1T1R monolithic 3D CNFET/RRAM cells are shown 

in Figures 6.1 and 6.3-4. 
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Fig. 6.3: BEOL CNFET/RRAM monolithic 3D memory array characterization. (top) 1T(CNFET)-1R(RRAM) 

memory arrays are fabricated across different tiers of the monolithic 3D IC, using both PMOS and NMOS 

CNFETs as the selector. (b) Typical I-V characteristics of a 1T-1R cell, showing the form (F), set(S), and 

reset(R) of the RRAM cell through the CNFET selector (fabricated directly over the RRAM cell). Colors for 

(b) correspond to coloring in (a), showing which layers of the monolithic 3D IC the BEOL memory spans. 
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Fig. 6.4: BEOL CNFET/RRAM monolithic 3D memory array characterization. (top and bottom) Distributions 

of the set and reset voltages for 512-bit arrays fabricated across different BEOL layers within the monolithic 

3D IC. Colors correspond to coloring in Figure 6.3, showing which layers of the monolithic 3D IC the BEOL 

memory spans.  

Monolithic 3D: 

Integrating devices directly within the BEOL enables tight-pitch vertical interconnects using 

existing nano-scale ILVs. The resulting dense and fine-grained connectivity between BEOL tiers 



61 

 

of logic and memory promise substantial (>100×) energy efficiency benefits for challenging 

abundant-data applications. However, such BEOL integration requires low-temperature 

fabrication to avoid damaging previously fabricated tiers of devices and interconnects (a major 

challenge for conventional silicon CMOS, which requires >1,000 °C fabrication [Shulaker 2017]). 

CNFETs and RRAM naturally enable monolithic 3D integration due to their low-temperature 

fabrication and provides simultaneous device-level as well as system-level energy-efficiency 

benefits [Shulaker 2017, Sabry 2015]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6.5: Design infrastructure (+Monolithic 3D PDK) & example physical design flow. Using only industry-

standard EDA tools (e.g. Cadence®, Mentor Graphics®). 
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6.3  Foundry Integration: Process + Design  

VLSI Processing: 

The initial foundry process is implemented at a ~130 nm technology node across industry-standard 

200 mm substrates. The full process (Figure 6.1 shows the full monolithic 3D stack, integrating 4 

device tiers distributed throughout the BEOL metal stack) offers 15 metal layers on 13 different 

physical layers, using 42 mask layers. Owing to the monolithic 3D integration, maximum vertical 

connectivity between tiers is >11 million vertical interconnects per mm2 (ILV pitch of ~300 nm, 

at a ~130 nm node). All fabrication is wafer-scalable without any per- unit customization, 

leveraging existing silicon CMOS high-volume manufacturing processing and infrastructure. 

VLSI Design: 

Figure 6.5 summarizes the industry-practice VLSI design flow. The commercial grade PDK 

includes calibrated compact models for each technology, a 3D design-rule checker (DRC), a 3D 

layout-vs.-schematic (LVS) checker, 3D parasitic extraction (PEX), etc. The 3D PEX accounts for 

all inter-tier parasitics between all device tiers (CNFETs and RRAM; this is in contrast to prior 

works which often partition a design across tiers and design each tier independently). The library 

contains 906 standard cells (distributed across all of the multiple tiers), including high-density, 

high-speed, and low-leakage standard cell variants. Importantly, our design flow uses existing 

commercial tools and performs all steps required to transform high-level description to final 

reticles (synthesis, place&route, EMIR, OPC, metal fill, etc.). 
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Fig. 6.6: Standard Library Cells, including GDS layout view, SEM microscopy image, and electrical 

measurement results for most-commonly used cells. For the measured results, each plot shows at least 
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100 overlaid output waveforms measured from different fabricated cells, demonstrating the reproducibility 

and robustness of the process. Gain (maximum absolute value of VOUT/VIN) is ~10 for single logic stages 

(e.g. INV, NAND2, NOR2) and is higher for cascaded logic stages (e.g. BUF); swing (difference between 

maximum VOUT and minimum VOUT) is ~99% of the supply voltage (VDD = 1.8V) for all cells. Additional library 

cell functions include (but are not limited to: D-flip-flops with asynchronous reset, D-flip-flops with scan, 

clock gating cells, multiplexors, exclusive-OR, exclusive-NOR, fill cells (to connect power rails during the 

place-and-route), and decap cells (to increase capacitance between power/ground supply rails). 

Established process is at a ~130 nm technology node.  

 

 

 

 

 

 

 

 

 

 

 

Fig. 6.7: CNFET CMOS 10T SRAM. Complete SRAM memory design, including address decoder, pre-

charge, and sense-amp circuitry, designed using custom memory compiler in conjunction with design flow 

in Figure 6.5. (bottom right) Electrical characterization results from measuring 1Kbit of 10T SRAM cells; the 

Write Word Line (WWL) assigns the value of the Write Bit Line (WBL, complement = WBLN) to Q (internal 

node). 

6.4 Hardware Experimental Results 

To validate the standard cell library and characterize the technologies, Figure 6.6 shows measured 

waveforms for a subset of the standard cells (combinational blocks such as full adders, sequential 

blocks such as flip-flops, etc., totaling >10,000 measured standard cells demonstrating 
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reproducibility and robustness); typical gain is >10 with rail-to-rail output voltage swing (>99% 

VDD). Additional fabricated and measured results are in Figures 6.3-4, 6.6-8 (for instance, Figure 

6.3-4 shows measured BEOL 1T1R memory arrays fabricated across multiple vertical tiers of the 

monolithic 3D IC, demonstrating arbitrary layering and connectivity). As an additional 

demonstration, we show BEOL CNFET 10T SRAM arrays (Figure 6.7) as well as the compute 

core a 16-bit microprocessor (containing 1,570 logic gates, Figure 6.8). All of the above is 

fabricated entirely within the BEOL as described previously and designed using the flow shown 

in Figure 6.5. 

 

 

 

 

 

 

 

 

 

 

Fig. 6.8: 16-bit microprocessor, fabricated from CNFET CMOS completely in the BEOL (design flow in 

Figure 6.4). We confirm functionality through random test pattern generation, and compare all output bits 

to simulation results. 

6.5  Summary 

This work establishes, for the first time, heterogenous integration of logic and memory within the 

BEOL within a commercial foundry leveraging emerging nanotechnologies. This is enabled by 
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transferring a complementary CNFET technology within the foundry and developing the full VLSI 

processing and design flows to support this new process. This represents a promising path for next-

generation nanoelectronic systems. 
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Chapter 7: Concluding Remarks 

As physical and equivalent scaling of silicon transistors is becoming increasingly challenging, 

“NanoSystems” offer the ability to address many of the challenges that conventional approaches 

face today (such as the scaling wall, power wall and the memory wall), simultaneously promising 

significant benefits in computing performance and energy efficiency. Unfortunately, despite the 

promise of nanosystems, all nanosystem demonstrations were fabricated in academic labs, and 

there were many challenges that prohibited nanosystems from transferring into industry and thus 

into the real world.  

This thesis addresses this critical problem. By demonstrating the world’s first adoption of 

nanosystems within industry, this thesis provides both a specific path forwards as well as a general 

approach of how to transform promising nanosystems in theory into practical systems that can 

impact our daily lives. To transform nanosystems from the “lab” to the “fab”, this thesis addresses 

challenges that span the entire stack: from low-level material optimizations, to semiconductor 

device engineering, to circuit and system design, up to architectures and application 

implementation. As a case-study, this thesis focuses on carbon nanotubes and monolithic three-

dimensional integration as the specific implementation of a nanosystem, yet the lessons and 

conclusions from this work are applicable to a broad set of emerging nanotechnologies and 

nanosystems. Beyond technology, this thesis shows unequivocally that nanosystems should – and 

can - be transferred from academic “labs” into commercial “fabs”, providing a realistic and feasible 

path forwards for computing to continue to improve and revolutionize the world we live in. 
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Appendix:  

A.1: Process Flow for baseline back-gate CNFETs at MIT 

Process Flow for back-gate CNFETs (with channel length >1 µm): 

The starting substrate for the back-gate CNFETs is silicon (resistivity of ~100 ohm-cm) with 800 

nm thermal oxide. To pattern the metal gate, the wafer is coated with a bilayer PMGI SF5 and SPR 

700 photoresist (~200 nm PMGI SF5 + 1000 nm SPR), and photolithography (with a Heidelberg 

maskless aligner) is used to define the gate electrode. Exposed photoresist is developed at room 

temperature (~21 °C) using CD-26. Electron beam (ebeam) evaporation is used to deposit 20 Å of 

Titanium followed by 18 nm Platinum, followed by lift-off. Atomic layer deposition (ALD) is used 

to deposit 10nm Al2O3 followed by 10nm HfO2 over the gate metal at 200 C. Following gate-stack 

fabrication, photolithography is performed using positive photoresist SPR to pattern contact holes 

to the gate metal electrodes, and a dry Cl2-based plasma etch is used to etch through the HfO2. The 

SPR is stripped in CD-26 followed by oxygen plasma. To prepare the wafer for CNT deposition, 

the surface is functionalized with hexamethyldisilazane (HMDS). The wafer is then submerged in 

s-CNT solutions of toluene (CNT incubation31) containing >99.9% pure semiconducting CNTs 

(modified Nanointegris36 and NRC supplied sCNT solutions) for 48 hours. To make the deposition 

uniform and reproducible we use a CNT concentration of 2 µg ml-1 for our deposition. After CNT 

incubation we perform a solvent cleaning step (coat pieces in PMGI SF5, bake at 235 C and 

sonicate pieces in NMP) to remove CNT aggregates from the surface of the die (RINSE1). After 

RINSE, SPR is patterned to cover the transistor channel regions, and oxygen plasma removes all 

excess CNTs (outside the channel region). Finally, the source and drain (5 Å Ti/ 45 nm Pt) are 

defined and patterned similar as the gate electrode.  
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Fig. A1.1: Process flow of back-gate CNFETs. (1) Si/SiO2 substrate. (2) photo lithography patterning, e-

beam metal evaporation and liftoff for back-gate (2 nm Ti/ 18 nm Pt). (3) 15nm Al2O3 15 nm HfO2 gate 

dielectric (eot ≈ 7.5 nm). (4) Submerge die in purified semiconducting CNTs dispersed in toluene. (5) Die 

Clean through NMP solvent rinse. (6) oxygen plasma etch to remove CNTs outside of transistor channel 

region. (7) source/drain patterning through photo lithography patterning, e-beam metal deposition and liftoff 

(0.5 nm Ti/ 45 nm Pt). 
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Table A1.1 Process flow for back-gate CNFETs at MIT (with channel length >1 µm) 

Process Name and No. Process Step Machine Used 

1. Lithography for Local Back 

Gate  

a. HMDS Bake (10 sec 

program)  

HMDS-TRL  

 b. Spin PMGI SF5 and bake at 

235C 

TRL Coater and hotplates 1/2  

 c.  Spin SPR 700 and bake at 90 

C  

TRL Coater and hotplates 1/2  

 d. Expose with Maskless 

Aligner or iStepper 

MLA 150 TRL or iStepper in 

ICL 

 e. Post Exposure Bake 115C Developer Brewer Vacuum Hot 

Plate TRL 

 f. develop for 70s  Developer Brewer TRL 

 g. quick O2 plasma descum  TRL Asher 

2. Deposit Gate contact metal 1 nm Titanium (for adhesion), 

20 nm platinum  

EBEAM-AU 

Temescal Model VES2550 TRL 

 

3. Lift Off a. Sonicate in Acetone beaker 

for 1.5 minutes,  

b. Transfer new Acetone beaker 

and sonicate again for 1.5 

minutes  

c. Rinse with IPA 

d. Sonicate in NMP for 15 

minutes at 60 C 

e. rinse with IPA then immerse 

wafer in IPA beaker for 1.5 

minutes 

 

Solvent Bench Au 

4. ALD HfO2 Gate Dielectric ALD 200 degrees (inner 

chamber) 15nm oxide 

ALD (Cambridge Nanotech) 

ICL 

5. Characterize film thickness Measure HfO2 film thickness TRL Ellipsometer  

6. Lithography for Oxide Etch 

Vias 

a. HMDS Bake (10 sec 

program)  

HMDS-TRL  

 b.  Spin SPR 700 and Bake at 90 

C  

TRL Coater and hotplates 1/2  

 c. Expose with Maskless 

Aligner 

MLA 150 TRL or iStepper in 

ICL 

 d. Post Exposure Bake (standard 

bake times) 

Developer Brewer Vacuum Hot 

Plate TRL 

 e. Develop with CD 26 for 70 

sec  

Developer Brewer TRL 

7. Etch Oxide for vias Etch HfO2 (15nm) stop on metal 

(CHLORINE Based Etch) 

Samco (TRL) 

8. Strip PR a. Sonicate in Acetone beaker 

for 10 minutes,  

b. Rinse with IPA 

c. Sonicate in NMP for 15 

minutes at 60 C 

d. rinse with IPA then immerse 

wafer in IPA beaker for 1.5 

minutes 

 

Solvent Bench Au 

9. Check etching depth Measure via depth with AFM AFM in ICL 
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10. Surface Descum Active O2 plasma for surface 

cleaning 

TRL Matrix Asher 

11. Deposit CNTs a. Solution based CNT 

deposition 

CNT incubator (Teflon 

containers) in Shulaker Lab 

 b. Anneal at 500 C for 5 mins 

10^-6  Torr 

Shulaker Lab vacuum furnace 

12. Lithography for CNT Active 

Etch (Etch away CNTs from 

unwanted regions) 

a. HMDS Bake (10 sec 

program)  

HMDS-TRL  

 b.  Spin SPR 700 and bake at 90 

C  

TRL Coater and hotplates 1/2  

 c. Expose with Maskless 

Aligner or iStepper 

MLA 150 TRL or iStepper in 

ICL 

 d. Post Exposure Bake 115C Developer Brewer Vacuum Hot 

Plate TRL 

 e. develop in CD-26 for 70s  Developer Brewer TRL 

13. Etch away CNTs Quick O2 Plasma Descum Asher TRL 

14. Strip PR a. Sonicate in Acetone beaker 

for 10 minutes,  

b. Rinse with IPA 

c. Sonicate in NMP for 15 

minutes at 60 C 

d. rinse with IPA then immerse 

wafer in IPA beaker for 1.5 

minutes 

 

Solvent Bench Au 

15. Lithography for S/D 

contacts for PMOS 

a. HMDS Bake (10 sec 

program)  

HMDS-TRL  

 b. Spin PMGI SF5 and bake at 

235C 

TRL Coater and hotplates 1/2  

 c.  Spin SPR 700 and bake at 90 

C  

TRL Coater and hotplates 1/2  

 d. Expose with Maskless 

Aligner or iStepper 

MLA 150 TRL or iStepper in 

ICL 

 e. Post Exposure Bake 115C Developer Brewer Vacuum Hot 

Plate TRL 

 f. develop for 70s  Developer Brewer TRL 

16. Deposit S/D contact metal 

for PMOS 

0.5 nm Titanium (for adhesion), 

40 nm platinum  

EBEAM-AU 

Temescal Model VES2550 TRL 

 

17. Lift Off a. Sonicate in Acetone beaker 

for 1.5 minutes,  

b. Transfer new Acetone beaker 

and sonicate again for 1.5 

minutes  

c. Rinse with IPA 

d. Sonicate in NMP for 15 

minutes at 60 C 

e. rinse with IPA then immerse 

wafer in IPA beaker for 1.5 

minutes 

 

Solvent Bench Au 
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Process Flow for back-gate CNFETs (with channel length <1 µm): 

The starting substrate for the back-gate CNFETs is silicon (resistivity of ~100 ohm-cm) with 800 

nm thermal oxide. To pattern the metal gate, the wafer is coated with a single layer PMMA positive 

photoresist (~200 nm 495k PMMA A4), and electron-beam (ebeam) lithography is used to define 

the gate electrode. PMMA is patterned with room temperature development at 21 °C using 3:1 

IPA:MIBK. Electron beam (ebeam) evaporation is used to deposit 10 Å of Titantium followed by 

15 nm Platinum, followed by lift-off. The area dose for e-beam lithography is carefully optimized 

by simulating the electron back-scattering effects in a stack of PMMA-SiO2 and PMMA-HfO2 in 

TRACER. Atomic layer deposition (ALD) is used to deposit 10nm HfO2 over the gate metal. 

Following gate-stack fabrication, photolithography with Maskless Aligner (MLA) is done using 

positive photoresist SPR to pattern contact holes to the gate metal electrodes, and a dry Cl2-based 

plasma etch is used to etch through the HfO2. The SPR is stripped in remover 1165 followed by 

oxygen plasma. To prepare the wafer for CNT deposition, the surface is functionalized with 

hexamethyldisilazane (HMDS, a common photoresist adhesion promoter). The wafer is then 

submerged in a solution of toluene containing >99.9% pure semiconducting CNTs (Nanointegris 

supplied IsoSol-S100) for 10 hours. To disperse CNTs in toluene, the CNTs go through several 

sonication steps to wrap the CNTs in a polymer to disperse them within the toluene, followed by 

several ultracentrifugation steps to remove non-dispersed CNTs and excess polymer. The source 

and drain are defined and patterned similar as the gate electrode. A last photo lithography step 

using bilayer resist (SPR+PMGI SF5 lift off layer), ebeam evaporation, and lift-off is performed 

to define larger probe pads and interconnect wires. After CNFET fabrication, SPR is patterned to 
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cover the transistor channel regions, and oxygen plasma removes all excess CNTs (e.g., CNTs 

outside of the transistor channel region, and therefore not protected by the SPR).  

 

 

 

 

 

 

 

Fig. A1.2. Process flow of scaled back-gate CNFETs. (1) Si/SiO2 substrate. (2) electron-beam(e-beam) 

lithography patterning, e-beam metal evaporation and liftoff for back-gate (1 nm Ti/ 15 nm Pt). (3) 10 nm 

HfO2 gate dielectric (eot ≈ 2.5 nm). (4) Submerge die in purified >99.9% pure semiconducting CNTs 

dispersed in toluene solution. (5) source/drain patterning through e-beam lithography patterning, e-beam 

metal deposition and liftoff (1 nm Ti/ 25 nm Pt). (6) oxygen plasma etch to remove CNTs outside of transistor 

channel region. (7) probe pad deposition defined through photolithography (maskless aligner), e-beam 

metal evaporation and liftoff (10 nm Ti/ 40 nm Pt). 

The starting substrate for the back-gate 30 nm CGP CNFETs are silicon substrates 

(resistivity of ~100 ohm-cm) with 800 nm thermal oxide. To pattern the metal gate, the wafer is 

coated with a single layer PMMA positive photoresist (~45 nm PMMA A1), and electron-beam 

(ebeam) lithography is used to define the gate electrode (LG ~18 nm). PMMA is patterned with 

cold development at -3.5 °C. Electron beam (ebeam) evaporation is used to deposit 3 Å of 

Titantium followed by 4 nm Platinum, followed by lift-off in heated 1-methyl pyrrolidone at 60 C 
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in a water bath. The area dose for e-beam lithography is carefully optimized by simulating the 

electron back-scattering effects in a stack of PMMA-SiO2 and PMMA-HfO2 in TRACER26. 

Following gate-stack fabrication, PMMA and ebeam lithography is again used to pattern contact 

holes to the gate metal electrodes, and a dry Cl2-based plasma etch is used to etch through the 

HfO2. The PMMA is stripped in hot acetone followed by oxygen plasma. To prepare the wafer for 

CNT deposition, the surface is functionalized with HMDS. The wafer is then submerged in a 

solution of 1,2-Dichloroethane (DCE) containing >99.9% pure semiconducting CNTs for 10 

minutes. To disperse CNTs in DCE, the CNTs go through several sonication steps to wrap the 

CNTs in a polymer to disperse them within the DCE, followed by several ultracentrifugation steps 

to remove non-dispersed CNTs and excess polymer. Following CNT deposition, the wafer is rinsed 

in hot Toluene for 60 minutes, followed by vacuum annealing at <10-5 Torr for >30 minutes. The 

source and drain are defined and patterned similar as the gate electrode, but are done in two 

separate steps to increase minimum resolution. A last ebeam lithography step, ebeam evaporation, 

and lift-off is performed to define larger probe pads and interconnect wires. After CNFET 

fabrication, PMMA is patterned to cover the transistor channel regions, and oxygen plasma 

removes all excess CNTs (e.g., CNTs outside of the transistor channel region, and therefore not 

protected by the PMMA). 
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Table A1.2 Process flow for scaled back-gate CNFETs at MIT 

Process Name and No. Process Step Machine Used 

1. Cleaning Si Wafer RCA clean RCA clean (SC1 + SC2) TRL   

 

2. SiO2 Growth 500nm thermal oxide Furnaces – MRL Industries 

Model 718 system- TRL A1 

GateOx 

 

3.Lithography for Local Back 

Gate with lift off 

a. Spin 40nm 950k PMMA A1 

and bake (for 30nm CGP FET); 

495k PMMA A4 200nm for 

higher technology nodes 

TRL Coater and hotplates 1/2  

 b. E-beam lithography – 3KeV 

Aperture 10 um Area Dose = 

600 uC/cm.^2 Line Dose – 1.4 – 

3.0 nC/cm (or vary current in 

pA regime for getting small 

features) 

Elionix FS-125 

 c.   Cold Development -15 C 

IPA:MIPK – 1:3 5s and 15s IPA 

rinse and nitrogen dry for scaled 

nodes/ room temperature 90s 

development using IPA:MIBK 

for higher technology nodes 

Solvent Bench Au, and hotplate 

TRL 

 d. Quick O2 plasma/ Forming 

Gas Anneal  

Matrix Asher 106/ Tube B1 

TRL 

4. Deposit Gate contact metal 0.3 nm Titanium (for adhesion), 

4 nm platinum (for 30nm CGP) 

FET) 1 nm Ti/ 15 nm Pt for 

higher nodes.  

EBEAM-AU 

Temescal Model VES2550 TRL 

 

5. Lift Off a. First, soak in acetone until all 

lift-off complete. Without 

letting it dry, move it quickly 

into IPA for a minute, then take 

out and dry. Check under 

microscope to make sure lift-off 

is complete.  

Solvent Bench Au 

6. ALD Al2Ox/ high-K dielectric ALD 200 degrees 5 nm oxide Cambridge Nanotech ICL 

7. Etch for contact holes a. HMDS coat TRL HMDS coater 

 

 b. Spin PR and bake  TRL Coater and hotplates 1/2  

 c. E-beam lithography  Elionix FS-125 

 d.  Develop PMMA room temp 

and descum entire wafer(1 

minute low temp O2 Plasma/ 

forming gas anneal)   

Solvent Bench Au and O2 

plasma in Matrix 106 Asher/ 

Tube B1 TRL  
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 e. Etch contact holes through 

oxide using Cl2/BCl3 etch stop 

on metal and quick HF dip 

Oxford-100 TRL/ RCA station 

for HF dip TRL 

 

8. Surface Descum Active O2 plasma for surface 

cleaning 

 

9. CNT deposition Substrate taken to Shulaker lab 

for solution based deposition of 

CNTs (99.9% isosol-100 from 

nanointegris) 

Chemical hood, Shulaker lab  

10. Lithography for S/D 

contacts with lift off 

a.  Spin 40nm 950k PMMA A1 

and bake (for 30nm CGP FET); 

495k PMMA A4 200nm for 

higher nodes 

TRL Coater and hotplates 1/2  

 b. E-beam lithography Elionix FS-125 

 c. Cold Development -15 C 

IPA:MIPK – 1:3 5s and 15s IPA 

rinse and nitrogen dry 

Solvent Bench Au, and hotplate 

TRL 

11. Deposit S/D contact metal 1 nm Ti and 8 nm Pt for scaled 

node and 1 nm Ti / 25 nm Pt for 

higher nodes 

EBEAM-AU 

Temescal Model VES2550 TRL 

 

12. Lift Off First, soak in acetone until all 

lift-off complete. Without 

letting it dry, move it quickly 

into IPA for a minute, then take 

out and dry. Check under 

microscope to make sure lift-off 

is complete. If finished, put in 

solvent to remove the lift-off 

layer 

Solvent Bench Au 

 

13. Pattern Active Region a. Prep Wafer with HMDS HMDS coater TRL 

 b. Spin on PMMA and Bake TRL PR coater hotplates 1/2  

 c. Ebeam exposure Elionix FS-125 

 d. Develop room temp. Solvent Bench Au 

 e. quick O2 plasma descum/ 

forming gas anneal 

Matrix Asher 106/ Tube B1 

TRL 

 f. Strip PR in strong solvent  Solvent Bench Au TRL 



78 

 

A.2: CNFET CMOS Process Flow 

Process Flow for CMOS back-gate CNFETs: 

The baseline CNFET CMOS process at MIT (Table A2.1) uses the same underlying back-gate 

CNFET process (Table A1.2) and then uses a conjunction of contact metal work function 

engineering and electrostatic doping to achieve symmetric p and n type transistors [Lau 2018]. 

Contact work function engineering involves a high work function metal Platinum for PMOS and 

low work function metal Titanium for NMOS. Finally, to finely control the threshold voltage 

(VTH), different encapsulating oxides are used to electrostatically dope the transistors. Typically, 

we use evaporated non-stoichiometric silicon oxide (SiOX) for PMOS and ALD deposited non-

stoichiometric hafnium oxide (HfOX) for NMOS. Finally, we use a back-end dielectric 

encapsulation (PECVD Silicon Nitride and TEOS) to protect the devices from humidity. 

Skywater Technology Foundries uses this CMOS process with a few modifications -  

a) Local Bottom Gates or Back Gates are embedded back-gates made using W CVD fill and 

CMP. 

b) Gate dielectric comprises of a high-k dielectric which is primarily hafnium oxide. 

c) CNT deposition process is done in a Si CMOS foundry compatible manner in a custom built 

high-throughput CNT deposition tool [Bishop 2020] 

d) A commercial Si CMOS compatible back-end-of-line dielectric is used to encapsulate the 

CNTs after deposition of passivation and doping oxides. 
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Figure A2.1: CMOS CNFET process flow. The process follows the baseline back-gate CNFET process with 

contact work function engineering for PMOS and NMOS and then using different encapsulating oxides for 

finely tuning the threshold voltage of the PMOS and NMOS transistors. 

Electrical Characterization of CMOS CNFET inverters: 

 

 

 

 

 

 

 

Figure A2.2: Electrical characterization of CMOS inverters, fabricated using a 130 nm CNFET CMOS 

process. Sample size is 1000 inverters measured from different dies spanning an entire 200 mm wafer, 

showing uniformity of the CNFET CMOS process. 
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Table A2.1 Process flow for CMOS back-gate CNFETs at MIT* 

Process Name and No. Process Step Machine Used 

1. Lithography for Local Back 

Gate  

a. HMDS Bake (10 sec 

program)  

HMDS-TRL  

 b. Spin PMGI SF5 and bake at 

235C 

TRL Coater and hotplates 1/2  

 c.  Spin SPR 700 and bake at 90 

C  

TRL Coater and hotplates 1/2  

 d. Expose with Maskless 

Aligner or iStepper 

MLA 150 TRL or iStepper in 

ICL 

 e. Post Exposure Bake 115C Developer Brewer Vacuum Hot 

Plate TRL 

 f. develop for 70s  Developer Brewer TRL 

 g. quick O2 plasma descum  TRL Asher 

2. Deposit Gate contact metal 1 nm Titanium (for adhesion), 

20 nm platinum  

EBEAM-AU 

Temescal Model VES2550 TRL 

 

3. Lift Off a. Sonicate in Acetone beaker 

for 1.5 minutes,  

b. Transfer new Acetone beaker 

and sonicate again for 1.5 

minutes  

c. Rinse with IPA 

d. Sonicate in NMP for 15 

minutes at 60 C 

e. rinse with IPA then immerse 

wafer in IPA beaker for 1.5 

minutes 

 

Solvent Bench Au 

4. ALD HfO2 Gate Dielectric ALD 200 degrees (inner 

chamber) 15nm oxide 

ALD (Cambridge Nanotech) 

ICL 

5. Characterize film thickness Measure HfO2 film thickness TRL Ellipsometer  

6. Lithography for Oxide Etch 

Vias 

a. HMDS Bake (10 sec 

program)  

HMDS-TRL  

 b.  Spin SPR 700 and Bake at 90 

C  

TRL Coater and hotplates 1/2  

 c. Expose with Maskless 

Aligner 

MLA 150 TRL or iStepper in 

ICL 

 d. Post Exposure Bake (standard 

bake times) 

Developer Brewer Vacuum Hot 

Plate TRL 

 e. Develop with CD 26 for 70 

sec  

Developer Brewer TRL 

7. Etch Oxide for vias Etch HfO2 (15nm) stop on metal 

(CHLORINE Based Etch) 

Samco (TRL) 

8. Strip PR a. Sonicate in Acetone beaker 

for 10 minutes,  

b. Rinse with IPA 

c. Sonicate in NMP for 15 

minutes at 60 C 

d. rinse with IPA then immerse 

wafer in IPA beaker for 1.5 

minutes 

 

Solvent Bench Au 
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9. Check etching depth Measure via depth with AFM AFM in ICL 

10. Surface Descum Active O2 plasma for surface 

cleaning 

TRL Matrix Asher 

11. Deposit CNTs a. Solution based CNT 

deposition 

CNT incubator (Teflon 

containers) in Shulaker Lab 

 b. Anneal at 500 C for 5 mins 

10^-6  Torr 

Shulaker Lab vacuum furnace 

12. Lithography for CNT Active 

Etch (Etch away CNTs from 

unwanted regions) 

a. HMDS Bake (10 sec 

program)  

HMDS-TRL  

 b.  Spin SPR 700 and bake at 90 

C  

TRL Coater and hotplates 1/2  

 c. Expose with Maskless 

Aligner or iStepper 

MLA 150 TRL or iStepper in 

ICL 

 d. Post Exposure Bake 115C Developer Brewer Vacuum Hot 

Plate TRL 

 e. develop in CD-26 for 70s  Developer Brewer TRL 

13. Etch away CNTs Quick O2 Plasma Descum Asher TRL 

14. Strip PR a. Sonicate in Acetone beaker 

for 10 minutes,  

b. Rinse with IPA 

c. Sonicate in NMP for 15 

minutes at 60 C 

d. rinse with IPA then immerse 

wafer in IPA beaker for 1.5 

minutes 

 

Solvent Bench Au 

15. Lithography for S/D 

contacts for PMOS 

a. HMDS Bake (10 sec 

program)  

HMDS-TRL  

 b. Spin PMGI SF5 and bake at 

235C 

TRL Coater and hotplates 1/2  

 c.  Spin SPR 700 and bake at 90 

C  

TRL Coater and hotplates 1/2  

 d. Expose with Maskless 

Aligner or iStepper 

MLA 150 TRL or iStepper in 

ICL 

 e. Post Exposure Bake 115C Developer Brewer Vacuum Hot 

Plate TRL 

 f. develop for 70s  Developer Brewer TRL 

16. Deposit S/D contact metal 

for PMOS 

0.5 nm Titanium (for adhesion), 

40 nm platinum  

EBEAM-AU 

Temescal Model VES2550 TRL 

 

17. Lift Off a. Sonicate in Acetone beaker 

for 1.5 minutes,  

b. Transfer new Acetone beaker 

and sonicate again for 1.5 

minutes  

c. Rinse with IPA 

d. Sonicate in NMP for 15 

minutes at 60 C 

e. rinse with IPA then immerse 

wafer in IPA beaker for 1.5 

minutes 

 

Solvent Bench Au 

18. Lithography for passivation 

layer 

a. HMDS Bake (10 sec 

program)  

HMDS-TRL  
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 b. Spin PMGI SF5 and bake at 

235C 

TRL Coater and hotplates 1/2  

 c.  Spin SPR 700 and bake at 90 

C  

TRL Coater and hotplates 1/2  

 d. Expose with Maskless 

Aligner or iStepper 

MLA 150 TRL or iStepper in 

ICL 

 e. Post Exposure Bake 115C Developer Brewer Vacuum Hot 

Plate TRL 

 f. develop for 70s  Developer Brewer TRL 

19. Deposit passivation layer Deposit 40 nm SiO2 EBEAM-AU 

Temescal Model VES2550 TRL 

 

20. Lift Off a. Sonicate in Acetone beaker 

for 1.5 minutes,  

b. Transfer new Acetone beaker 

and sonicate again for 1.5 

minutes  

c. Rinse with IPA 

d. Sonicate in NMP for 15 

minutes at 60 C 

e. rinse with IPA then immerse 

wafer in IPA beaker for 1.5 

minutes 

 

Solvent Bench Au 

21. Lithography for S/D 

contacts for NMOS 

a. HMDS Bake (10 sec 

program)  

HMDS-TRL  

 b. Spin PMGI SF5 and bake at 

235C 

TRL Coater and hotplates 1/2  

 c.  Spin SPR 700 and bake at 90 

C  

TRL Coater and hotplates 1/2  

 d. Expose with Maskless 

Aligner or iStepper 

MLA 150 TRL or iStepper in 

ICL 

 e. Post Exposure Bake 115C Developer Brewer Vacuum Hot 

Plate TRL 

 f. develop for 70s  Developer Brewer TRL 

22. Deposit S/D contact metal 

for PMOS 

40 nm Titanium (for adhesion)  EBEAM-AU 

Temescal Model VES2550 TRL 

 

23. Lift Off a. Sonicate in Acetone beaker 

for 1.5 minutes,  

b. Transfer new Acetone beaker 

and sonicate again for 1.5 

minutes  

c. Rinse with IPA 

d. Sonicate in NMP for 15 

minutes at 60 C 

e. rinse with IPA then immerse 

wafer in IPA beaker for 1.5 

minutes 

 

Solvent Bench Au 

24. ALD HfO2 for NMOS 

doping layer 

ALD 250 degrees 30 nm HfO2  Cambridge Nanotech ICL 

25. Lithography for probing pad 

contact holes 

a. HMDS Bake (10 sec 

program)  

HMDS-TRL  
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 b.  Spin SPR700 and Bake at 90 

C  

TRL Coater and hotplates 1/2  

 c. Expose with Maskless 

Aligner 

MLA 150 TRL or iStepper in 

ICL 

 d. Post Exposure Bake (standard 

bake times) 

Developer Brewer Vacuum Hot 

Plate TRL 

 e. Develop with CD26 for 70 

sec  

Developer Brewer TRL 

26. RIE Etch for pad contact 

holes 

f. Etch HfO2 and Al2O3 in 

exposed region. Stop etch on 

metal (CHLORINE Based Etch) 

TRL Oxford 100 

27. Strip PR a. Sonicate in Acetone beaker 

for 10 minutes,  

b. Rinse with IPA 

 

Solvent Bench Au 

28. Deposit SiN protective layer Deposit 200 nm SiN followed 

by PECVD at 250C 

ICL Oxford 100 PECVD 

29. Deposit TEOS spacer Deposit 400 nm of TEOS spacer 

250 C 

ICL Oxford 100 PECVD 

30. Lithography for contact 

holes / SiN + TEOS etch 

a. HMDS Bake (10 sec 

program)  

HMDS-TRL  

 b.  Spin SPR700 and Bake at 90 

C  

TRL Coater and hotplates 1/2  

 c. Expose with Maskless 

Aligner 

MLA 150 TRL or iStepper in 

ICL 

 d. Post Exposure Bake (standard 

bake times) 

Developer Brewer Vacuum Hot 

Plate TRL 

 e. Develop with CD26 for 70 

sec  

Developer Brewer TRL 

31. Etch contact holes through 

SiN + TEOS 

CF4 + O2 etch ICL Oxford 100 RIE 

32. Strip PR a. Sonicate in Acetone in a 

beaker for 10 minutes 

b. Rinse with IPA and blow dry 

Solvent Bench Au 

 

*  Skywater Technology Foundry uses the same CMOS process, with a few changes as listed in the paragraph above 

the table.  
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A.3: Physical Design Flow for EDP analysis 

The physical design flow for VLSI circuits is as follows. We quantify circuit-level performance 

metrics for physical designs for each VLSI-scale circuit module (i.e., from the OpenSparc T2 

processor core and for the 32 bit commercial processor core) at the 5 nm node (details in Table 

S1) across multiple device-level performance metrics, including (but not limited to): supply 

voltage (VDD = 375 mV to 500 mV), sub-threshold slope (SS) degradation (from 0% to 25%), and 

accounting for CNFET-level parasitics using a commercially-available 3D field solver [TCAD 

Sentaurus] and interconnect simulator [Raphael] to model extrinsic elements based on the CNFET 

geometry and material properties (e.g., on the dimensions and resistivity of the source/drain metal 

contact plugs). For each combination of parameters (e.g., for each VDD, SS, top-gate vs. bottom-

gate), we perform the following design flow to quantify relative EDP (e.g., as in Fig. 7) for all 

VLSI circuit modules: 

1. Standard cell library characterization: using standard cell layouts (derived from the 15 nm 

node Nangate Open Cell Library [Nangate]) are used to extract standard cell parasitics, and then 

the extracted netlists are used in conjunction with the experimentally calibrated compact transistor 

models [Lee 2015] to characterize power and timing (using Cadence Spectre [Spectre]) for each 

standard library cell 

2. Synthesis: using Synopsys Design Compiler [Design Compiler], synthesize each circuit 

module over a range of target clock frequencies (from 1 GHz to 10 GHz), since operating clock 

frequency after optimizing circuit EDP can vary depending on the device-level parameters (e.g., 

VDD). 
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3. Placement & routing: using Synopsys IC Compiler [IC Compiler], perform placement & 

routing for each synthesized netlist (for each target frequency), allowing for physical circuit 

optimization such as buffer insertion to meet circuit timing constraints. 

4. Power/timing analysis: perform power and timing analysis for each physical design (using 

Synopsys PrimeTime [PrimeTime]) placed & routed above, over several retargeted clock 

frequencies spanning the range from 0.1 GHz up to 10 GHz in 0.1 GHz increments (i.e., readjust 

the timing constraints in steps 2 and 3 targeting a different clock frequency), since it is potentially 

more energy efficient to operate at a separate clock frequency than that was specified during 

synthesis and place & route. 
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A.4: Non-self-aligned back-gate CNFET 

The back-gate structure is not a self-aligned structure. Therefore, the back-gate may be misaligned 

to the source and drain contacts. This misalignment can lead to increased parasitic capacitances. 

To analyze the effect of the overlay misalignment, we extract the capacitance of a CNFET with a 

30 nm CGP, assuming different overlay misalignment (Figure A3.1a). Given a 6 nm overlay 

inaccuracy between the gate and source and drain contacts, the input capacitance of the CNFET 

changes by only <12% (Figure A3.1b). 

 

 

Fig. A4.1: (a) Schematic of back-gate CNFET, with labelled input capacitances. (b) The input capacitance 

of a CNFET changes by <12% given a 6 nm mis-alignment inaccuracy in either direction (for a highly-scaled 

30 nm CGP CNFET). 

 

 

 

 

 

 

 

 



87 

 

A.5: Additional considerations for designing asymmetric back-gate 

CNFETs 

Figure A4.1 shows the average reduction in IOFF across multiple CNFETs, for a given LSP (sample 

size: 30 CNFETs). All CNFETs have 180 nm channel length. 

 

Fig. A5.1.  Averaged IOFF with varying LSP (defined in Figure 1a), sample size = 30 CNFETs. 

 

 

 

 

 

 

 

 

 

Fig. A5.2. Experimental ID-VGS characteristics for CNFETs with LCH of 500nm (a) and 1μm (b), sweeping 

over more detailed LSP. 

(a) (b)
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To solve for the electrical transport in CNFETs and intrinsic parasitic capacitances, simulations 

are performed with TCAD Sentaurus. Devices parameters used for these simulations are listed in 

Table 3.2 For I-V transport simulation, CNFET is approximated as a 2D MOSFET with an 

extremely thin semiconductor (t = 2 nm) defining the CNT channel (with CNT material properties 

as reported in virtual-source CNFET compact model [Lee 2015]). Platinum is used to define the 

source, drain and gate electrode and HfO2 is used to define the gate dielectric. For the sentaurus 

device model defining the device transport physics we use simple Hurkx tunneling model which 

calculates tunneling current using WKB approximation. For the capacitance simulation, 

quasistationary coupled poisson electron and hole equations are solved for a small applied ac 

voltage and lumped capacitances CG and CD (defined in Figure 3.5b, equations 1-2) is extracted as 

dQG/dVG and dQD/dVG respectively.  
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A.6: Gate-Induced Drain Leakage (GIDL) 

In MOSFETs, gate-induced drain leakage mainly originates from band-to-band tunneling (BTBT) 

near the gate-drain overlap region, at large gate-to-drain bias. When high voltage is applied even 

when the transistor is off (VGS<0 for a NMOSFET & VGS >0 for a PMOSFET), a deep-depletion 

region is formed in the gate/drain overlap region (Fig. A5.1a). Thus valence band electrons tunnel 

to the conduction band through BTBT (for NMOS, Fig. A5.1b, for PMOS electrons tunnel from 

conduction band to valence band, Fig. A6.1c). Thus, electron-hole pairs generated through BTBT 

are collected by the drain and substrate separately, increasing the leakage current. From tunneling 

current models [Chan 1987], GIDL-induced current can be represented as: 

ID GIDL AESe
-
B

ES ………………………………………….(eq. A6.1) 

A and B are constants, ES is vertical electric field at the channel surface (in the overlap region), 

𝐸𝑆   
𝑉𝐷𝐺 𝐶

3𝑇𝑂𝑋
, C is a constant., TOX is the oxide thickness, VDG is the gate-to-drain bias voltage 

 

 

 

 

 

Fig. A6.1: a. formation of deep-depletion region in PMOSFET at off-state (VGS > 0), showing tunneling of 

electrons to the substrate, increasing the leakage current. b-c. band diagrams of NMOS and PMOS at off-

state showing band-to-band tunneling of electrons causing GIDL. 
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Possible means to reduce this GIDL-induced current relies on reduction of ES (evident from 

equation A6.1). MOSFETs with relaxed access regions or undoped spacer regions can limit this 

electric-field near the gate-drain overlap region, suppressing excess GIDL-induced current (Fig. 

A6.2). 

 

 

 

 

 

Fig. A6.2: FETs with long access regions (or, extension regions) or undoped/lightly doped spacer regions 

limit the high electric field near the gate/drain overlap region and are used to overcome GIDL-induced 

leakage current.  

 

 

 

 

 

Fig. A6.3: Band diagram of the Schottky barrier near the gate/drain overlap region. Increasing gate-to-

drain bias (VDG) decreases schottky barrier tunneling width (xt) increasing tunneling of electrons across 

the schottky barrier, causing excess off-state leakage current. 
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In a schottky-barrier FETs, high gate-to-drain bias induces band bending (Fig. A6.3 , equation 

A6.2) in the drain metal-semiconductor schottky barrier near the gate/drain overlap region, causing 

electrons to tunnel from the metal contact to the semiconducting channel leading to excess off-

state leakage current.  

Tunneling probability across a schottky barrier [Calvet 2001] can be mathematically expressed 

as (equation A6.2): 

𝑃  exp(−
4√2𝑚∗𝑞 (𝛷)3/2

3ℎ𝐸
)……………………(equation A6.2) 

where, 

E = vertical electric field across the schottky barrier E is proportional to gate-drain bias voltage 

near the gate/drain overlap region (thus, higher VDG exponentially increases the tunneling 

probability of electrons across the schottky barrier causing excess off-state leakage current),  

h = reduced Planck’s constant, 

m* = electron effective mass,  

q = charge of electron,  

Φ= schottky barrier height 
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A.7: CNFET leakage temperature dependence 

 

 

 

 

 

 

 

 

Fig. A7.4: (a) Temperature dependence of transfer characteristics of a CNFET (LCH =500 nm) at VDS = -

1.45 V (b) Exponential dependence of ID (GIDL current at VDS = -1.45 V and VGS = 1.8 V) with temperature.  

We perform temperature-dependent transfer characteristics of a CNFET, from 100 °K to 300 °K. 

The measured results are shown in Figure A7.4. With lower temperatures, there is exponentially 

lower off-state leakage current. This further supports evidence of GIDL, as the tunneling nature of 

the off-state leakage current should exhibit exponential dependence as well. 
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A.8: Semiconducting CNT purity estimate 

Assumptions:  

• For each solution, we target a linear CNT density of ~ 50 CNTs/ µm with 2 µg ml-1 s-CNT 

concentration for incubation (CNT deposition) for a time of 48 hours or 1.728 x 104 s. This 

incubation time to density relationship was obtained from31 and was further verified using 

random SEMs across different dies. Thus, we assume an average of 1000 CNTs per device 

(of width 20 µm). 

• Since all the solutions prepared demonstrated an optical purity >99.9% from UV-Vis-NIR 

absorption spectra using method described in prior work30, we assume CNFETs showing 

ION/IOFF < 50 (characteristic of m-CNT) have at most 1 m-CNT per FET (since each device 

has <1000 CNTs on average). Here instead of defining a m-CNFET as one having low 

ION/IOFF under low VDS, we intentionally choose a high VDS for our measurement, since 

noise margin of logic depends on ION/IOFF at high drain bias (VDS)33-35.  

• We assume the CNTs are deposited at any random angle θ (Figure S1) with a uniform prior 

distribution (0° < θ < 180°). 

• We further assume the length of CNT (LCNT) to be constant and use the expected value of 

length for each solution as measured from AFM characterization. 

• Additionally, if a CNT crosses the source, we assume the length of the CNT under the 

channel region from the source towards the drain can be of length l with a uniform prior 

i.e (0 < l < LCNT).   
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Fig. A8.1: Typical incubated CNT parameters. We assume uniform prior distributions of deposition angle 

θ and the length of CNT under the channel region l. A CNT is considered to bridge the channel if lsinθ > 

LCH. 

Model: 

We consider a CNT to bridge the channel if lsinθ > LCH. 

Thus 𝑃𝑏𝑟𝑖𝑑𝑔𝑒, or probability of CNT bridging the channel is defined as:  

𝑃𝑏𝑟𝑖𝑑𝑔𝑒  𝑃 (𝑙 sin 𝜃 >  𝐿𝐶𝐻)  𝑃 (sin 𝜃  >  
𝐿𝐶𝐻
𝑙
)  

If we consider 𝑙 to be random variable U and sin 𝜃 to be random variable V, 

𝑃 (𝑙 sin 𝜃 >  𝐿𝐶𝐻)   𝑃(𝑈𝑉 > 𝐿𝐶𝐻)  ∫𝑝(𝑉 >
𝐿𝐶𝐻
𝑈
)𝑝(𝑈)𝑑𝑈  

So, with a uniform prior for θ,  

𝑃 (sin 𝜃  >  
𝐿𝐶𝐻
𝑙
)  ∫

2

𝜋
 (
𝜋

2
− sin  

𝐿𝐶𝐻
𝑙
) 𝑝(𝑙)𝑑𝑙

𝐿𝐶𝑁𝑇

𝐿𝐶𝐻

  

or,  

𝑃 (sin 𝜃  >  
𝐿𝐶𝐻
𝑙
)    

2

𝜋𝐿𝐶𝑁𝑇
∫  (

𝜋

2
− sin  

𝐿𝐶𝐻
𝑙
) 𝑑𝑙

𝐿𝐶𝑁𝑇

𝐿𝐶𝐻

 

  

As an example, if LCNT = 1.5 µm and LCNT = 1 µm, 𝑃𝑏𝑟𝑖𝑑𝑔𝑒 ~ 0.13. 

S
o

u
rc

e

D
ra

in

θ

Typical incubated CNT parameters:

Number of CNTs  per µm = N (~50)

Mean length = LCNT

Deposition angle =  θ (relative to source)

Channel length = LCH

LCH

lsinθ
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For different solutions listed in Table 1, 𝑃𝑏𝑟𝑖𝑑𝑔𝑒  is computed and listed in Table 3 with length 

distribution data taken from Figure S5-S6. Please note LCNT is modelled as a gaussian 

distribution with mean and standard deviation computed from AFM study as shown in Figure 

S5-S6. So 𝑃𝑏𝑟𝑖𝑑𝑔𝑒  is computed as the expected value of   𝑃 (sin 𝜃  >  
𝐿𝐶𝐻

𝑙
)  

𝑃𝑏𝑟𝑖𝑑𝑔𝑒   𝐸 [𝑃 (sin 𝜃  >  
𝐿𝐶𝐻

𝑙
)]  

𝑃𝑏𝑟𝑖𝑑𝑔𝑒  ∫(
2

𝜋𝐿𝐶𝑁𝑇
∫  (

𝜋

2
− sin  

𝐿𝐶𝐻
𝑙
) 𝑑𝑙

𝐿𝐶𝑁𝑇

𝐿𝐶𝐻

)𝑝(𝐿𝐶𝑁𝑇)𝑑𝐿𝐶𝑁𝑇 

 

for given length distribution for a CNT sample.  

Thus 𝑃𝑠 𝐶𝑁𝑇 can be computed simply as  

𝑃𝑠 𝐶𝑁𝑇   1 − 
𝑁𝑚𝐶𝑁𝐹𝐸𝑇𝑠

𝑊 ∗𝑁 ∗ 𝑃𝑏𝑟𝑖𝑑𝑔𝑒 ∗ 𝑁𝐶𝑁𝐹𝐸𝑇𝑠
 

 𝑁𝑚𝐶𝑁𝐹𝐸𝑇𝑠 = total number of CNFETs with 
𝐼𝑂𝑁

𝐼𝑂𝐹𝐹
< 50 at VDS = 1.8 V, 

 𝑁𝐶𝑁𝐹𝐸𝑇𝑠 = total number of CNFETs,  

W = width of the transistor  

and N = CNTs per µm.  

s-CNT estimate (as %) is listed in Table 3 following the above methodology.  
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Table A8.1: Estimated CNT purity 

 

 

 

 

 

*solution-based purity estimate for ArcDDCz sample can’t be calculated from electrical data 

since most CNFETs have a very low 
𝐼𝑂𝑁

𝐼𝑂𝐹𝐹
  at VDS = 1.8 V so optical purity is reported.  

 

 

 

 

 

 

Sample CNT source Polymer 𝑃𝑏𝑟𝑖𝑑𝑔𝑒  𝑁𝑚𝐶𝑁𝐹𝐸𝑇𝑠  

(
𝐼𝑂𝑁

𝐼𝑂𝐹𝐹
< 50) 

s-CNT purity 

estimate (%) 

LDD Laser Ablation PFDD 0.0971 46 99.9953 

LPy Laser Ablation PFPy 0.0325 62 99.9809 

LCz Laser Ablation polycarbazole 0.0770 260 99.9662 

LBPy Laser Ablation PFBPy 0.0548 188 99.9656 

ArcDD Arc Discharge PFDD 0.0495 172 99.9652 

ArcPy Arc Discharge PFPy 0.0582 28 99.9952 

ArcDDCz Arc Discharge PFDD and 
polycarbazole 

0.0579 5000 99.9* 

ArcCz Arc Discharge PFDD 0.0778 360 99.9532 

PlaDD Plasma PFDD 0.0414 99 99.976 
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A.9: Hybrid Conjugate Polymer Extraction (h-CPE) 

 

 

 

 

 

 

Fig. A9.1: Enhanced hybrid conjugated polymer extraction process. (a-b) Polymer and CNTs were added 

with toluene and tip sonicated in an ice bath for 30 min to thoroughly dispersed the solid. (c) The dispersion 

was centrifuged to obtain supernatant, which was combined with silica gel, sonicated at 30 oC for 30 min, 

and centrifuged again to collect the supernatant. (d) The solid obtained by filtering the supernatant was re-

dispersed in toluene to undergo a conditioning step to yield final solution for device fabrication. 

The sc-SWCNTs solutions of laser (L), plasma (Pla) and arc-discharge (Arc) tubes were prepared 

using an enhanced h-CPE (eh-CPE) process which include a traditional hybrid conjugated polymer 

extraction (h-CPE) [30], and then a final conditioning treatment. The eh-CPE process was started 

by mixing 160 mg of acid treated raw SWCNTs sample with 128 mg of PFDD (or, PCz) in 200 

ml toluene. The mixture was sonicated for 30 min in an ice bath using a tip sonicator (Branson 

sonifier 250, 200 W maximum power) with a 10 mm tip operated at 60% duty cycle and 70% 

output. This process was repeated once again to the sediment. The supernatant of the second 

extraction was mixed with 200 mg of silica gel, sonicated in a bath sonicator (Branson 2510 

sonicator) at ~30 °C for 40 min, stored overnight, and then centrifuged at 12,500 rpm (SLA1500 

rotor, RCF:23700g) for 30 min. Afterwards, the extracted solution was filtered using a 200 nm 

PTFE membrane to collect PFDD/CNTs as a black film with a polymer to CNT weight ratio 

(P/CNT ratio) of ~1/1. For the samples with the wrapping polymer other than PFDD (or, PCz), a 

polymer exchange step was added. As an example, for a PFPy/CNT sample it was done by mixing 

CNTs (arc discharge, laser 

ablation etc)

Polymer (PFDD,PFPy etc)

CNTs wrapped by polymer

Sonication
Centrifugation 1 (after 

adding microglass fibers)

mCNT removal

Centrifugation 2

mCNT removal
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6 mg of a PFDD/CNT film with 30 mg of PFPy in 100 mL of toluene. This solution was then bath 

sonicated for 2 h and filtered to collect a PFPy/CNT film. This process was repeated once again to 

complete the polymer replacement. At last, 4~6 mg of each polymer wrapped CNT film (either 

obtained through direct extraction, or through polymer exchange) was dissolved in 100 mL 

toluene, and then underwent a conditioning to obtain the final solution with an enhanced s-CNT 

purity and solution stability. It was done by mixing each polymer wrapped CNT sample with more 

of the same polymer to adjust the P/CNT ratio in between 3/1 to 5/1 (initially, P/CNT ratio was 

1/1) and then bath sonicating the solutions for 3 h at 30 °C. Then the solution was underwent a 

hybrid process again with a final centrifugation to complete the conditioning treatment. These pure 

s-CNT solutions were purged and sealed under nitrogen before deposition on high-k/metal gate 

stacks for CNFET fabrication. 
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A.10: High Purity s-CNT Extraction Additional Characterization 

AFMs: 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. A10.1: AFMs of different CNT solutions for characterizing length of CNTs using semiconducting CNT 

(sCNT) solutions extracted from different CNT sources and polymers - (a-d) arc discharge CNTs (e-h) laser 

ablation CNTs (i) plasma CNTs. Table 1 lists all the different CNT sources and polymer types. (Length data 

provided in Fig S6.) 
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Fig. A10.2: Length distributions of sample LDD (laser ablated tubes wrapped in PFDD) using AFM analysis 

(Figure S5). 

 

 

Fig. A10.3: Length distributions of all CNT solutions using similar method as shown in Figure S5-6. Table 

1 lists all the different CNT sources and polymer types.  
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Additional Electrical Measurements: 

Figure A10.4 shows ID-VGS characteristics of 500 CNFETs for VDS = -0.3 V  

 

 

 

 

 

 

 

 

 

 

 

 

Fig. A10.4: Typical ID-VGS characteristics of 500 CNFETs at VDS = -0.3 V, fabricated using semiconducting 

CNT (sCNT) solutions extracted from different CNT sources and polymers - (a-d) arc discharge CNTs (e-

h) laser ablation CNTs (i) plasma CNTs. Table 1 lists all the different CNT sources and polymer types. 
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A.11: Monolithic 3D Imager Demo 

 

 

 

 

 

 

 

Fig. A11.1: Monolithic 3D imager demo setup in VLSI 2019. The imager chip is partially covered using a 

rotating mask which is controlled by a slider (labeled as rotation control). As a the mask rotates, the imager 

detects the edge in real-time without sending data to memory which is displayed in the monitor. 

 

 

 

 

 

 

 

 

 

Fig. A11.2: Edge detection using monolithic 3D imager. (a-d) Sliding the rotation control (annotated in 

Figure A10.1) manually rotates the covering mask in front of the imager resulting in edge detection as 

observed in the monitor. 

 



103 

 

Publications 

• Srimani, T., G. Hills, M.D. Bishop et. al. "Negative capacitance carbon nanotube FETs." 

IEEE EDL 39, no. 2 (2017): 304-307. 

• Lau, C., T. Srimani, M. D. Bishop, G. Hills, and M. M. Shulaker. "Tunable n-type doping 

of carbon nanotubes through engineered atomic layer deposition HfOX films." ACS nano 

12, no. 11 (2018): 10924-10931. 

• Srimani, T., G. Hills, M. D. Bishop, and M.M. Shulaker. "30-nm Contacted Gate Pitch 

Back-Gate Carbon Nanotube FETs for Sub-3-nm Nodes." IEEE TNANO 18 (2018): 132-

138. 

• Srimani, T., G. Hills, X. Zhao, D. Antoniadis, J. A. del Alamo, and M. M. Shulaker. 

"Asymmetric gating for reducing leakage current in carbon nanotube field-effect 

transistors." APL 115, no. 6 (2019): 063107. 

• Srimani, T., Gage Hills, Christian Lau, and Max Shulaker. "Monolithic Three-

Dimensional Imaging System: Carbon Nanotube Computing Circuitry Integrated Directly 

Over Silicon Imager." (Technology Highlight) In 2019 IEEE Symp. on VLSI Tech., pp. 

T24-T25.  

• Hills, G., C. Lau, A. Wright, S. Fuller, M. D. Bishop, T. Srimani, P. Kanhaiya et al. 

"Modern microprocessor built from complementary carbon nanotube transistors." Nature 

572, no. 7771 (2019): 595-602. 

• Bishop, M. D., G. Hills, T. Srimani, C. Lau, D. Murphy, S. Fuller, J. Humes, A. Ratkovich, 

M. Nelson, and M.M. Shulaker. "Fabrication of carbon nanotube field-effect transistors in 

commercial silicon manufacturing facilities." Nature Electronics (2020): 1-10. 



104 

 

• Hills, G., C. Lau, T. Srimani, M.D. Bishop, P. Kanhaiya, R. Ho, A. Amer, and M. M. 

Shulaker. "Advances in Carbon Nanotube Technologies: From Transistors to a RISC-V 

Microprocessor."  ISPD 2020, pp. 33-38. 2020. 

• Lau, C., G. Hills, M. D. Bishop, T. Srimani, R. Ho, P. Kanhaiya, A. Yu, A. Amer, M. 

Chao, and M. M. Shulaker. "Manufacturing Methodology for Carbon Nanotube 

Electronics."  2020 IEEE VLSI-TSA, pp. 134-135. IEEE, 2020. 

• Srimani, T.*, G.Hills*, M. Bishop, C. Lau et al. “Heterogeneous Integration of BEOL 

Logic and Memory in a Commercial Foundry: Multi-tier Complementary Carbon 

Nanotube Logic and Resistive RAM at a 130 nm node” (Joint Focus in Technology and 

Circuits) In 2020 IEEE Symp. on VLSI Tech. and Circ. 

• Shulaker, M., Srimani, T., Fuller, S., Stein, Y. and Murphy, D., Analog Devices Inc, 2021. 

Back-gate field-effect transistors and methods for making the same. U.S. Patent 

Application 16/966,893. 

 

 

 

 

 

 

 



105 

 

References 

[Amer 2019] Amer, Aya G., Rebecca Ho, Gage Hills, Anantha P. Chandrakasan, and Max M. 

Shulaker. "29.8 SHARC: Self-Healing Analog with RRAM and CNFETs." In 2019 IEEE 

International Solid-State Circuits Conference-(ISSCC), pp. 470-472. IEEE, 2019. 

[Andreev 2006] Andreev, Boris, Edward L. Titlebaum, and Eby G. Friedman. "Sizing CMOS 

inverters with miller effect and threshold voltage variations." Journal of Circuits, Systems, and 

Computers 15, no. 03 (2006): 437-454. 

[Appenzeller 2005] Appenzeller, Joerg, Yu-Ming Lin, Joachim Knoch, Zhihong Chen, and 

Phaedon Avouris. IEEE Trans. on Elec. Dev. 52, no. 12 (2005): 2568-2576. 

[Arnold 2006] Arnold, Michael S., Alexander A. Green, James F. Hulvat, Samuel I. Stupp, and 

Mark C. Hersam. "Sorting carbon nanotubes by electronic structure using density differentiation." 

Nature nanotechnology 1, no. 1 (2006): 60-65. 

[Bardon 2016] Bardon, M. Garcia, Y. Sherazi, P. Schuddinck, D. Jang, D. Yakimets, P. Debacker, 

R. Baert et al. "Extreme scaling enabled by 5 tracks cells: Holistic design-device co-optimization 

for FinFETs and lateral nanowires." In Electron Devices Meeting (IEDM), 2016 IEEE 

International, pp. 28-2. IEEE, 2016. 

[Baughman 2002] Baughman, Ray H., Anvar A. Zakhidov, and Walt A. De Heer. "Carbon 

nanotubes--the route toward applications." science 297, no. 5582 (2002): 787-792. 

[Bishop 2020] Bishop, Mindy D., Gage Hills, Tathagata Srimani, Christian Lau, Denis Murphy, 

Samuel Fuller, Jefford Humes, Anthony Ratkovich, Mark Nelson, and Max M. Shulaker. 

"Fabrication of carbon nanotube field-effect transistors in commercial silicon manufacturing 

facilities." Nature Electronics 3, no. 8 (2020): 492-501.  

[Bohr 2011] Bohr, Mark. In Design for Manufacturability through Design-Process Integration V, 

vol. 7974, p. 797402. International Society for Optics and Photonics, 2011. 

[Brady 2016] Brady, Gerald J., Austin J. Way, Nathaniel S. Safron, Harold T. Evensen, Padma 

Gopalan, and Michael S. Arnold. "Quasi-ballistic carbon nanotube array transistors with current 

density exceeding Si and GaAs." Science advances 2, no. 9 (2016): e1601240. 

[Calvet 2001] Calvet, Laurie Ellen. Yale University, 2001. 



106 

 

[Cao 2013] Cao, Qing, Shu-jen Han, George S. Tulevski, Yu Zhu, Darsen D. Lu, and Wilfried 

Haensch. "Arrays of single-walled carbon nanotubes with full surface coverage for high-

performance electronics." Nature nanotechnology 8, no. 3 (2013): 180. 

[Cao 2015] Cao, Qing, Shu-Jen Han, Jerry Tersoff, Aaron D. Franklin, Yu Zhu, Zhen Zhang, 

George S. Tulevski, Jianshi Tang, and Wilfried Haensch. "End-bonded contacts for carbon 

nanotube transistors with low, size-independent resistance." Science 350, no. 6256 (2015): 68-72.  

[Cao 2017] Cao, Qing, Jerry Tersoff, Damon B. Farmer, Yu Zhu, and Shu-Jen Han. "Carbon 

nanotube transistors scaled to a 40-nanometer footprint." Science 356, no. 6345 (2017): 1369-

1372. 

[Chan 1987] Chan, T. Y., J. Chen, P. K. Ko, and C. Hu. "The impact of gate-induced drain leakage 

current on MOSFET scaling." In Electron Devices Meeting, 1987 International, pp. 718-721. 

IEEE, 1987. 

[Chang 2012] Chang, L. IEDM short course. IEDM, 2012. 

[Chen 1992] Chen, Jian, Fariborz Assaderaghi, P-K. Ko, and Chenming Hu. "The enhancement of 

gate-induced-drain-leakage (GIDL) current in short-channel SOI MOSFET and its application in 

measuring lateral bipolar current gain beta." IEEE electron device letters 13, no. 11 (1992): 572-

574. 

[Chen 2008] Chen, Zhihong, Damon Farmer, Sheng Xu, Roy Gordon, Phaedon Avouris, and Joerg 

Appenzeller. "Externally assembled gate-all-around carbon nanotube field-effect transistor." IEEE 

electron device letters 29, no. 2 (2008): 183-185. 

[Choi 2003] Choi, Yang-Kyu, Daewon Ha, Tsu-Jae King, and Jeffrey Bokor. "Investigation of 

gate-induced drain leakage (GIDL) current in thin body devices: single-gate ultra-thin body, 

symmetrical double-gate, and asymmetrical double-gate MOSFETs." Japanese journal of applied 

physics 42, no. 4S (2003): 2073. 

[Dasgupta 2015] Dasgupta, S., A. Rajashekhar, K. Majumdar, N. Agrawal, A. Razavieh, S. 

Trolier-Mckinstry, and S. Datta. "Sub-kT/q switching in strong inversion in PbZr 0.52 Ti 0.48 O 

3 gated negative capacitance FETs." IEEE Journal on Exploratory Solid-State Computational 

Devices and Circuits 1 (2015): 43-48. 

[Dennard 1974] Dennard, Robert H., Fritz H. Gaensslen, V. Leo Rideout, Ernest Bassous, and 

Andre R. LeBlanc. "Design of ion-implanted MOSFET's with very small physical dimensions." 

IEEE Journal of Solid-State Circuits 9, no. 5 (1974): 256-268. 



107 

 

[Deng 2007] Deng, Jie, and H-S. Philip Wong. IEEE Transactions on Electron Devices 54, no. 12 

(2007): 3186-3194. 

[Desai 2016] Desai, Sujay B., Surabhi R. Madhvapathy, Angada B. Sachid, Juan Pablo Llinas, 

Qingxiao Wang, Geun Ho Ahn, Gregory Pitner et al. "MoS2 transistors with 1-nanometer gate 

lengths." Science 354, no. 6308 (2016): 99-102. 

[Ding 2015] Ding, Jianfu, Zhao Li, Jacques Lefebvre, Fuyong Cheng, Jeffrey L. Dunford, Patrick 

RL Malenfant, Jefford Humes, and Jens Kroeger. "A hybrid enrichment process combining 

conjugated polymer extraction and silica gel adsorption for high purity semiconducting single-

walled carbon nanotubes (SWCNT)." Nanoscale 7, no. 38 (2015): 15741-15747. 

[Doris 2015] B Doris, K Cheng, A Khakifirooz, and D.C.L. Tulipe Jr. "Inverted thin channel 

mosfet with self-aligned expanded source/drain." U.S. Patent 8,946,007, February 3, 2015. 

[Dresslhaus 1995] Dresselhaus, M. S., G. Dresselhaus, and R. Saito. "Physics of carbon 

nanotubes." Carbon 33, no. 7 (1995): 883-891.  

[Dutta 2017] Dutta, Tapas, Girish Pahwa, Amit Ranjan Trivedi, Saurabh Sinha, Amit Agarwal, 

and Yogesh Singh Chauhan. "Performance evaluation of 7-nm node negative capacitance FinFET-

based SRAM." IEEE Electron Device Letters 38, no. 8 (2017): 1161-1164. 

[Esmaeilzadeh 2011] Esmaeilzadeh, Hadi, Emily Blem, Renee St Amant, Karthikeyan 

Sankaralingam, and Doug Burger. In Computer Architecture (ISCA), 2011 38th Annual 

International Symposium on, pp. 365-376. IEEE, 2011. 

[Farmer 2006] Farmer, Damon B., and Roy G. Gordon. "Atomic layer deposition on suspended 

single-walled carbon nanotubes via gas-phase noncovalent functionalization." Nano letters 6, no. 

4 (2006): 699-703. 

[Frank 2001] Frank, David J., Robert H. Dennard, Edward Nowak, Paul M. Solomon, Yuan Taur, 

and Hon-Sum Philip Wong. Proceedings of the IEEE 89, no. 3 (2001): 259-288. 

[Franklin 2010] Franklin, Aaron D., and Zhihong Chen. "Length scaling of carbon nanotube 

transistors." Nature nanotechnology 5, no. 12 (2010): 858-862. [Franklin 2012a] Franklin, Aaron 

D., Mathieu Luisier, Shu-Jen Han, George Tulevski, Chris M. Breslin, Lynne Gignac, Mark S. 

Lundstrom, and Wilfried Haensch. "Sub-10 nm carbon nanotube transistor." Nano letters 12, no. 

2 (2012): 758-762. 

[Franklin 2012b] Franklin, Aaron D., Siyuranga O. Koswatta, Damon Farmer, George S. Tulevski, 

Joshua T. Smith, Hiroyuki Miyazoe, and Wilfried Haensch. "Scalable and fully self-aligned n-type 



108 

 

carbon nanotube transistors with gate-all-around." In Electron Devices Meeting (IEDM), 2012 

IEEE International, pp. 4-5. IEEE, 2012. 

[Franklin 2013] Franklin, Aaron D., Siyuranga O. Koswatta, Damon B. Farmer, Joshua T. Smith, 

Lynne Gignac, Chris M. Breslin, Shu-Jen Han et al. "Carbon nanotube complementary wrap-gate 

transistors." Nano letters 13, no. 6 (2013): 2490-2495. 

[Gagnard 2010] Gagnard, Xavier, and Thierry Mourier. "Through silicon via: From the CMOS 

imager sensor wafer level package to the 3D integration." Microelectronic Engineering 87, no. 3 

(2010): 470-476. 

[Ghosh 2010] Ghosh, Saunab, Sergei M. Bachilo, and R. Bruce Weisman. "Advanced sorting of 

single-walled carbon nanotubes by nonlinear density-gradient ultracentrifugation." Nature 

nanotechnology 5, no. 6 (2010): 443-450. 

[Gilardi 2021] Gilardi, Carlo, B. Chehab, G. Sisto, P. Schuddinck, Z. Ahmed, O. Zografos, et al., 

“Extended Scale Length Theory Targeting Low-Dimensional FETs for Carbon Nanotube FET 

Digital Logic Design-Technology Co-optimization” IEEE IEDM, 2021. 

[Gupta 2017] Gupta, Shreya, Mark Steiner, Ahmedullah Aziz, Vijaykrishnan Narayanan, Suman 

Datta, and Sumeet Kumar Gupta. "Device-Circuit Analysis of Ferroelectric FETs for Low-Power 

Logic." IEEE Transactions on Electron Devices 64, no. 8 (2017): 3092-3100. 

[Hahn 2017] Hahn, H., Veeresh Deshpande, Enrico Caruso, Saurabh Sant, E. O'Connor, Yannick 

Baumgartner, Marilyne Sousa et al. "A scaled replacement metal gate InGaAs-on-Insulator n-

FinFET on Si with record performance." In Electron Devices Meeting (IEDM), 2017 IEEE 

International, pp. 17-5. IEEE, 2017. 

[Heinze 2002] Heinze, Stefan, J. Tersoff, R. Martel, V. Derycke, J. Appenzeller, and Ph Avouris. 

"Carbon nanotubes as Schottky barrier transistors." Physical Review Letters 89, no. 10 (2002): 

106801. 

[Hills 2013] Hills, Gage, Jie Zhang, Charles Mackin, Max Shulaker, Hai Wei, H-S. Philip Wong, 

and Subhasish Mitra. "Rapid exploration of processing and design guidelines to overcome carbon 

nanotube variations." In Design Automation Conference (DAC), 2013 50th ACM/EDAC/IEEE, pp. 

1-10. IEEE, 2013. 

[Hills 2015] G. Hills, J. Zhang, M. M. Shulaker, H. Wei, C.-S. Lee, A. Balasingam, H.-S. P. Wong, 

and S. Mitra, “Rapid co-optimization of processing and circuit design to overcome carbon 



109 

 

nanotube variations,” IEEE  Trans. Comput.-Aided Des. Integr. Circuits Syst., vol. 34, no. 7, pp. 

1082–1095, Jul. 2015, doi:10.1109/TCAD.2015.2415492. 

[Hills 2017] G. Hills. Variation-Aware Nanosystem Design Kit. Accessed: Jul. 2017. [online] 

Available: https://nanohub.org/resources/22582.  

[Hills 2018] Hills, Gage, Marie Garcia Bardon, Gerben Doornbos, Dmitry Yakimets, Pieter 

Schuddinck, Rogier Baert, Doyoung Jang et al. "Understanding energy efficiency benefits of 

carbon nanotube field-effect transistors for digital VLSI." IEEE Transactions on Nanotechnology 

17, no. 6 (2018): 1259-1269. 

[Hills 2019] Hills, Gage, Christian Lau, Andrew Wright, Samuel Fuller, Mindy D. Bishop, 

Tathagata Srimani, Pritpal Kanhaiya et al. "Modern microprocessor built from complementary 

carbon nanotube transistors." Nature 572, no. 7771 (2019): 595-602. 

[Ho 2019] Ho, Rebecca, Christian Lau, Gage Hills, and Max M. Shulaker. "Carbon nanotube 

CMOS analog circuitry." IEEE Transactions on nanotechnology 18 (2019): 845-848. [Hoffmann 

2005] Hoffmann, T., Gerben Doornbos, Isabelle Ferain, Nadine Collaert, Paul Zimmerman, 

Michael Goodwin, Rita Rooyackers et al. "GIDL (gate-induced drain leakage) and parasitic 

schottky barrier leakage elimination in aggressively scaled HfO/sub 2/TiN FinFET devices." In 

Electron Devices Meeting, 2005. IEDM Technical Digest. IEEE International, pp. 725-728. IEEE, 

2005. 

[Hook 2002] Hook, Terence B., Matt Breitwisch, Jeff Brown, P. Cottrell, Dennis Hoyniak, Chung 

Lam, and Randy Mann. "Noise margin and leakage in ultra-low leakage SRAM cell design." IEEE 

Transactions on Electron Devices 49, no. 8 (2002): 1499-1501. 

[Horowitz 2014] Horowitz, Mark. "1.1 Computing's energy problem (and what we can do about 

it)." In ISSCC, pp. 10-14. 2014. 

[Hsieh 2019] Hsieh, E. R., M. Giordano, B. Hodson, A. Levy, S. K. Osekowsky, R. M. Radway, 

Y. C. Shih et al. "High-density multiple bits-per-cell 1T4R RRAM array with gradual SET/RESET 

and its effectiveness for deep learning." In 2019 IEEE International Electron Devices Meeting 

(IEDM), pp. 35-6. IEEE, 2019. 

[Hur 2016] Hur, Jae, Byung-Hyun Lee, Min-Ho Kang, Dae-Chul Ahn, Tewook Bang, Seung-Bae 

Jeon, and Yang-Kyu Choi. "Comprehensive analysis of gate-induced drain leakage in vertically 

stacked nanowire FETs: Inversion-mode versus junctionless mode." IEEE Electron Device Letters 

37, no. 5 (2016): 541-544. 

https://nanohub.org/resources/22582


110 

 

[Hurkx 1992] Hurkx, G. A. M., D. B. M. Klaassen, and M. P. G. Knuvers. "A new recombination 

model for device simulation including tunneling." IEEE Transactions on electron devices 39, no. 

2 (1992): 331-338. 

[Husain 2009] Husain, Muhammad Khaled, Xiaoli V. Li, and Cornelis Hendrik de Groot. "High-

quality Schottky contacts for limiting leakage currents in Ge-based Schottky barrier MOSFETs." 

IEEE Transactions on Electron Devices 56, no. 3 (2009): 499-504. 

[ITRS] Semiconductor Industry Association. "International Technology Roadmap for 

Semiconductors (2013)." URL http://www.itrs2.net/itrs-reports.html (2015). 

[Jan 2015] Jan, C-H., F. Al-Amoody, H-Y. Chang, T. Chang, Y-W. Chen, N. Dias, W. Hafez et 

al. "A 14 nm SoC platform technology featuring 2nd generation Tri-Gate transistors, 70 nm gate 

pitch, 52 nm metal pitch, and 0.0499 um 2 SRAM cells, optimized for low power, high 

performance and high density SoC products." In VLSI Technology (VLSI Technology), 2015 

Symposium on, pp. T12-T13. IEEE, 2015. 

[Javey 2003] Javey, Ali, Jing Guo, Qian Wang, Mark Lundstrom, and Hongjie Dai. "Ballistic 

carbon nanotube field-effect transistors." nature 424, no. 6949 (2003): 654. 

[Jo 2016] Jo, Jaesung, and Changhwan Shin. "Negative capacitance field effect transistor with 

hysteresis-free sub-60-mV/decade switching." IEEE Electron Device Letters 37, no. 3 (2016): 245-

248. 

[Kanhaiya 2019] Kanhaiya, Pritpal S., Christian Lau, Gage Hills, Mindy D. Bishop, and Max M. 

Shulaker. "Carbon nanotube-based CMOS SRAM: 1 kbit 6T SRAM arrays and 10T SRAM cells." 

IEEE Transactions on Electron Devices 66, no. 12 (2019): 5375-5380. 

[Kerber 2013] Kerber, Pranita, Qintao Zhang, Siyuranga Koswatta, and Andres Bryant. "GIDL in 

doped and undoped FinFET devices for low-leakage applications." IEEE Electron Device Letters 

34, no. 1 (2013): 6-8. 

[Khan 2011]  Khan, Asif I., Chun W. Yeung, Chenming Hu, and Sayeef Salahuddin. "Ferroelectric 

negative capacitance MOSFET: Capacitance tuning & antiferroelectric operation." In Electron 

Devices Meeting (IEDM), 2011 IEEE International, pp. 11-3. IEEE, 2011. 

[Khan 2017] Khan, Asif Islam, Ujwal Radhakrishna, Sayeef Salahuddin, and Dimitri Antoniadis. 

"Work function engineering for performance improvement in leaky negative capacitance FETs." 

IEEE Electron Device Letters 38, no. 9 (2017): 1335-1338. 



111 

 

[Kim 2007] Kim, S. K., Yi Xuan, P. D. Ye, Saeed Mohammadi, J. H. Back, and Moonsub Shim. 

"Atomic layer deposited Al 2 O 3 for gate dielectric and passivation layer of single-walled carbon 

nanotube transistors." Applied Physics Letters 90, no. 16 (2007): 163108. 

[Kuhn 2012] K. J. Kuhn, “Considerations for ultimate CMOS scaling,” IEEE Trans. Electron 

Devices, vol. 59, no. 7, pp. 1813–1828, Jul. 2012, doi:10.1109/TED.2012.2193129. 

[Lau 2018] Lau, Christian, Tathagata Srimani, Mindy D. Bishop, Gage Hills, and Max M. 

Shulaker. "Tunable n-type doping of carbon nanotubes through engineered atomic layer deposition 

HfOX films." ACS nano 12, no. 11 (2018): 10924-10931. 

[LeCun 2015] LeCun, Yann, Yoshua Bengio, and Geoffrey Hinton. "Deep learning." nature 521, 

no. 7553 (2015): 436-444. 

[Lee 2013] Lee, Sanghoon, Cheng-Ying Huang, Doron Cohen-Elias, Jeremy JM Law, Varistha 

Chobpattanna, Stephan Krämer, Brian J. Thibeault et al. "High performance raised source/drain 

InAs/In0. 53Ga0. 47As channel metal-oxide-semiconductor field-effect-transistors with reduced 

leakage using a vertical spacer." Applied Physics Letters 103, no. 23 (2013): 233503. 

[Lee 2014] Lee, Sanghoon, Cheng-Ying Huang, Doron Cohen-Elias, Brian J. Thibeault, William 

Mitchell, Varistha Chobpattana, Susanne Stemmer, Arthur C. Gossard, and Mark JW Rodwell. 

"Highly scalable raised source/drain inas quantum well mosfets exhibiting ion= 482 μa/μm at ioff= 

100 na/μm and vdd= 0.5 v." IEEE Electron Device Lett 35, no. 6 (2014): 621-623. 

[Lee 2015] Lee, C-S., Eric Pop, Aaron D. Franklin, Wilfried Haensch, and H-SP Wong. "A 

compact virtual-source model for carbon nanotube FETs in the sub-10-nm regime—Part I: 

Intrinsic elements." IEEE transactions on electron devices 62, no. 9 (2015): 3061-3069. 

[Lei 2019] Lei, Ting, Lei-Lai Shao, Yu-Qing Zheng, Gregory Pitner, Guanhua Fang, Chenxin Zhu, 

Sicheng Li et al. "Low-voltage high-performance flexible digital and analog circuits based on 

ultrahigh-purity semiconducting carbon nanotubes." Nature communications 10, no. 1 (2019): 1-

10.  

[Liebmann 2016] Liebmann, Lars, Jia Zeng, Xuelian Zhu, Lei Yuan, Guillaume Bouche, and 

Jongwook Kye. "Overcoming scaling barriers through design technology cooptimization." In VLSI 

Technology, 2016 IEEE Symposium on, pp. 1-2. IEEE, 2016. 

[Lin 2001] Lin, H. C., K. L. Yeh, R. G. Huang, C. Y. Lin, and T. Y. Huang. "Schottky barrier thin-

film transistor (SBTFT) with silicided source/drain and field-induced drain extension." IEEE 

Electron Device Letters 22, no. 4 (2001): 179-181. 



112 

 

[Lin 2013] Lin, Jianqiang, Xin Zhao, Tao Yu, Dimitri A. Antoniadis, and Jesus A. Del Alamo. "A 

new self-aligned quantum-well MOSFET architecture fabricated by a scalable tight-pitch process." 

In Electron Devices Meeting (IEDM), 2013 IEEE International, pp. 16-2. IEEE, 2013. 

[Lin 2014] Lin, Jianqiang, Dimitri A. Antoniadis, and Jesús A. del Alamo. "Off-state leakage 

induced by band-to-band tunneling and floating-body bipolar effect in InGaAs quantum-well 

MOSFETs." IEEE Electron Device Letters 35, no. 12 (2014): 1203-1205. 

[Liu 2020] Liu, Lijun, Jie Han, Lin Xu, Jianshuo Zhou, Chenyi Zhao, Sujuan Ding, Huiwen Shi et 

al. "Aligned, high-density semiconducting carbon nanotube arrays for high-performance 

electronics." Science 368, no. 6493 (2020): 850-856. 

[Luo 2013] Luo, Jieying, Lan Wei, Chi-Shuen Lee, Aaron D. Franklin, Ximeng Guan, Eric Pop, 

Dimitri A. Antoniadis, and H-S. Philip Wong. IEEE transactions on electron devices 60, no. 6 

(2013): 1834-1843. 

[McGuire 2017] McGuire, Felicia A., Yuh-Chen Lin, Katherine Price, G. Bruce Rayner, Sourabh 

Khandelwal, Sayeef Salahuddin, and Aaron D. Franklin. "Sustained sub-60 mV/decade switching 

via the negative capacitance effect in MoS2 transistors." Nano letters 17, no. 8 (2017): 4801-4806. 

[Mistry 2017] Kaizad Mistry, Intel Newsroom, 2017,  https://newsroom.intel.com/newsroom/wp-

content/uploads/sites/11/2017/03/Kaizad-Mistry-2017-Manufacturing.pdf 

[Nanointegris] www.nanointegris.com  

[Narasimha 2017] Narasimha, S., B. Jagannathan, A. Ogino, D. Jaeger, B. Greene, C. Sheraw, K. 

Zhao et al. "A 7nm CMOS technology platform for mobile and high performance compute 

application." In Electron Devices Meeting (IEDM), 2017 IEEE International, pp. 29-5. IEEE, 

2017. 

[Nourbakhsh 2017] Nourbakhsh, Amirhasan, Ahmad Zubair, Sameer Joglekar, Mildred 

Dresselhaus, and Tomás Palacios. "Subthreshold swing improvement in MoS 2 transistors by the 

negative-capacitance effect in a ferroelectric Al-doped-HfO 2/HfO 2 gate dielectric stack." 

Nanoscale 9, no. 18 (2017): 6122-6127. 

[OpenSparc] http://www.opensparc.net.  

[Patil 2007] Patil, Nishant, Jie Deng, H-SP Wong, and Subhasish Mitra. In Proceedings of the 44th 

annual Design Automation Conference, pp. 958-961. ACM, 2007. 

[Patil 2009] Patil, Nishant, Albert Lin, Edward R. Myers, Koungmin Ryu, Alexander Badmaev, 

Chongwu Zhou, H-S. Philip Wong, and Subhasish Mitra. "Wafer-scale growth and transfer of 

https://newsroom.intel.com/newsroom/wp-content/uploads/sites/11/2017/03/Kaizad-Mistry-2017-Manufacturing.pdf
https://newsroom.intel.com/newsroom/wp-content/uploads/sites/11/2017/03/Kaizad-Mistry-2017-Manufacturing.pdf
http://www.nanointegris.com/
http://www.opensparc.net/


113 

 

aligned single-walled carbon nanotubes." IEEE Transactions on Nanotechnology 8, no. 4 (2009): 

498-504. 

[Qiu 2017] Qiu, Chenguang, Zhiyong Zhang, Mengmeng Xiao, Yingjun Yang, Donglai Zhong, 

and Lian-Mao Peng. "Scaling carbon nanotube complementary transistors to 5-nm gate lengths." 

Science 355, no. 6322 (2017): 271-276. 

[Rabaey 2002] Rabaey, J. M., Chandrakasan, A.P. and Nikolic, B. Digital integrated circuits. Vol. 

2. Englewood Cliffs: Prentice hall, 2002. 

[Radhakrishna 2017] Radhakrishna, U., Khan, A. I., Salahuddin, S., Antoniadis, D. (2017). MIT 

Virtual Source Negative Capacitance (MVSNC) model. nanoHUB. doi:10.4231/D3K649T9T 

[Riichiro 1998] Riichiro, S, Dresselhaus, G, and Dresselhaus, M. S. Physical properties of carbon 

nanotubes. 1998. 

[Ren 2015] Ren, Shaoqing, Kaiming He, Ross Girshick, and Jian Sun. "Faster r-cnn: Towards real-

time object detection with region proposal networks." Advances in neural information processing 

systems 28 (2015): 91-99. 

[Rogers 2009] Rogers, Brian M., Anil Krishna, Gordon B. Bell, Ken Vu, Xiaowei Jiang, and Yan 

Solihin. In ACM SIGARCH Computer Architecture News, vol. 37, no. 3, pp. 371-382. ACM, 2009. 

[Sabry 2015] Aly, Mohamed M. Sabry, Mingyu Gao, Gage Hills, Chi-Shuen Lee, Greg Pitner, 

Max M. Shulaker, Tony F. Wu et al. "Energy-efficient abundant-data computing: The N3XT 1,000 

x." Computer 48, no. 12 (2015): 24-33. 

[Sabry 2018] Aly, Mohamed M. Sabry, Tony F. Wu, Andrew Bartolo, Yash H. Malviya, William 

Hwang, Gage Hills, Igor Markov et al. "The N3XT approach to energy-efficient abundant-data 

computing." Proceedings of the IEEE 107, no. 1 (2018): 19-48. 

[Salahuddin 2008] Salahuddin, Sayeef, and Supriyo Datta. "Use of negative capacitance to provide 

voltage amplification for low power nanoscale devices." Nano letters 8, no. 2 (2008): 405-410. 

[Samanta 2014] Samanta, Suman Kalyan, Martin Fritsch, Ullrich Scherf, Widianta Gomulya, 

Satria Zulkarnaen Bisri, and Maria Antonietta Loi. "Conjugated polymer-assisted dispersion of 

single-wall carbon nanotubes: the power of polymer wrapping." Accounts of chemical research 

47, no. 8 (2014): 2446-2456. 

[Sedra 1998] Sedra, A. S., and Smith K.C. Microelectronic circuits. Vol. 1. New York: Oxford 

University Press, 1998. 

[Sentaurus] Sentaurus, T. C. A. D. 2009, Mountain View, CA 94043. 

http://dx.doi.org/10.4231/D3K649T9T
http://dx.doi.org/10.4231/D3K649T9T
http://dx.doi.org/10.4231/D3K649T9T


114 

 

[Seo 2014] Seo, K-I., B. Haran, D. Gupta, D. Guo, T. Standaert, R. Xie, H. Shang et al. "A 10nm 

platform technology for low power and high performance application featuring FINFET devices 

with multi workfunction gate stack on bulk and SOI." In VLSI Technology (VLSI-Technology): 

Digest of Technical Papers, 2014 Symposium on, pp. 1-2. IEEE, 2014. 

[Shulaker 2013] Shulaker, Max M., Gage Hills, Nishant Patil, Hai Wei, Hong-Yu Chen, H-S. 

Philip Wong, and Subhasish Mitra. "Carbon nanotube computer." Nature 501, no. 7468 (2013): 

526. 

[Shulaker 2014a] Shulaker, Max M., Jelle Van Rethy, Gage Hills, Hai Wei, Hong-Yu Chen, 

Georges Gielen, H-S. Philip Wong, and Subhasish Mitra. "Sensor-to-digital interface built entirely 

with carbon nanotube FETs." IEEE Journal of Solid-State Circuits 49, no. 1 (2014): 190-201. 

[Shulaker 2014b] Shulaker, Max M., Gregory Pitner, Gage Hills, Marta Giachino, H-S. Philip 

Wong, and Subhasish Mitra. "High-performance carbon nanotube field-effect transistors." In 

Electron Devices Meeting (IEDM), 2014 IEEE International, pp. 33-6. IEEE, 2014. 

[Shulaker 2015] Shulaker, Max M., Gage Hills, Tony F. Wu, Zhenan Bao, H-S. Philip Wong, and 

Subhasish Mitra. "Efficient metallic carbon nanotube removal for highly-scaled technologies." In 

2015 IEEE International Electron Devices Meeting (IEDM), pp. 32-4. IEEE, 2015. 

[Shulaker 2017] M. M. Shulaker, G. Hills, R. S. Park, R. T. Howe, K. Saraswat, H.-S. P. Wong, 

and S. Mitra, “Three-dimensional integration of nanotechnologies for computing and data storage 

on a single chip,” Nature, vol. 547, pp. 74–78, Jul. 2017, doi: 10.1038/nature22994. 

[Srimani 2018] Srimani, Tathagata, Gage Hills, Mindy Deanna Bishop, and Max M. Shulaker. 

"30-nm contacted gate pitch back-gate carbon nanotube FETs for Sub-3-nm nodes." IEEE 

Transactions on Nanotechnology 18 (2018): 132-138. 

[Srimani 2019a] Srimani, T., G. Hills, X. Zhao, D. Antoniadis, J. A. Del Alamo, and M. M. 

Shulaker. "Asymmetric gating for reducing leakage current in carbon nanotube field-effect 

transistors." Applied Physics Letters 115, no. 6 (2019): 063107. 

[Srimani 2019b] Srimani, Tathagata, Gage Hills, Christian Lau, and Max Shulaker. "Monolithic 

three-dimensional imaging system: Carbon nanotube computing circuitry integrated directly over 

silicon imager." In 2019 Symposium on VLSI Technology, pp. T24-T25. IEEE, 2019. 

[Srimani 2020] Srimani, T., G. Hills, M. Bishop, C. Lau, P. Kanhaiya, R. Ho, A. Amer et al. 

"Heterogeneous Integration of BEOL Logic and Memory in a Commercial Foundry: Multi-Tier 



115 

 

Complementary Carbon Nanotube Logic and Resistive RAM at a 130 nm node." In 2020 IEEE 

Symposium on VLSI Technology, pp. 1-2. IEEE, 2020. 

[Srimani 2021] Srimani, T., Ding, J., Yu, A.C., et. al. “Comprehensive Study on High Purity 

Semiconducting Carbon Nanotube Extraction.” in submission (2021). 

[Tans 1998] Tans, Sander J., Alwin RM Verschueren, and Cees Dekker. "Room-temperature 

transistor based on a single carbon nanotube." Nature 393, no. 6680 (1998): 49. 

[Tsugawa 2017] Tsugawa, H., H. Takahashi, R. Nakamura, T. Umebayashi, T. Ogita, H. Okano, 

K. Iwase et al. "Pixel/DRAM/logic 3-layer stacked CMOS image sensor technology." In 2017 

IEEE International Electron Devices Meeting (IEDM), pp. 3-2. IEEE, 2017. 

[Tsui 2005] Tsui, Bing-Yue, and C-P. Lin. "Process and characteristics of modified Schottky 

barrier (MSB) p-channel FinFETs." IEEE Transactions on Electron Devices 52, no. 11 (2005): 

2455-2462. 

[Tulevski 2014] Tulevski, George S., Aaron D. Franklin, David Frank, Jose M. Lobez, Qing Cao, 

Hongsik Park, Ali Afzali, Shu-Jen Han, James B. Hannon, and Wilfried Haensch. "Toward high-

performance digital logic technology with carbon nanotubes." ACS nano 8, no. 9 (2014): 8730-

8745. 

[Tulipe 2008] La Tulipe, D. C., D. J. Frnak, S. E. Steen, A. W. Topol, J. Patel, L. Ramakrishnan, 

and J. W. Sleight. "Upside-down FETS." In SOI Conference, 2008. SOI. IEEE International, pp. 

23-24. IEEE, 2008. 

[Vardi 2017] Vardi, Alon, Lisa Kong, Wenjie Lu, Xiaowei Cai, Xin Zhao, Jesús Grajal, and Jesús 

A. del Alamo. "Self-aligned InGaAs FinFETs with 5-nm fin-width and 5-nm gate-contact 

separation." In Electron Devices Meeting (IEDM), 2017 IEEE International, pp. 17-6. IEEE, 2017. 

[Vinet 2011] Vinet, M., P. Batude, C. Tabone, B. Previtali, C. LeRoyer, A. Pouydebasque, L. 

Clavelier et al. "3D monolithic integration: Technological challenges and electrical results." 

Microelectronic Engineering 88, no. 4 (2011): 331-335. 

[Wang 2015] Wang, Huiliang, and Zhenan Bao. "Conjugated polymer sorting of semiconducting 

carbon nanotubes and their electronic applications." Nano Today 10, no. 6 (2015): 737-758.  

[Wei 2009] Wei, Lan, David J. Frank, Leland Chang, and H-S. Philip Wong. "A non-iterative 

compact model for carbon nanotube FETs incorporating source exhaustion effects." In Electron 

Devices Meeting (IEDM), 2009 IEEE International, pp. 1-4. IEEE, 2009. 



116 

 

[Wilson 2013] Wilson, L. International technology roadmap for semiconductors (ITRS). 

Semiconductor Industry Association., 2013. 

[Yang 2017] Yang, Feng, Xiao Wang, Jia Si, Xiulan Zhao, Kuo Qi, Chuanhong Jin, Zeyao Zhang 

et al. "Water-assisted preparation of high-purity semiconducting (14, 4) carbon nanotubes." ACS 

nano 11, no. 1 (2017): 186-193. 

[Yakimets 2017] Yakimets, D., M. Garcia Bardon, D. Jang, P. Schuddinck, Y. Sherazi, P. Weckx, 

K. Miyaguchi et al. "Power aware FinFET and lateral nanosheet FET targeting for 3nm CMOS 

technology." In Electron Devices Meeting (IEDM), 2017 IEEE International, pp. 20-4. IEEE, 

2017. 

[Yuan 2008] Yuan, X., Park, J.E., Wang, J., Zhao, E., Ahlgren, D.C., Hook, T., Yuan, J., Chan, 

V.W., Shang, H., Liang, C.H. and Lindsay, R., 2008. Gate-induced-drain-leakage current in 45-

nm CMOS technology. IEEE Transactions on Device and Materials Reliability, 8(3), pp.501-508. 

[Zhao 2018] Zhao, Xin, Alon Vardi, and Jesus A. del Alamo. "Excess off-state current in InGaAs 

FinFETs." IEEE Electron Device Letters 39, no. 4 (2018): 476-479. 

[Zhang 2002] Zhang, Yaohui, Jun Wan, Kang L. Wang, and Bich-Yen Nguyen. "Design of 10-

nm-scale recessed asymmetric Schottky barrier MOSFETs." IEEE Electron Device Letters 23, no. 

7 (2002): 419-421. 

[Zhang 2012] Zhang, Jie, Albert Lin, Nishant Patil, Hai Wei, Lan Wei, H-S. Philip Wong, and 

Subhasish Mitra. "Carbon nanotube robust digital VLSI." IEEE Transactions on Computer-Aided 

Design of Integrated Circuits and Systems 31, no. 4 (2012): 453-471. 

[Zheng 2003] Zheng, Ming, Anand Jagota, Michael S. Strano, Adelina P. Santos, Paul Barone, S. 

Grace Chou, Bruce A. Diner et al. "Structure-based carbon nanotube sorting by sequence-

dependent DNA assembly." Science 302, no. 5650 (2003): 1545-1548. 

[Zhirnov 2008] Zhirnov, Victor V., and Ralph K. Cavin. "Nanoelectronics: Negative capacitance 

to the rescue?." Nature Nanotechnology 3, no. 2 (2008): 77. 

 

 

 


