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ABSTRACT
Machine learning techniques have been proposed to optimize the
databases. For example, traditional empirical database optimization
techniques (e.g., cost estimation, join order selection, knob tun-
ing) cannot meet the high-performance requirement for large-scale
database instances, various applications and diversified users, espe-
cially on the cloud. Fortunately, machine learning based techniques
can alleviate this problem by judiciously learning the optimiza-
tion strategy from historical data or explorations. In this tutorial,
we categorize database tasks into three typical problems that can
be optimized by different machine learning models, including (i)
NP-hard problems (e.g., knob space exploration, index/view selec-
tion, partition-key recommendation for offline optimization; query
rewrite, join order selection for online optimization), (ii) regression
problems (e.g., cost/cardinality estimation, index/view benefit es-
timation, query latency prediction), and (iii) prediction problems
(e.g., transaction scheduling, trend prediction). We review existing
machine learning based techniques to address these problems and
provide research challenges.
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1 MOTIVATION
Traditional database optimization techniques are based on empir-
ical methodologies and specifications, and require heavy human
involvement to tune and maintain the databases. Thus existing
empirical techniques cannot meet the high-performance require-
ment for growing applications, large-scale database instances, and
diversified users, especially on the cloud. Fortunately, learning-
based techniques can alleviate this problem. For instance, deep
learning can improve the quality of cost estimation [4, 19, 20, 23],
reinforcement learning can be used to optimize join order selec-
tion [13, 16, 22, 25], and deep reinforcement learning can be used
to tune database knobs [2, 12, 28, 30].

However, there are several common challenges in applying ma-
chine learning techniques in classic database problems. First, data-
base is a complex system with various workload and runtime char-
acters (e.g., read/write ratio, buffer hit rate). Moreover, some char-
acters are not available in real online scenarios (e.g., query logs).
So the first challenge is how to select and characterize effective
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features for the machine learning models to make decisions. Second,
there are various ML models like supervised/unsupervised learning
models, which can be further divided into classic machine learning
and deep learning. These models fit different problems. For example,
deep learning can work well to regress for high-dimension table
data, while RL is good at decision-making. So the second challenge
is how to select proper machine learning models to solve different
database problems. Third, there are various rigorous requirements
for different database scenarios. For example, query rewrite requires
extremely low rewrite overhead (e.g., milliseconds) and it is unaf-
fordable to take hours applying reinforcement learning to select
rewrite rules for single queries. Moreover, other problems like per-
formance robustness and scenario migration are also challenging.
In this tutorial, we will separately discuss existing learning-based
works and how they solve one or some of above challenges, and
provide some future research directions.
2 TUTORIAL OVERVIEW
(1) Background andMotivation (10min).We first introduce the
background and motivation of learning based techniques.
(2) Machine learning for Optimizing NP Problems (30min).
Many database optimization problems can be modeled as explor-
ing the optimal solutions for NP-hard problems. Machine learning
based techniques can efficiently learn exploration models to replace
heuristic algorithms and utilize the learned models to optimize the
NP-hard problems [12, 25, 26, 28, 29]. We classify them into two
cases based on exploring the solutions online or offline.

(2.1) Offline Optimizing NP-hard Problems [1, 7–9, 12, 15,
26, 28, 29].We first train a model and then use the model to opti-
mize the NP-hard problems. The model can be fine-tuned during
optimizing the NP-hard problems, and thus may be heavy.

(2.1.1) Knob space exploration [1, 2, 9, 12, 28, 29]. Recently learned
tuning methods are proposed to improve the tuning performance or
resource utilization. There are three types of models. (i) Gradient-
based models [1, 9, 29] like Gaussian Process are widely used to
explore local-optimal knob settings based on gradient descent; (ii)
Similarly, deep-learning models [21] estimate the performance of
selected knob settings. They take selected knobs and internal met-
rics as input and output the predicted response time; (iii) RL-based
methods [12, 28] take knob tuning as a trail-and-error procedure,
where the agent inputs tuning factors (e.g., system metrics, queries),
outputs proper knobs, and learns from the tuning results.

(2.1.2) Index/View selection [3, 5, 8, 10, 26]. Database indexes and
views are fairly crucial to achieve high performance. But it is ex-
pensive to recommend and build appropriate indexes/views with
a large number of columns/tables and queries/subqueries. Hence,
there are some reinforcement-learning models that recommend
indexes [8, 15] and materialized views [5, 26].

(2.1.3) Database Partition [7]. Traditional methods heuristically
select columns as partition keys (single column mostly) and can-
not balance between load balancing and access efficiency. Some
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work [7] also utilizes reinforcement learning model to explore dif-
ferent partition keys.

(2.2) Online Optimizing NP-hard problems [16, 17, 22, 25,
30]. Some database problems (e.g., query rewrite, online plan op-
timization) have instant feedback requirements (e.g., optimizing
within milliseconds). Hence, it cannot tolerate a long time to update
a model. Hence, we want to select machine learning models that can
(i) adaptively learn the policy during optimization and (ii) balance
between performance and efficiency.

(2.2.1) SQL rewriter [13, 31]. Rule-based query rewriting methods
may not find high-quality rules and appropriate rule order. Instead,
learned tree search algorithms (e.g., MCTS) can be used to select
the appropriate rules and apply rules in a good order.

(2.2.2) Join order selection [16, 17, 22, 25]. A SQL query may have
millions, even billions of possible plans and it is very important to
efficiently find a good plan. Traditional heuristics methods cannot
find optimal plans for dozens of tables and dynamic programming
is costly to explore the huge plan space. Thus there are some deep
reinforcement learning based methods [16, 17, 22, 25] that automat-
ically select good plans.
(3)Machine learning for Regression Problems (30min).Many
database problems can be modeled as a regression problem. Cardi-
nality estimation aims to estimate the cardinality of a query and
a regression model (e.g., deep learning model) can be used [4, 6,
19, 20, 23, 24]. Index/view benefit estimation aims to estimate the
benefit of creating an index (or a view), and a regression model can
be used to estimate the benefit [3, 10]. Latency prediction aims to
estimate the execution time of executing a query and a regression
model can be used to estimate the performance based on query and
concurrency features [18, 32].
(4) Machine learning for Prediction Problems (10min). It is
also vital to proactively optimize the database by predicting in-
coming queries. These prediction problems identify the temporal
workload patterns and rearrange query execution to maximize the
query performance or resource usage. And there are some machine
learning methods for such prediction problems, e.g., cluster-based
algorithms for trend prediction [14], reinforcement learning for
workload scheduling [27].
(5) Challenges and Opportunities (10min). Finally, we provide
research challenges and opportunities.
Remark.This is an invited tutorial based on our tutorial at VLDB [11].
We will provide more deep analysis on existing works.
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