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ABSTRACT

Sampling random nodes is a fundamental algorithmic primitive

in the analysis of massive networks, with many modern graph

mining algorithms critically relying on it. We consider the task

of generating a large collection of random nodes in the network

assuming limited query access (where querying a node reveals its

set of neighbors). In current approaches, based on long random

walks, the number of queries per sample scales linearly with the

mixing time of the network, which can be prohibitive for large real-

world networks. We propose a new method for sampling multiple

nodes that bypasses the dependence in the mixing time by explicitly

searching for less accessible components in the network.We test our

approach on a variety of real-world and synthetic networks with

up to tens of millions of nodes, demonstrating a query complexity

improvement of up to ×20 compared to the state of the art.
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1 INTRODUCTION

Random sampling of nodes according to a prescribed distribution
has been extensively employed in the analysis of modern large-scale
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networks for more than two decades [22, 32]. Given the massive

sizes of modern networks, and the fact that they are typically ac-

cessible through node (or edge) queries, random node sampling

offers the most natural approach, and sometimes virtually the only

approach, to fast and accurate solutions for network analysis tasks.

These include, for example, estimation of the order [29], average de-

gree and the degree distribution [11, 15, 59], number of triangles [2],

clustering coefficient [51], and betweenness centrality [7], among

many others. Moreover, node sampling is a fundamental primitive

used by many standard network algorithms for quickly exploring

networks, e.g., for detection of frequent subgraph patterns [42]

or communities [44, 57], or for mitigating the effect of undesired

situations, such as teleport in PageRank [21]. Hence, a significant

volume of recent research is devoted to the efficiency of generating

random nodes in large social and information networks; see, e.g.,

[8, 9, 26, 39, 41, 46, 60] and the references therein.

Problem formulation. We consider the task of implementing

a sampling oracle that allows one to sample multiple nodes in a

network according to a prescribed distribution (say, the uniform

distribution). The collection of sampled nodes should be indepen-

dent and identically distributed. Standard algorithms for random

node sampling assume query access to the nodes of the network,

where querying a node reveals its neighbors. As a starting point,

we are given access to a single node from the network, and our

goal is to generate a (possibly large) set of samples from the desired

distribution using few queries. A typical efficiency measure is the

amortized query complexity — the total number of node queries

divided by the number of sampled nodes. This extends the frame-

work proposed by Chierichetti et al. [8, 9], who studied the query

complexity of sampling a single node. For simplicity, we focus on

the important case of the uniform distribution, but our approach

can be easily generalized to any natural distribution. We consider

the regime where the desired number of node samples 𝑁 is large.

Random walks and their limitations. Most previous work on

node sampling has focused on random-walk-based approaches,
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Figure 1: Amortized query complexity per sample in SinaWeibo, a network with 58.6M nodes and 261M edges. Our algorithm

for the standard query model, SampLayer, is compared to rejection sampling and Metropolis-Hastings random walks (left).

The variant for the stronger query model, SampLayer+, is compared to the stronger variant of MH (right).

which naturally exploit node query access to the network. They

are versatile and achieve remarkable efficiency [8, 10, 26, 39]. The

random walk starts from a seed node and proceeds from the current

node to a random neighbor, until it (almost) converges to its station-

ary distribution. Then, a random node is selected according to the

walk’s stationary distribution, which can be appropriately modified

if it differs from the desired one [8]. The number of steps before a

random walk (almost) converges to the stationary distribution is

called the mixing time, and usually denoted by 𝑡mix.

RW-based approaches are very effective in highly connected

networks with good expansion properties, where the mixing time

is logarithmic [25]. In most real-world networks, however, the situ-

ation is more complicated. It is by now a well-known phenomenon

that the mixing time in many real-world social networks is in the

order of hundreds or even thousands, much higher than in idealized

expander networks [13, 40, 43]. As part of this work, we prove lower

bounds for sampling multiple nodes: sampling a collection of 𝑁

(nearly) uniform and uncorrelated random nodes using a random

walk may require Ω(𝑁 · 𝑡mix) queries under standard assumptions

on the network structure. Given the multiplicative dependence in

𝑡mix, this bound becomes prohibitive as 𝑁 grows larger.

1.1 Our Contribution

In light of the above discussion, we ask the following question:

Can we design a highly query-efficient method for

sampling a large number of nodes that does not depend

multiplicatively on the network’s mixing time?

We answer this in the affirmative by presenting a novel algorithm

for sampling nodes with a query complexity that is up to a factor of

20 smaller than that of state of the art random walk algorithms. To

the best of our knowledge, this is the first node sampling method

that is not based on long random walks.

Lower bound for random walks. We present an Ω(𝑁 · 𝑡mix)
lower bound for sampling 𝑁 uniform and independent nodes from

a network using naive random walks (that do not try to learn the

network structure). Our lower bound construction is a graph con-

sisting of a large expander-like portion andmany small components

connected to it by bridges, a structure that is very common among

large social networks [38]. The main intuition is that sampling

𝑁 nodes from the network requires the walk to visit many small

communities, and thus cross Θ(𝑁 ) bridges, which in expectation

takes Θ(𝑡mix) queries per bridge, and Θ(𝑁 · 𝑡mix) in total.

Bypassing the multiplicative dependency. We present a new

algorithm for sampling multiple nodes, SampLayer, whose query

complexity does not depend multiplicatively on the mixing time.

Our algorithm learns a structural decomposition of the network into

one highly connected part and many small peripheral components.

We also present a stronger variant of our algorithm, SampLayer+,

that works in a more expressive query model, where querying

a node also reveals the degrees (and not just the identifiers) of

its neighbors.
1
Our approach is inspired by the core-periphery

perspective on social networks [48].We start by exploring the graph

with a random walk that is biased towards higher degree nodes.

With the high degree nodes in hand, we build a data structure that

partitions all non-neighbors of these nodes into extremely small

components. Then, we use the data structure to quickly reach these

components (and subsequently, sample from them); the process

involves running a BFS inside the reached component, which due

to its tiny size does not require many queries.

We theoretically relate the query complexity of SampLayer to

several network parameters and show that they are well-behaved

in practice. The samples generated by our algorithm are provably

independent and nearly uniform.

Improved empirical performance. We compare the amortized

query complexity of SampLayer against those of the two most rep-

resentative and standard random walk-based approaches for node

sampling, rejection sampling (REJ) and the Metropolis-Hastings

(MH) approach; SampLayer+ is compared against MH+, an ana-

logue of MH in the degree-revealing model. For a complete descrip-

tion of REJ,MH andMH+ with a theoretical and empirical analysis

of their query complexity, see the work of Chierichetti et al. [8].

We perform the comparisons on seven real world social and

information networks with diverse characteristics, with the largest

being SinaWeibo [58], which consists of more than 50M nodes

and 250M edges. The results presented in Figures 1 and 8 and in

1
Such strong queries are supported, e.g., by Twitter API (link1, link2).
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Figure 2: Amortized query complexity per sample in a Forest

Fire graph with 1𝑀 nodes (parameters: 𝑝 𝑓 = 0.37, 𝑝𝑏 = 0.3).

Section 4.1 show that when 𝑁 is not extremely small, the query

complexity of our algorithms significantly outperforms the random

walk-based counterparts across the board. This holds both under

the standard query model (i.e., SampLayer vs. REJ and MH) and in

the stronger, degree-revealing query model (SampLayer+ vs MH+).

In both models, and for all seven networks, we achieve at least 40%

and up to 95% reduction in the query complexity. Remarkably, as

shown in Figure 1, in some cases SampLayer may achieve a near-

optimal query complexity of as little as 5 queries per sample, even

when 𝑁 is less than 1% of the network size. In SampLayer+ this is

even more dramatic, essentially achieving one query per sample.

Generative models. One possible explanation to our findings

might lie in the seminal work by Leskovec et al. [38]. In one of

the most extensive analyses of the community structure in large

real-world social and information networks, they examined more

than 100 large networks in various domains. They discovered that

most of the classical generative models at the time did not capture

well the community structure and additional various properties

of social networks (e.g., size of communities, their connectivity

to the graph, scaling over time, etc). The Forest Fire generative

model [36, 37] was developed to fill this gap, being more in-line

with empirical findings. In this model, which is by now standard

and well-investigated, edges are added in a way that creates small,

barely connected pieces that are significantly larger and denser

than random. We show that our algorithm performs very well on

networks generated by this model (a consistent query complexity

improvement of 30-50%) even for tiny core sizes; see Figure 2.

1.2 Related Work

Random-walk-based approaches for node sampling have been stud-

ied extensively in the last decade. The aforementioned work of

Chierichetti et al. [8] is the closest to ours, studying the query com-

plexity of such approaches. The analysis of Iwasaki and Shudo [26]

also focuses on the average query complexity of random walks.

Using random node sampling to determine the properties of

large-scale networks goes back to the seminal work of Leskovec

and Faloutsos [34]. Since then, the performance of node sampling

via random walks has been widely considered in the context of net-

work parameter estimation. For example, Katzir et al. [28, 29] use

randomwalks to estimate the network order and the clustering coef-

ficient based on sampling and collision counting. Cooper et al. [10]

present a general random-walk-based framework for estimating

various network parameters; whereas Ribeiro et al. [46] extend

these approaches to directed networks. Ribeiro and Towsley [45]

use multidimensional random walks. Eden et al. [16–18] and Tětek

and Thorup [55] study the query complexity of generating uniform

edges given access to uniform nodes. Bera and Seshadhri [5] devise

an accurate sublinear triangle counting algorithm that queries only

a small fraction of the graph edges. For several other examples of

network estimation works, see [20, 27, 30, 39, 41, 60].

In many of these works, improved query complexity is achieved

by relaxing the requirement for independent samples. Understand-

ing how dependencies between sampled nodes affect the outcome,

however, inherently requires a complicated analysis tailored to the

network-parameter at question. Such an analysis is not required for

nodes generated by our approach, which are provably independent.

From a technical viewpoint, our adaptive exploration of the net-

work’s isolated components bears some similarity to node sampling

via deterministic exploration [50] and to node probing approaches

(e.g., [6, 33, 52, 53]) for network completion [24, 31]. Given access to

an incomplete copy of the network, Soundarajan et al. [52, 53] and

LaRock et al. [33] discover unobserved parts via adaptive network

exploration; see the survey by Eliassi-Rad et al. [19].

Utilizing core-periphery characteristics of networks for algorith-

mic purposes has received surprisingly little attention. The most

relevant work is by Benson and Kleinberg [4], on link prediction.

More weakly related is the study of 𝑘-cores of social network [1, 14],

which aim to capture the subset of all “engaged” nodes by iteratively

removing nodes of small degree.

2 LOWER BOUND FOR RANDOMWALKS

In this section, we quickly present the Ω(𝑁 · 𝑡mix) lower bound on

the number of queries required to sample 𝑁 (nearly) independent

and uniformly distributed nodes using random walks. See proof

sketch in the full version [3]. For clarity, we focus our analysis on

the most standard random walk, which at any given time proceeds

from the current node to one of its neighbors, uniformly at random;

such a random walk is used in rejection sampling (REJ). Similar

lower bounds hold for other random walk variants that do not learn

structural characteristics of the network, including MH and MH+.

Theorem 2.1. For any 𝑛 and log𝑛 ≪ 𝑡 ≪ 𝑛Θ(1)
, there exists a

graph 𝐺 on 𝑛 vertices with mixing time 𝑡mix = Θ(𝑡), that satisfies
the following: for any 𝑁 ≤ 𝑛Θ(1)

, any sampling algorithm based on

uniform random walks that outputs a (nearly) uniform collection of

𝑁 nodes must perform Ω(𝑁 · 𝑡mix) queries.

3 ALGORITHM

In order to bypass the multiplicative dependence in the mixing time,

one needs to exploit structural characteristics of social networks in

some way. One natural property is that the degree-distribution is

top-heavy; furthermore, a large fraction of nodes in the network

are well-connected to the high-degree nodes, whereas the remain-

ing nodes decompose into small, weakly connected components

[38, 48]. Figure 3 demonstrates this in a strong quantitative form.

Suppose that we are able to access a collection of, say, the top 1%

highest degree nodes in the network, and call these 𝐿0. Denote their
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Figure 3: Very small 𝐿0 suffices to shatter 𝐿≥2-components

in a Forest Fire graph (left); convergence of 𝐿≥2 component

sizes as |𝐿0 | grows, in four real-world networks (right).

neighbors by 𝐿1 and the rest of the network by 𝐿≥2. Does a small

𝐿0 size suffice for 𝐿≥2 to decompose into tiny components?

Our experiments indicate that the answer is positive, even if one

instead generates 𝐿0 greedily with our query access, starting from

an arbitrary seed vertex. The details are given in the experimental

section, but briefly, Figure 3 demonstrates that for both the Forest

Fire model with standard parameters and for various real-world

social networks with diverse characteristics, a very small 𝐿0 size

(ranging between 0.1% and 10% of the graph size, and in most cases

about 1 − 2%) suffices for 𝐿≥2 to decompose very effectively.

These results suggest a new approach to quickly reach nodes

in the network: In a preprocessing phase, greedily capture 𝐿0 as

above, which decomposes the rest of the network into 𝐿1 and 𝐿≥2.

𝐿1-nodes are easy to reach; 𝐿≥2-nodes are reachable by attempting

to visit a component from 𝐿≥2 through a walk of length 2 from 𝐿0,

and then fully exploring the component via a BFS. Our algorithm,

SampLayer, is based on this idea, also running size and reachability

estimations to ensure the generated samples are close to uniform.

3.1 Algorithm Description

We next describe our algorithm, SampLayer, in detail. The algo-

rithm runs in two phases: a structural learning phase and a sampling

phase. In the first phase, the algorithm constructs a data structure

providing fast access to nodes that are either very highly-connected

(we call these nodes the 𝐿0-layer) or neighbors thereof (the 𝐿1-layer).

This exploits the well-known fact that in large social and informa-

tion networks, typically a large fraction of the nodes are connected

to a highly influential core [48]. The node sampling itself takes

place in the second phase, which uses the data structure to either

sample from the core layers 𝐿0 ∪ 𝐿1, or to explicitly cross bridges

that lead to the small, less connected parts. These are edges from

𝐿1 to nodes outside 𝐿0 ∪ 𝐿1. We refer to these nodes as the 𝐿≥2

layer. Once it reaches such a small component, the algorithm fully

explores the component and uniformly samples a node from within

it. Finally, our algorithm uses rejection sampling to ensure that

(almost) all nodes are returned with equal probability.

Structural decompositionphase. Starting from an arbitrary node,

we aim to capture the highest-degree nodes in the network. This is

done by our procedure Generate-𝐿0 below. We add these nodes

greedily, one by one, where intuitively, in every step the newly

added node is the one we perceive (according to the information

currently available) as the highest-degree one. We refer to this

initial collection of high-degree nodes as the base layer, 𝐿0.
2

2
We note that one can modify Generate-𝐿0 by first conducting a random walk using

part of the 𝐿0-construction budget, and only then continuing with the above process.

L≥2

L0

L1

Figure 4: An illustration of a typical network and its layering

by our algorithm, SampLayer. The𝐿≥2-layer components in-

tuitively correspond to small communities that are weakly

connected to the rest of the network.

Generate-𝑳0
Input: arbitrary vertex 𝑣0, number ℓ0.

Output: 𝐿0 of size ℓ0, 𝐿1, D.

(1) Query 𝑣0 and let 𝐿0 = {𝑣0}, 𝐿1 = 𝑁 (𝑣0).
(2) Repeat ℓ0 − 1 times:

(a) Pick 𝑢 ∈ 𝐿1 with maximum number of 𝐿0 neigh-

bors (break ties randomly).

(b) Query 𝑢 and remove it from 𝐿1.

(c) Add 𝑢 to 𝐿0 and add 𝑁 (𝑢) \ 𝐿0 to 𝐿1.

(3) Create a data structure D to sample edges between 𝐿0

and 𝐿1 uniformly at random.

(4) Return 𝐿0, 𝐿1 and D.

The next layer, 𝐿1, is the set of neighbors of 𝐿0 that are not

already in 𝐿0, i.e. 𝐿1 =
⋃

𝑣∈𝐿0
𝑁 (𝑣) \ 𝐿0, where 𝑁 (𝑣) denotes the

set of neighbors of node 𝑣 . Intuitively, the union of these two layers

captures the well-connected or “expanding” part of the network.

The neighbors of 𝐿1 are denoted 𝐿2 and the multi-layer consisting

of all other nodes in the network is denoted by 𝐿>2, where we also

set 𝐿≥2 = 𝐿2 ∪𝐿>2. See Figure 4 for a visualization of the layers and

Figure 5 for a visualization of the structural decomposition phase

of SampLayer and its variant SampLayer+.

Denote by 𝐺≥2 the subgraph whose node set is 𝐿≥2, and whose

edge set includes all edges between 𝐿2 and 𝐿>2 and all edges be-

tween nodes in 𝐿>2. Crucially, the size ℓ0 of the generated 𝐿0 should

be sufficiently large so that the subgraph𝐺≥2 will “break” intomany

small connected components. (Note that we intentionally “ignore”

edges between vertices that lie strictly in 𝐿2, to make these compo-

nents as small as possible.) In Section 4.2, we explore the typical

size of 𝐺≥2-components as a function of ℓ0, and discuss how to

determine the “correct” ℓ0 value for the network at hand.

To complete this phase, we learn various parameters of the lay-

ering that are crucial for the sampling phase, including accurate

approximations of the size of 𝐿≥2 and the typical reachability of

nodes in it. This is done using the procedures Estimate-Periphery-

Size and Estimate-Baseline-Reachability, given in Section A.1.

Specifically, estimating the size of 𝐿≥2 is done by considering the

While the added randomness could theoretically help escaping situations where the

initial node is problematic in some way or there are multiple cores in the graph, in all

networks that we tested adding such a random walk did not improve the quality of 𝐿0 ;

in fact, the existing algorithm captured essentially all nodes with very high degrees.
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Figure 5: The structural decomposition phase, of generating

(from left to right) the base layer 𝐿0 in SampLayer (top, pur-

ple) and SampLayer+ (bottom, blue) from an arbitrary start-

ing node. At any given step, the next layer 𝐿1 consists of all

neighbors of the 𝐿0 nodes. The value next to each 𝐿1-node

indicates its number of neighbors in 𝐿0 (in SampLayer) or

its total degree (in SampLayer+).

bipartite graph with 𝐿1 on one side and 𝐿≥2 on the other. By sam-

pling 𝑠1 nodes from 𝐿1 and 𝑠≥2 nodes from 𝐿≥2 (using the procedure

Reach-𝐿≥2), we estimate the average degrees of the nodes of each

side of the bipartite graph, fromwhich we estimate |𝐿≥2 |. The reach-
ability distribution is approximated by calculating the reachabilities

of the 𝑠≥2 samples from 𝐿≥2. This procedure receives as an input a

parameter 𝜀, and returns a “baseline reachability” which is approx-

imately the 𝜀-percentile of 𝐿≥2-nodes in terms of reachability. In

Section 4.1 we discuss how to practically choose 𝑠1, 𝑠≥2, and 𝜀.

Sampling phase. Sampling from the core layers 𝐿0 and 𝐿1 is trivial;

the challenge is to sample efficiently from 𝐿≥2. Taking advantage of

the layering, we sample random nodes in 𝐿≥2 by combining walks

of length 2 that start in 𝐿0 and reach 𝐿≥2, with a local BFS step

that explores and returns a uniformly selected node in the reached

𝐿≥2 component. The above process generates biased samples, as

the vertices in different components have different probabilities to

be reached in the initial 2-step walk. Hence, the final step in the

sampling procedure is a rejection step, whose role is to unbias the

distribution. Here, we compute a suitable reachability score, 𝑟𝑠 (𝑣) for
every reached vertex. We then perform a rejection step, where the

acceptance probability is inversely proportional to the reachability

score of the chosen node. See Figure 6 for the pseudo-code and

Figure 7 for an illustration of the sampling process.

Non-uniform distributions. For simplicity, our algorithm is pre-

sented for node generation according to the uniform distribution.

We note that it can be adapted to generate other desirable distri-

butions. For example, to conduct ℓ𝑝 -sampling, the size estimation

procedure should be replaced by a procedure that estimates the

sum

∑
𝑣∈𝐿≥2

(𝑑 (𝑣))𝑝 (and the corresponding sum for 𝐿1), and the

reachability distribution estimation should be adjusted accordingly.

3.2 Convergence to Uniformity

Our main theorem states that samples generated by our algorithm

converge to (near-)uniformity. The proof builds in part on the fact

Sample

Input: ℓ̄≥2 - size estimate for 𝐿≥2. 𝑟𝑠0 - baseline reachability.

(Both computed in the preprocessing step)

Output: An almost uniform node in the network.

(1) Choose a layer 𝐿0, 𝐿1 or 𝐿≥2 with probability propor-

tional to their sizes |𝐿0 |, |𝐿1 |, ℓ̄≥2.

(2) If 𝐿0 or 𝐿1 are chosen then sample a uniform node in

𝐿0 or 𝐿1, respectively.

(3) If 𝐿≥2 is chosen, then repeatedly do:

(a) Invoke Reach-𝐿≥2 and let 𝑢 and 𝑟𝑠 (𝑢) be the re-
turned node and its reachability.

(b) With probability min( 𝑟𝑠0

𝑟𝑠 (𝑢) , 1) return 𝑢. If not re-

turned, repeat loop.

Reach-𝑳≥2
Input: The data structure D.

Output: vertex 𝑣 ∈ 𝐿≥2, its component and reach. score.

(1) While no vertex𝑤 chosen:

(a) Use D to sample a uniform edge between 𝐿0 and

𝐿1. Let 𝑢 denote its 𝐿1 endpoint.

(b) Query 𝑢, and if it has neighbors in 𝐿≥2, choose

one of them,𝑤 , uniformly at random.

(2) Perform a local BFS of the component 𝐶 of𝑤 in 𝐺≥2.

(3) Choose a vertex 𝑣 in 𝐶 uniformly at random.

(4) Invoke Comp-Reachability to compute the reachabil-

ity of 𝐶 , 𝑟𝑠 (𝐶).
(5) Return 𝑣 , and its reachability score, 𝑟𝑠 (𝑣) = 𝑟𝑠 (𝐶).
Comp-Reachability

Input: An (already queried) component 𝐶 of 𝐺≥2.

Output: The reachability score of 𝐶 .

(1) ∀𝑣 ∈ 𝐶 ∩ 𝐿2:

(a) Query all 𝑢 ∈ 𝑁 (𝑣) ∩ 𝐿1. For each such 𝑢:

(i) Let 𝑑− (𝑢) = |𝑁 (𝑢) ∩ 𝐿0 |, and 𝑑+ (𝑢) = |𝑁 (𝑢) ∩
𝐿2 |.

(ii) ∀𝑢 ∈ 𝑁 (𝑣) ∩ 𝐿1 set 𝑟𝑠 (𝑢) = 𝑑− (𝑢)
𝑑+ (𝑢) .

(iii) Set 𝑟𝑠 (𝑣) = ∑
𝑢 𝑟𝑠 (𝑢).

(2) Return 𝑟𝑠 (𝐶) = 1

|𝐶 |
∑

𝑣∈𝐶 𝑟𝑠 (𝑣).

Figure 6: The sampling procedures.

that our algorithm can estimate the size of 𝐿≥2 given sufficient effort

in the preprocessing phase. Proofs are given in the full version [3].

For experiments on the size estimation procedures, see Section A.4.

Theorem 3.1. If our size estimation for 𝐿≥2 is in (1 ± 𝑜 (1)) |𝐿≥2 |,
and if the baseline reachability 𝑟𝑠0 used in our algorithm is the 𝑜 (1)-
percentile in the reachability distribution, then the output node distri-

bution of Sample is 𝑜 (1)-close to uniform in total variation distance.

We stress that even in the case that the 𝐿0 generation process

is unsuccessful (in a sense that it does not break the 𝐿≥2 vertices

into small components), it always holds that our algorithm returns

a close to uniform vertex, provided that the size and reachability

estimates are correct. That is, the correctness of our algorithm

holds for any given 𝐿0 (with high probability), and only the query

complexity of subsequent sampling might be negatively affected,

e.g., due to a high expected component size value.
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Figure 7: Sampling a node from 𝐿≥2 in SampLayer. We start by picking a uniform edge 𝐿0 and 𝐿1, let 𝑢 denote its 𝐿1-endpoint.

We next traverse a random edge from 𝑢 to 𝑣 ∈ 𝐿2, if one exists. We then fully explore the 𝐿≥2-component 𝐶 containing 𝑣 ,

choosing a uniformly random node𝑤 ∈ 𝐶. A final rejection step estimates how likely it is for the process to end at𝑤 .

3.3 Query Complexity

In this section, we analyze the query complexity of the sampling

phase of our approach. We show here that the query complexity

of sampling nodes using SampLayer is bounded as a function of

several parameters related to the layered structure wemaintain. The

starting point of our analysis is immediately after the preprocessing

phase is completed. In particular, 𝐿0 and 𝐿1 are already known, as

well as a good estimate of the size of 𝐿≥2. In addition, we have

the ability to sample uniformly random edges between 𝐿0 and 𝐿1

without making any queries. We make the following assumptions.

• Reachability distribution.Weassume that the reachabilities

of nodes in 𝐿2 are relatively balanced: the reachability score

𝑟𝑠 (𝑣) of every 𝑣 ∈ 𝐿2 satisfies 𝑟𝑠0 ≤ 𝑟𝑠 (𝑣) ≤ 𝑐 · 𝑟𝑠0, where 𝑟𝑠0

is viewed as the “base reachability”, and 𝑐 > 1 is not large. We

empirically verify this in Section 4.2.

• Entry points. Let 𝛼 denote the fraction of edges 𝑒 between

𝐿0 and 𝐿1, for which the 𝐿1-endpoint of 𝑒 has neighbors in

𝐿2. Then 𝛼 is precisely the probability that a single attempt at

reaching 𝐿≥2 succeeds (without taking the rejection step into

account). In practice, 𝛼 is known to be well-behaved [48], as

most bridges to 𝐿≥2 occur at higher-degree nodes of 𝐿1.

• Component sizes. Set 𝑤 = E[ |𝐶𝐶 (𝑣) | ], where 𝑣 ∈ 𝐿≥2 is

(distributed as) the result of a single run of our procedure

Reach-𝐿≥2, and 𝐶𝐶 (𝑣) is the 𝐿≥2-component in which 𝑣 re-

sides. Intuitively,𝑤 measures the sizes of components that we

reach, and we empirically validate that it is typically small on

both synthetic and real-world networks, see Section 4.2.

• Degrees of component nodes. We assume that for all com-

ponents 𝐶 of 𝐿≥2, the number of bridges from 𝐶 to the rest

of the network is at most 𝑑 · |𝐶 |, for a small integer 𝑑 . This

is in line with the well-observed fact [38, 48] that peripheral

components are weakly connected to the network.

Our experiments verify that the parameters discussed here are

indeed well-behaved when the size ℓ0 of 𝐿0 is chosen correctly

– see Section 4.2 for more details. We bound the expected query

complexity of our sampling algorithm as a function of the above

parameters. Crucially, this implies that, once the preprocessing

phase is complete, the query complexity does not directly depend

on the network size or on the mixing time of long random walks.

Due to space constraints, the proof appears in the full version [3].

Theorem 3.2. The expected query complexity of sampling a single

node using SampLayer is 𝑂

(
𝑐 ·

(
1

𝛼 +𝑤𝑑
))
.

4 EMPIRICAL RESULTS

In this section, we describe several experiments we conducted,

comparing our algorithms to previous approaches which are all

based on random walks (Section 4.1), and explaining the query-

efficiency of our methods (Section 4.2).

4.1 Evaluation of Query Complexity

The main experiment computes the amortized number of queries

per sample of our algorithm, and compares it with the correspond-

ing query complexity of existing RW-based approaches. In the

standard query model, we compare our algorithm SampLayer with

two random walk-based algorithms, Rejection sampling (REJ) and

Metropolis-Hastings (MH). In the stronger query model, we com-

pare SampLayer+ to Metropolis-Hastings “plus” (MH+). The meth-

ods REJ, MH, and MH+ were all described in detail by Chierichetti

et al. [8]. In REJ, the algorithm performs a standard (unbiased) ran-

dom walk, where nodes are subject to rejection sampling according

to their degree; in MH the neighbor transition probabilities are

controlled by the neighbors’ degrees. MH+ is the same as MH, but

assumes the stronger query model, where a node query also reveals

the degrees of its neighbors. RW-based algorithms are most com-

monly used to sample multiple nodes by performing a long random

walk, and sampling a new node once every fixed interval to allow

for re-mixing. Indeed, as discussed in Section 2, to ensure that the

Dataset 𝑛 𝑚 𝑑avg 𝐿0 size

SL SL+

Epinions [47] 76K 509K 13.4 3K 1K

Slashdot [38] 82K 948K 23.1 3K 2K

DBLP [56] 317K 1.05M 6.62 30K 20K

Twitter-Higgs [12] 457K 14.9M 65.1 25K 10K

Forest Fire [36, 37] 1M 6.75M 13.5 10K 10K

Youtube [56] 1.1M 2.99M 5.27 30K 10K

Pokec [54] 1.6M 30.6M 37.5 200K 100K

SinaWeibo [58] 58.7M 261M 8.91 500K 100K

Table 1: The list of networks we considered with numbers

of nodes (𝑛), edges (𝑚), their average degrees (𝑑avg), and 𝐿0

sizes we selected for SampLayer and SampLayer+.
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node samples will be uniform and independent, the interval length

must allow the walk to mix between subsequent samples.

Setting for our algorithm.We examine seven online social and

information networks of varying sizes and characteristics, taken

from widely used network repositories [35, 49]. We also examine

our algorithm on a network generated by the Forest Fire model

with parameters 𝑝 𝑓 = 0.37 and 𝑝𝑏 = 0.3, which are standard for

this model [36]. The networks, along with their basic properties,

are described in Table 1. For each network, we performed a small

grid search to obtain a reasonable value for the input parameter ℓ0
(the target size of 𝐿0) in our algorithm. The values we used for each

network are given in Table 1. For the other two input parameters,

𝑠1 and 𝑠≥2, we observed that choices of 3,000 and 200 respectively

are generally sufficient for SampLayer on the first seven networks

(for Epinions and Slashdot, we picked 𝑠1 = 1,000). In SampLayer+,

values of 𝑠1 = 1,000 and 𝑠≥2 = 100 are generally sufficient for

the seven smaller networks. Separately, for SinaWeibo we picked

larger values, of 𝑠1 = 30𝑘 and 𝑠≥2 = 3𝑘 for both SampLayer and

SampLayer+, since the network is substantially larger.

We ran each of our algorithms SampLayer and SampLayer+ for

5-10 times on each of the eight networks; the amortized query com-

plexity we calculated is the average over these runs. As part of our

pipeline, we verified the quality of our solution by configuring the

algorithm’s parameters so as to ensure that the samples generated

by our algorithm are close to uniform. Specifically, we fixed a small

empirical threshold 𝑡 (0.01 in most cases) and parameters 𝑠1 and

𝑠≥2 as above, while varying the value of the error parameter 𝜀 in

our algorithm. For each choice of 𝜀, we ran the following for 10

times: we sampled 𝑛 nodes using our algorithm (parameterized by

𝜀), where 𝑛 is the graph size. In each of the runs, we calculated the

empirical distance to uniformity; if the average empirical distance

over the 10 runs is more than 𝑡 away from the expected value for a

true uniform distribution, 𝜀 is discarded. Thus, our final choice of 𝜀

ensures near-uniformity of the output samples.

Setting for randomwalks. As mentioned, the standard approach

to sampling multiple nodes using a random walk is by running a

single long walk and extracting samples from it in fixed intervals.

We examined this approach in two phases: Determining a good

choice for the interval length, and evaluating the query complexity.

We judiciously set interval lengths that allow for proper mixing.

This is explained in detail in Appendix A.3, but briefly, we generated

a large number of short random walks from the same starting point

and evaluated at what point in time these walks mix. To this end,

we computed in each time step, for all walks simultaneously, the

empirical distance to uniformity (using the same value of the em-

pirical threshold 𝑡 as in our algorithm) or the number of collisions,

which is also an indicator of distance to uniformity [23]. To ensure

the variance is controlled, we ran this procedure from 3-5 different

starting points for each of the algorithms REJ, MH, MH+.

To compute the amortized query complexity, we ran the random

walk algorithms on each of the networks, while keeping track of

the cumulative number of queries. Then, we computed the mean

number of queries per sample as the walk progressed.

Main results. Figure 8 depicts the comparison results for the six

smaller real-world networks. Figure 1 and 2 show the results for

SinaWeibo, and for a Forest Fire generated network, respectively.

The number of node samples in each of the first six networks, as

well as in the FF one, is between 0.1% and 1% of the total number of

nodes. While the results at the lower end, 0.1%, show the relatively

steep initial price of the structural learning phase of our algorithm,

the higher end of our sample size clarifies the stark differences in

performance between the methods. In SinaWeibo, due to its sheer

size, we considered a wider interval, from 10𝑘 samples (less than

0.02% of the nodes) to about 600𝑘 samples (1%).

As is evident in the plots, SampLayer and SampLayer+ obtained

significantly improved results compared to their RW-based coun-

terparts. In all cases, and throughout the runs (as more samples

are gathered), SampLayer demonstrated a query complexity that

in all cases offers query complexity savings of at least 40%, and

often much more, compared to both REJ andMH. Moreover, REJ

consistently required fewer queries on average than its counterpart

MH. This is in line with previous results from [8]. In the more pow-

erful query model, SampLayer+ also gave at least 50% (and almost

always better) improvement over its random walk analog MH+.

The most dramatic improvement was for SinaWeibo, the largest

network, where SampLayer and SampLayer+ yielded reductions

reaching 90% and 95% in the query complexity, respectively, com-

pared to their random walk counterparts. Curiously, as shown in

Figure 1, the query complexity of SampLayer+ in SinaWeibo was

in some cases less than one query per sample. While this may seem

counter-intuitive at first, we note that node samples from 𝐿1 are

generated by our algorithm without any query cost. One feature of

SinaWeibo that we observed is that a large majority of the nodes in

the network are located in 𝐿1, even for small 𝐿0 sizes. Thus, many

samples do not induce any query-cost.

Interestingly, our algorithm was challenged by the DBLP net-

work, which required a costly 𝐿0-construction stage, resulting in

an initial disadvantage. However, as is clear in the figure, our algo-

rithm recovers at samples of at least 1,000 nodes, to quickly reach

consistent improvement of about 40% compared to REJ. We believe

that these difficulties stem from the fact that in DBLP, a collabo-

ration network, nodes have a weaker tendency to connect to very

high degree nodes than in most social or information networks.

4.2 Other Experiments

Structural layering parameters. In Section 3.3 we have seen that

two factors mostly control the query complexity of our sampling

phase: the typical size of 𝐿≥2-components, and the reachability

distribution of nodes in 𝐿≥2. We empirically demonstrate that for

the “right” size of 𝐿0, these two factors are well-behaved, explaining

the improved query complexity of our method.

Define 𝜇 as the average component size of a node in 𝐿≥2. This

is a weighted (biased) average, giving more weight to the larger

components. To see why this weighted average is of interest, recall

our definition of𝑤 from Section 3.3: the expected size of a compo-

nent reached by the procedure Reach-𝐿≥2. Under the assumption

that all node reachabilities in 𝐿≥2 are of the same order, it holds

that𝑤 = Θ(𝜇). To analyze the typical size of reached components

in 𝐿≥2, we computed the value of 𝜇 as a function of the 𝐿0-size.

This was done five times for each network, and is demonstrated for

DBLP, Youtube, Twitter-Higgs, and SinaWeibo in Figure 3 (right).
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Figure 8: Amortized query complexity of our methods compared to random-walk-based node sampling methods. In the stan-

dard query model, SampLayer is compared against Rejection Sampling (REJ) and Metropolis Hastings (MH), and in the

stronger query model, SampLayer+ is compared against Metropolis Hastings “plus” (MH+). For each of the networks, the

number of node samples ranges between 0.1% and 1% of the network’s order. See Section 4 and Table 1 for details.

Interestingly, the weighted average 𝜇 seems to decay exponentially

as a function of the 𝐿0-size (note that the 𝑦-axis here is log-scaled),

until it converges to a constant. To the best of our knowledge, this

exponential decay was not previously observed in the literature,

and we believe it warrants further research; as the results show,

the rate of decay differs majorly between different networks, and

explains the choices of 𝐿0-size that we made for the different net-

works: ideally, one would like 𝐿0 to be small, while inducing a small

enough 𝜇-value (say, 10 or 20).

In Figure 3 (left), we investigated what minimal size of 𝐿0 is

required in a Forest Fire graph in order to satisfy 𝜇 ≤ 10. The

experiment was run for different values of the graph size 𝑛, while

fixing the FF parameters 𝑝 𝑓 = 0.37 and 𝑝𝑏 = 0.3 as before. The

results show that the required |𝐿0 | is clearly sublinear in 𝑛: they

decay from about 3.3% for 𝑛 = 1K to about 2% for 𝑛 = 100K.

Other experiments. The experiments related to the reachability

distribution and the size estimation are discussed in Section A.4.

5 CONCLUSIONS AND OPEN QUESTIONS

We have presented an algorithm that supports query-efficient sam-

pling of multiple nodes in a large social network, exhibiting the

efficiency of our algorithm compared to the state of the art on a

variety of datasets, that include up to tens of millions of nodes. We

gave theoretical bounds on our algorithm’s complexity in terms of

several graph parameters. We then empirically confirmed that, in

all the social networks we have examined, these graph parameters

are well-behaved. One major concern is the question of generality.

That is, what is the scope of networks for which our methods are

suitable. As stated in the experimental section, our algorithms gave

better or comparable results on all social networks we have tested,

and the good performance on the Forest Fire model, a realistic

generative model, further hints to wide applicability.

Our algorithm has some disadvantages compared to random

walks. First, it is substantially more complicated, and its analysis

does not directly depend on one structural parameter of the network

(such as the mixing time for random walks). Second, it inherently

relies on a data structure which has a high memory consumption,

and may not always be suitable in situations that require bounded-

memory algorithms. Third, it depends on the size of𝐿0, which differs

between different networks, so it requires fine tuning according to

the given network. Finally, it exploits unique properties of social

networks. These properties do not hold for bounded degree graphs,

or for, say, real-world road networks. For such graphs, we expect

our algorithm to perform worse than random walks.

Having said all that, our work demonstrates that in various real

and synthetic social networks, significant query complexity savings

can be obtained using structural decompositions and careful prepro-

cessing. We do not believe that our algorithm should replace RW-

based approaches. Indeed, these algorithms are the gold standard

for node sampling and provide an exceptionally versatile primitive

in network analysis. Rather, one can think of our algorithms as

useful alternatives when multiple node samples are required and

where the networks at question have suitable community structure.

It would be very interesting to further explore approaches that

combine the query-efficiency of our methods with the flexibility

of random walks. For example, how can our core-periphery based

data structure be used to accelerate the computation of important

network parameters, or the detection of community structure?
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A APPENDICES

A.1 Remaining procedures of SampLayer

We provide in Figure 9 the pseudocode of two structural analysis

procedures in SampLayer: Estimate-Baseline-Reachability, for

computing an estimate for the baseline reachability score; and

Estimate-Periphery-Size, for estimating the size of 𝐿≥2.

Estimate-Baseline-Reachability

Input: reachabilities 𝑟1 ≤ . . . ≤ 𝑟𝑚 , param. 𝜀 > 0. Output:

Unbiased 𝜀-quantile for the reachabilities.

(1) ∀𝑖 ∈ [𝑚] set𝑤𝑖 =
𝑟1

𝑟𝑖
. Let 𝑐𝑤𝑖 =

∑
𝑗∈[𝑖 ] 𝑤𝑗∑
𝑗∈[|𝑆 | ] 𝑤𝑗

.

(2) Return minimum 𝑟𝑖 for which 𝑐𝑤𝑖 ≥ 𝜀.

Estimate-Periphery-Size

Input: 𝑠1 and 𝑠≥2, numbers of samples to take from 𝐿1 and

𝐿≥2, respectively.

Output: ℓ≥2 - the estimated size of 𝐿≥2.

(1) Query 𝑠1 nodes from 𝐿1 uniformly at random. Denote

by 𝑆1 these queried nodes.

(2) ∀𝑣 ∈ 𝑆1, compute 𝑑+ (𝑣) = 𝑁 (𝑣) ∩ 𝐿≥2.

(3) Let 𝑑+𝑎𝑣𝑔 (𝑆1) = 1

|𝑆1 |
∑

𝑣∈𝑆1
𝑑+ (𝑣).

(4) Invoke Reach-𝐿≥2 for 𝑠≥2 times and let 𝑆2 denote the

set of returned nodes.

(5) ∀𝑣 ∈ 𝑆2, invoke Comp-Reachability(𝑣) to compute the

reachability score 𝑟𝑠 (𝑣).
(6) ∀𝑣 ∈ 𝑆2, compute 𝑑− (𝑣) = |𝑁 (𝑣) ∩ 𝐿1 |.
(7) Let 𝑡𝑟𝑠 (𝑆2) =

∑
𝑣∈𝑆2

1/𝑟𝑠 (𝑣) and define 𝑑−𝑎𝑣𝑔 (𝑆2) =
1

𝑡𝑟𝑠 (𝑆2)
∑

𝑣∈𝑆2
𝑑− (𝑣)/𝑟𝑠 (𝑣).

(8) Return 𝑛≥2 = |𝐿1 | · 𝑑+𝑎𝑣𝑔 (𝑆1) / 𝑑−𝑎𝑣𝑔 (𝑆2).

Figure 9: Missing procedures of SampLayer.

A.2 Description of SampLayer+

In Figure 10 we present the psuedocode of the procedures in Sam-

pLayer+ whose implementation differs from that in SampLayer.

There are three such procedures: for generating 𝐿0, reaching 𝐿≥2,

and computing the reachability of a node. All other procedures are

as in SampLayer.

SampLayer+ takes advantage of the stronger querymodel (which

also reveals the degrees of the neighbors) in two ways. First, in

the 𝐿0-generation phase, at each round we pick a neighbor with

absolute maximum degree, rather than a “perceived” maximum

degree as in SampLayer. This results in SampLayer+ generally

adding higher-degree nodes to 𝐿0 compared to SampLayer.

The second modification is during the sampling phase, and in-

volves the reachability computation. We utilize the stronger query

model of SampLayer+ to reach 𝐿≥2 in ways that reduces the query-

cost of rejection. Here, we have a way to guarantee that the random

edge entering 𝐿2 in our reaching attempt is uniform among all

edges between 𝐿1 and 𝐿2; in SampLayer, we do not have such a

guarantee. Thus, the reachability of a component is simply the

number of edges entering it from 𝐿1 divided by the component size.

This makes the reachability both easier to compute (requires less

queries) and more evenly distributed than in SampLayer.

A.3 Interval Length for Mixing

In the query complexity evaluation for random walks, Section 4.1,

we mention that the walks are sampled every fixed interval, where

the interval length should allow for mixing. Here we detail how

the interval length is judiciously chosen.

Consider a collection of 𝑘 random walks𝑊1, . . . ,𝑊𝑘 with the

same starting point, 𝑣 . How can we determine how much steps of a

random walk are required to mix? One natural way to do so is by

considering the 𝑡 ’th nodes in each random walk,𝑊1 (𝑡), . . . ,𝑊𝑘 (𝑡),
for different choices of 𝑡 . We would like to set the interval length to

the smallest 𝑡 for which𝑊1 (𝑡), . . . ,𝑊𝑘 (𝑡) are sufficiently uniform.

This is a standard statistical estimation task. The most standard

approach to solving it is by calculating the empirical distance of

the observed nodes𝑊1 (𝑡), . . . ,𝑊𝑘 (𝑡) to the uniform distribution

over all nodes. For all networks except for SinaWeibo, we ran 𝑘 = 𝑛

random walks, where 𝑛 is the number of nodes in the network. One

can show that for random variables 𝑋1, . . . , 𝑋𝑛 ∈ [𝑛] that are gen-
erated uniformly at random, the empirical distance to uniformity

is concentrated around 1/𝑒 . We thus picked 𝑡 to be the smallest for

which the empirical distance to uniformity of𝑊1 (𝑡), . . . ,𝑊𝑛 (𝑡) is
no more than some small parameter 𝜁 (on real-valued networks we

picked 𝜁 = 0.01, and for forest fire 𝜁 = 0.03) away from the ideal

1/𝑒 .
To make for a fair comparison for our algorithm, we calculated

what choice of the proximity parameter 𝜀 yields the same empirical

Generate-𝑳0
Input: arbitrary node 𝑣0, number ℓ0.

Output: 𝐿0 of size ℓ0, 𝐿1, D+
.

(1) Query 𝑣0 and let 𝐿0 = {𝑣0}, 𝐿1 = 𝑁 (𝑣0).
(2) Repeat ℓ0 − 1 times: pick 𝑢 ∈ 𝐿1 with maximum degree

(break ties randomly); query 𝑢; remove 𝑢 from 𝐿1; add

𝑢 to 𝐿0; and add 𝑁 (𝑢) \ 𝐿0 to 𝐿1.

(3) Create a data structure D+
that allows to sample a

node in 𝐿1 with probability proportional to its number

of neighbors in 𝐿1 ∪ 𝐿2.

Comp-Reachability

Input: An (already visited) component𝐶 of𝐺≥2.

Output: The reachability score of𝐶 .

(1) For every 𝑣 ∈ 𝐶 , set 𝑟𝑠 ′(𝑣) = |𝑁 (𝑣) ∩ 𝐿1 |.
(2) Return 𝑟𝑠 (𝐶) = 1

|𝐶 |
∑

𝑣∈𝐶 𝑟𝑠 ′(𝑣).

Reach-𝑳≥2
Input: The data structure D+

.

Output: A node in 𝐿≥2, and its component and reachability score.

(1) While true:

(a) Use D+
to sample a node 𝑢 ∈ 𝐿1 according to the

distribution prescribed by D+
.

(b) Query 𝑢, compute 𝑁 (𝑢) ∩ 𝐿0, and pick a uniform

neighbor𝑤 in 𝑁 (𝑢) \ 𝐿0 = 𝑁 (𝑢) ∩ (𝐿1 ∪ 𝐿2).
(c) If𝑤 ∈ 𝐿2, exit loop. Otherwise, repeat loop.

(2) Perform BFS in 𝐿≥2 to find the component 𝐶 of𝑤 . In-

voke Comp-Reachability to compute 𝑟𝑠 (𝐶).
(3) Return𝑤 ,𝐶 , and the reachability 𝑟𝑠 (𝐶).

Figure 10: Pseudo-code for SampLayer+.
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distance of 𝜁 from 1/𝑒 . To do so we ran a grid search over various

small values of 𝜀, where for each 𝜀 we averaged over 10 experiments

of computing the empirical distance from uniformity of a set of

𝑛 outputs of our algorithm (with values of the other parameters,

ℓ0, 𝑠1, 𝑠≥2, as mentioned above).

For SinaWeibo, the empirical distance based evaluation is compu-

tationally infeasible, since it essentially requires 𝑘 = Ω̃(𝑛). Instead
we used a more efficient estimate, based on the number of collisions

in𝑊1 (𝑡), . . . ,𝑊𝑘 (𝑡). Distinguishing the uniform distribution from

one that is 𝜀-far in variation distance requires only 𝑂 (
√
𝑛/𝜀2) dif-

ferent walks [23]. Here we chose 𝑡 to be the smallest for which the

number of collisions among the different walks is less than three

times the standard deviation of the number of collisions expected

from the uniform distribution.

A.4 Size and Reachability Experiments

Reachability distribution. In our theoretical analysis, we claim

that if the reachabilities of nodes in 𝐿≥2 are all roughly of the same

order, then the rejection step of our algorithm is not too costly.

Here, we demonstrate that this assumption on the reachability

distribution indeed approximately holds in practice. Specifically,

Figure 11 presents the reachability distribution of the 𝐿≥2-nodes

in DBLP for |𝐿0 | of 30𝑘 (the distributions for other networks are

similar). For clarity, we discarded the top 3% reachabilities, which

form a thin upper tail, and only show the lower 97% here. As can

be seen, indeed most reachabilities are roughly of the same order:

almost all 𝐿≥2-nodes in the experiment have reachability up to 1,

where a majority of them are between roughly 0.05 and 0.2.
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Figure 11: Reachability distribution in 𝐿≥2 for DBLP.

Size estimation. As mentioned, our algorithm needs to compute

an accurate size estimate for 𝐿≥2 as part of its preprocessing. We

next empirically demonstrate the quick convergence of our size

estimate as a function of the numbers of nodes from 𝐿1 and 𝐿≥2 we

visit during the preprocessing. Recall the size estimation procedure

Estimate-Periphery-Size described in Section 3.1 (see also Section

A.1). Here we demonstrate the quick rate of convergence of this

procedure, validating our choices of the parameters 𝑠1 and 𝑠≥2.

The size of 𝐿≥2 satisfies the following: |𝐿≥2 | = |𝐿1 | · 𝑑+
1
/𝑑−

2
,

where 𝑑+
1
is the average, over all nodes 𝑣 ∈ 𝐿1, of the number of

neighbors of 𝑣 in 𝐿2; and 𝑑−
2
is the symmetric quantity, i.e. the

(unweighted) average over all nodes in 𝐿≥2 of their number of

neighbors in 𝐿1. Estimate-Periphery-Size estimates 𝑑+
1
and 𝑑−

2
by

taking 𝑠1 samples from 𝐿1 and 𝑠≥2 sampled nodes from 𝐿≥2 (using

Reach-𝐿≥2, without rejection; as these are biased, we use weighted

averaging). It then uses these estimates to approximate |𝐿≥2 |. In the

current experiment, we separately check how the chosen values of

𝑠1 and 𝑠≥2 affect the size estimate of 𝐿≥2. We run two experiments,

each of them five times for each of the networks; see the results

for DBLP in Figure 12 as a representative example. First, we fix the

value of 𝑑−
2
, and measure the error in the estimate ℓ̄≥2 when 𝑑+

1
is

computed as the average out-degree over 𝑠1 samples. The second

experiment is similar, except that 𝑑+
1
and 𝑑−

2
switch roles: 𝑑+

1
is

fixed to its actual value, whereas we compute an estimate of 𝑑−
2

from 𝑠≥2 nodes in 𝐿≥2 obtained through our algorithm (without the

rejection step), where each reached node is assigned a weight that

is inversely proportional to its reachability. As Figure 12 shows, it

suffices to take 𝑠1 of order a few thousands (left) and 𝑠≥2 of order a

few hundreds (right) to obtain a small error in the size estimation.

0 2000 4000
L1 sample size

0

10

20
Size Estimation: DBLP

500 1000
L2 sample size

5

10

Size Estimation: DBLP

Figure 12: Error (%) of the size estimate obtained by Sam-

pLayer for DBLP during our structural decomposition

phase, as a function of the number 𝑠1 of nodes queried from

𝐿1 (left) and the number 𝑠≥2 of reached nodes from 𝐿2 (right).

A.5 Source Code

The source code for our algorithm can be found at:

https://github.com/omribene/sampling-nodes

For reference, we also provide the source code for the random walk

algorithms to which we compared our method. See the README.md
file for usage instructions.

A.6 System Specifications and Running Time

We ran all experiments on a 20-core CPU configuration: Intel(R)

Core(TM) i9-9820X CPU @ 3.30GHz; RAM: 128GB. The most time-

consuming experiments were those involving the comparison with

random walks, specifically the experiments determining the correct

interval size for the random walks. In SinaWeibo, our largest graph,

the running time for generating 1M random walks of proper length

from one starting node was about three days. For all experiments

involving our algorithm, the running time was at most a few hours

(and usually up to a few minutes for the smaller networks).
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