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ABSTRACT
Trajectory prediction enables the fast and accurate response of
autonomous driving navigation in complex and dense traffics. In
this paper, we present a novel trajectory prediction network called
Heterogeneous Graph Aggregation (HeGA) for high-density het-
erogeneous traffic, where the traffic agents of various categories
interact densely with each other. To predict the trajectory of a tar-
get agent, HeGA first automatically selects neighbors that interact
with it by our proposed adaptive neighbor selector, and then ag-
gregates their interactions based on a novel two-phase aggregation
transformer block. At last, the historical residual connection LSTM
enhances the historical information awareness and decodes the
spatial coordinates as the prediction results. Extensive experiments
on real data demonstrate that the proposed network significantly
outperforms the existing state-of-the-art competitors by over 27%
on average displacement error (ADE) and over 31% on final dis-
placement error (FDE). We also deploy HeGA in a state-of-the-art
framework for autonomous driving, demonstrating its superior
applicability based on three simulated environments with different
densities and complexities.

CCS CONCEPTS
• Computer systems organization→ Neural networks; • In-
formation systems → Spatial-temporal systems; Traffic analysis.
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1 INTRODUCTION
Autonomous driving is one of the most active fields of research
in artificial intelligence. The autonomous vehicle needs to explore
the movement patterns of the surrounding agents and predict their
future trajectories, in order to help make responsible navigation
decisions. With the rapid growth of urbanisation, traffic nowadays
exhibits two significant characteristics: high density and hetero-
geneity, which makes the trajectory prediction very difficult under
such complex systems with various agents.

Existing methods [1, 7, 10, 25, 34] select the surrounding agents
based on a fixed region (e.g., rectangular or elliptical region) or
distance-based clustering (e.g., 𝑘-nearest neighbors). Then they use
an encoder-decoder LSTM framework to predict the future trajec-
tory of the target agent based on the historical movements of both
the target agent and its surrounding agents. However, these meth-
ods show unsatisfactory in heterogeneous high-density traffics.

In high-density traffic systems, selecting the surrounding neigh-
borhood via a fixed-size region or distance-based clustering often
leads to either insufficient or redundant agents. In fact, the neigh-
borhood region may depend on various traffic environments, and
thus should be selected more adaptively. For instance, on the free-
way, due to the high speed, the target vehicle needs to consider
a much larger region than that on a local street. If the algorithm
selects a small-sized region or small 𝑘 parameter fitting a local
street environment, it will not consider enough neighboring agents
in a high-way environment, leading to an inaccurate prediction.
Alternatively, if the algorithm selects a large-sized region or large 𝑘
parameter fitting a high-way environment, the algorithm will con-
sider excessive neighboring agents in dense local traffic. In this case,
the redundant neighbors are falsely considered as useful input fea-
tures, leading to an overfitting model that is not robust. Moreover,
some latent features, such as velocity and direction, are completely
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ignored by these heuristic-based methods. These methods will be
less socially aware of the abrupt interference.

The heterogeneous traffic systems involve various forms of in-
teractions between different categories of traffic agents such as
vehicles, pedestrians, and bicycles. Existing works use a single
LSTM or CNN to extract the features of different categories of sur-
rounding agents and model their interactions with the target agent.
Such methods do not distinguish the features of different categories
of agents, and over-simplify their interactions with the target agent,
by forcing them to share parameters. However, different types of
neighboring agents affect the target agent in different ways. For
instance, a pedestrian is more cautious of a surrounding vehicle
than a nearby bicycle. Therefore, ignoring the variability of the
heterogeneous agents and over-simplifying their interactions (𝑎.𝑘.𝑎
‘wrong’ parameter sharing) will hinder the target agent’s ability to
understand the complex traffics properly.

We summarize the existing challenges for trajectory prediction
in high-density and heterogeneous traffics as the following two
questions: (Q1) how to adaptively select neighboring agents in vari-
ous traffic environments; (Q2) how to effectively extract features for
different categories of agents and model their interactions with the tar-
get agent. To tackle these challenges, we propose a Heterogeneous
Graph Aggregation network (HeGA). HeGA leverages the novel
adaptive neighbor selector (ANS) to automatically choose neighbors
around the target agent. The ANS learns sparse weights of inter-
actions, corresponding to the importance of different neighbors.
Based on the selected neighbors, the ANS generates a weighted
heterogeneous graph, which not only represents agent features and
interaction between agents but also filters redundant neighbors.
This pruning on the heterogeneous graph enables model interpreta-
tion. For example, we observe that agents with different categories,
distances, and speeds exhibit different interaction importance w.r.t.
the target agent. This observation further justifies the necessity of
Q2. We treat the trajectory prediction as a sequence prediction task
and then feed the heterogeneous graph to classical encoder-decoder
architecture. We design the encoder to separately learn the features
from different categories of agents and propose a novel two-phase
aggregation transformer block to adaptively aggregate the features
from them. Furthermore, the LSTM decoder with historical residual
connection exploits and reinforces more history information from
the encoder.

To the best of our knowledge, we are the first to propose an adap-
tive neighbor selector to learn the relative importance of neighbor
interactions, and an aggregation transformer mechanism to handle
heterogeneous interactions separately and adaptively. In summary,
this work makes the following contributions:
•We propose an adaptive neighbor selector to automatically choose
neighbors in diverse traffic environments and generate an inter-
pretable heterogeneous graph.
•We propose a two-phase aggregation transformer block, targeting
the heterogeneous graph structure, to adaptively combine informa-
tion from different categories of agents.
•We conduct extensive experiments on two real-world datasets and
observe that HeGA achieves state-of-the-art accuracy, an improve-
ment over that of previous works by 27% on average displacement
error (ADE) and 31% on final displacement error (FDE).

•We deploy different trajectory prediction networks (HeGA and
baselines) in a prediction-and-search framework for autonomous
driving, and investigate their applicability based on three simulated
environments with increasing densities and complexities. Results
show that HeGA achieves the fewest collisions and the shortest
average driving time in all simulated environments, proving its
superior applicability for autonomous driving.

2 PROBLEM DEFINITION ANDWORKFLOW
In this section, we formally define the trajectory prediction prob-
lem under a heterogeneous traffic environment. We also present
the high-level architecture of our proposed heterogeneous graph
aggregation network and the workflow of trajectory prediction.

We assume that we can capture a set of heterogeneous traf-
fic agents denoted as A = {𝑎𝑖 }𝑖=1,2,...,𝑛 within the capture range
of cameras, radars and other sensors. For any time 𝑡 in a scene,
the feature vector of the 𝑖-th agent 𝑎𝑖 is represented as 𝑓 𝑡

𝑖
:=

[𝑥𝑡
𝑖

𝑦𝑡
𝑖

𝑠𝑖 𝑐𝑖 ]⊤, where (𝑥𝑡𝑖 , 𝑦
𝑡
𝑖
) is a spatial location in 2D coor-

dinates; 𝑠𝑖 refers to the size of the agent; 𝑐𝑖 denotes the category
of the agent. For simplicity, we consider three categories of het-
erogeneous traffic-agents throughout the paper, i.e., 𝑐𝑖 ∈ {1, 2, 3},
where 1, 2, 3 denotes vehicle, pedestrian and bicycle, respectively.
Our approach can be naturally extended to traffic systems with
more agent categories.

The problem can be defined as following: at time 𝑡 , from the
observed features of all captured agents A in the time interval
[𝑡 − 𝑟 + 1, 𝑡], we predict the spatial coordinates of the target agent
𝑎𝜏 (𝑎𝜏 ∈ A) in the time interval [𝑡 + 1, 𝑡 +𝑧]. 𝑟 and 𝑧 are the history
and future window size respectively.

Figure 1 shows the architecture of our proposed heterogeneous
graph aggregation network. The inputs of this end-to-end network
are observed features of all agents A in historical time interval
[𝑡 − 𝑟 + 1, 𝑡], i.e., a 𝑟 -length sequence of 𝑓 for each agent. The
outputs are a sequence of predicted spatial coordinates (𝑥𝜏 , 𝑦𝜏 )
in the future time interval [𝑡 + 1, 𝑡 + 𝑧] for the target agent. The
heterogeneous graph aggregation network mainly consists of three
components: (1) the novel adaptive neighbor selector (ANS) with
global attention mechanism; (2) the encoder layer with a novel
two-phase aggregation transformer block; (3) the decoder layer
with historical residual connection LSTM.

As shown in Figure 1, to predict the trajectory of a bicycle agent
𝑎𝜏 , the input features of A are first fed into the ANS. The ANS
selects the neighbor agents N𝜏 (N𝜏 ⊂ A) and forms a graph. The
target and selected neighbor agents are the nodes. The weighted
edges from each neighbor to 𝑎𝜏 indicate interaction where the
learned weight corresponds to interaction importance. Then the
heterogeneous graphs at all historical time steps are passed through
the encoder layer. Specifically, the features of neighbor agents at
each time step are encoded by the grouped structure of size em-
bedding, space embedding, and time encoding. The aggregation
transformer can aggregate all different groups of features into a
high-dimensional feature vector via two-phase aggregation, i.e.,
agent and category aggregations. Using the encoded vector and his-
torical information from the encoder, the decoder layer parses out
the sequence of 𝑎𝜏 ’s spatial coordinates (𝑥𝜏 , 𝑦𝜏 ) in the next 𝑧 time
steps using an LSTM model with historical residual connections.
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Figure 1: HeGA network overview

3 HETEROGENEOUS GRAPH AGGREGATION
3.1 Adaptive Neighbor Selector
Eliminating the redundant neighbors helps the network focus on
the effective interactions only, thus simultaneously increasing the
model accuracy and reducing the complexity. Neighbor selection
(NS) is a non-trivial problem, especially in the case of high-density
heterogeneous traffic. Various neighbor interactions exist within
such a complex system whereas simple heuristic-based NS (e.g.,
elliptical, rectangular, and 𝑘-NN) can hardly model them. To au-
tomatically select valuable neighbors around the target agent, we
design an adaptive neighbor selector (ANS), whose workflow is
shown on the left side of Figure 1. Taking the features of all agents
as inputs, ANS uses a global attention layer to evaluate the interac-
tion importance scores 𝑆 of all non-target agents (i.e., A − {𝑎𝜏 }).
Specifically, we group the non-target agents based on categories,
and calculate the interaction importance scores of agents in differ-
ent groups separately. For each agents 𝑎𝑖 in a category (𝑖 ∈[1,𝑛𝑐 ],
𝑐 ∈ {1, 2, 3}), its interaction importance score 𝑆𝑖 is calculated as
𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛((𝒇𝜏 ,𝒇 𝑖 );𝑊𝑔𝑎), where 𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 is the global attention
function with Softmax activation [24],𝑊𝑔𝑎 is the learnable atten-
tion parameter, and 𝒇 𝑖 is the features of an agent in time inter-
val [𝑡 − 𝑟 + 1, 𝑡]. The global attention not only pays attention to
the distance between agents, but also pays attention to the speed
information due to the features of multiple time steps. To select
neighbors by 𝑆𝑖 , we add the 𝐿1 penalty to our final loss function to
make the interaction importance scores 𝑆 sparse and thus eliminate
the redundant neighbors. Such constraints, controlled by a tunable
parameter 𝜆, can reduce the number of effective features and obtain
sparsity. Naturally, we can remove the agents with zero interaction
importance scores. We call the remaining agents as 𝑎𝜏 ’s neighbors
(denoted by N𝜏 ). Unlike previous NS methods that only distance
information is considered, our ANS includes features extraction
over multiple time steps and avoids parameter sharing for different
categories. Although the workload in ANS has increased, the time
efficiency of subsequent modules is improved since fewer neighbors

are considered. The penalty parameter 𝜆 controls the number of
neighbors, which further influences the trade-off between accuracy
and efficiency (detailed in Section 4.3).
3D Graph Formation. To address the limitation of the grid net-
work, we view this task as graph-based supervised learning. Con-
sidering traffic agents as nodes and relationships as edges, we can
construct a 3D graph, where each node has various feature vectors
𝑓 𝑡
𝑖
. The 3D graph consists of the 2D plane graph propagating along

the time dimension. To illustrate, ① adding all heterogeneous traffic
agents including 𝑎𝜏 and N𝜏 to the vertex set. So there are 1 + |N𝜏 |
vertices in the beginning. ② Adding undirected edges with inter-
action importance scores from target agent 𝑎𝜏 to each neighbor
in N𝜏 . Now a 2D star-like plane graph is completed. ③ Repeating
steps ①-② for 𝑟 − 1 times. At last, we get a 3D graph, where each
neighbor agent as node connects only with the target agent and the
weight on each edge corresponds to each neighbor’s interaction
importance score. This heterogeneous 3D graph will be input to
the encoder layer.

3.2 Encoder Layer
In heterogeneous traffic, different categories of agents have different
forms of interactions. Representing these interactions with a single
network as in previous works would result in ‘wrong’ parameter
sharing and thus inaccurate prediction. Thereby, modeling them
separately and adaptively is crucial in high-density heterogeneous
traffic.

Taking the weighted heterogeneous 3D graph as input, HeGA
treats the weight on each edge as the weighted importance for each
corresponding neighbor node and multiplies each node’s features
with its weight, before feeding to the encoder. The encoder of HeGA
consists of two feature embedding stages. At the first stage, the
encoder embeds the size and space features at each time step 𝑡
for each node. Then, the time-sequence of the embedded features
will be fed into LSTMs to learn temporal information of spatial
features, such as velocity and acceleration, for each agent. At the
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second stage, the encoder uses a novel two-phase aggregation trans-
former to aggregate neighbor interactions for the target agent. The
aggregated vector will be the final output of the encoder.
Stage 1: Feature Embedding for Each Agent Node. In heteroge-
neous trajectory prediction, different categories of agents should
be encoded separately to avoid sharing weights. Specifically, we
leverage different embedding matrices to embed the size and spatial
features for each category of heterogeneous agents, separately.

All neighboring nodes N𝜏 will be first grouped into N1
𝜏 , N2

𝜏

and N3
𝜏 based on their categories. For space embedding at each

time step 𝑡 , the three groups N1,2,3
𝜏 and the target agent node 𝑎𝜏

are embedded as 𝑒𝑡𝑠𝑝,𝑐 and 𝑒𝑡𝑠𝑝,𝜏 separately, which are defined as
follows:

𝑒𝑡𝑠𝑝,𝑐 = 𝜙 (𝑠𝑡𝑖 ;𝑊 𝑐
𝑠𝑝 ), 𝑒𝑡𝑠𝑝,𝜏 = 𝜙 (𝑠𝑡𝜏 ;𝑊 𝜏

𝑠𝑝 ), (1)

where 𝑐 ∈ {1, 2, 3} refers to three categories; 𝜙 is a fully connected
neural network with ReLU activation and parameters𝑊 ; 𝑠𝑖 and 𝑠𝜏
are the 2D space feature (𝑥𝑖 , 𝑦𝑖 ) of neighbor agent and target agent
node at time 𝑡 , respectively. For size embedding, four units are used
to activate three groups of neighbors N1,2,3

𝜏 and target agent 𝑎𝜏 to
vectors 𝑒𝑠𝑧 respectively. The size embedding for each agent keeps
fixed for all time steps, which is denoted as 𝑒𝑠𝑧,𝑐 or 𝑒𝑠𝑧,𝜏 .

Next, we define four individual temporal LSTMs for each agent
categories to learn temporal information of spatial features, such
as velocity and acceleration, as follows:

ℎ𝑡𝑡𝑒,𝑐 = 𝐿𝑆𝑇𝑀 (𝐶𝑜𝑛𝑐𝑎𝑡 (𝑒𝑠𝑧,𝑐 , 𝑒𝑡𝑠𝑝,𝑐 ), ℎ𝑡−1𝑡𝑒,𝑐 ;𝑊
𝑐
𝑡𝑒 ),

ℎ𝑡𝑡𝑒,𝜏 = 𝐿𝑆𝑇𝑀 (𝐶𝑜𝑛𝑐𝑎𝑡 (𝑒𝑠𝑧,𝜏 , 𝑒𝑡𝑠𝑝,𝜏 ), ℎ𝑡−1𝑡𝑒,𝜏 ;𝑊
𝜏
𝑡𝑒 ),

(2)

where ℎ𝑡𝑡𝑒,𝑐 and ℎ
𝑡
𝑡𝑒,𝜏 are the hidden states of N𝑐

𝜏 and 𝑎𝜏 respec-
tively ,𝑊 𝑐

𝑡𝑒 and𝑊
𝜏
𝑡𝑒 denote the corresponding LSTM parameters.

Corresponding temporal LSTM is executed for each agent node to
obtain the final hidden state as the final feature for this node.
Stage 2: Aggregating Neighbor Interactions for Target Agent
Node. To capture the different interactions of different neighbor
agents, we use a novel two-phase aggregation transformer to fuse
different neighbors i.e., agent and category aggregation. Unlike
the simple self-attention-based aggregators in HAN [39], our im-
proved transformer block aggregates feature hierarchically, from
both agent-level and category-level.

The agent aggregation is designed for aggregating the inter-
actions between the target agent node and all neighbors from a

specific category. We use a vehicle example in Figure 2(a) to illus-
trate the agent aggregating.

First, the outputs of LSTMs (ℎ𝑡𝑡𝑒,𝜏 and ℎ
𝑡
𝑡𝑒,1) will be the inputs to

‘multi-head attention1’ and embedded to three vectors: query 𝑄𝜏 ,
key 𝐾 , and value 𝑉 , as follows:

𝑄𝜏 = 𝜙 (ℎ𝑡𝑡𝑒,𝜏 ;𝑊𝑄 ), 𝐾 = 𝜙 (ℎ𝑡𝑡𝑒,1;𝑊 𝐾 ),𝑉 = 𝜙 (ℎ𝑡𝑡𝑒,1;𝑊𝑉 ) . (3)

Then we calculate an attention vector 𝑠𝑐𝑜𝑟𝑒 for vehicle neighbor
agents, following the standard procedure [37]. This procedure will
be repeated𝐻 times and the final attention score 𝑆 ′ can be calculated
by concatenating 𝐻 scores. The benefit of multi-head attention is
that every separated attention will extract a feature from a different
perspective. The final attention score 𝑆 ′ is defined as:

𝑆′ = 𝐶𝑜𝑛𝑐𝑎𝑡 (𝑠𝑐𝑜𝑟𝑒1, . . . , 𝑠𝑐𝑜𝑟𝑒𝐻 ) ·𝑊 𝑠 (4)

where𝑊 𝑠 are the parameters of a linear transformation.
Second, we find it beneficial to process the output 𝑆 ′ with resid-

ual, layer normalization [5] and feed forward [37]. To increase the
global awareness of all neighbors vehicles, we add the average value
of all processed node features to the first residual connection, i.e.,
‘average add+layer norm’ in Figure 2(a). We compute this residual
connection as follows:

𝑆′ = 𝐿𝑎𝑦𝑒𝑟𝑁𝑜𝑟𝑚 (ℎ𝑡
𝑡𝑒,1 + 𝑆

′) (5)

where ℎ𝑡
𝑡𝑒,1 denotes the average of the processed feature (output

from LSTM in Stage 1) for all vehicles.
Third, we can derive the final agent aggregation result 𝑆1𝑎𝑔 by

feeding 𝑆 ′ into the second residual connection (‘feed forward’ and
‘add+layer norm’ in the Figure 2(a)), which are calculated as follows:

𝑆𝑓 𝑒𝑒𝑑 =𝑊 𝑓 1 · max(0,𝑊 𝑓 2 · 𝑆𝑟𝑒𝑠 + 𝑏1) + 𝑏2,
𝑆1𝑎𝑔 = 𝐿𝑎𝑦𝑒𝑟𝑁𝑜𝑟𝑚 (𝑆𝑟𝑒𝑠 + 𝑆𝑓 𝑒𝑒𝑑 ),

(6)

where 𝑆𝑓 𝑒𝑒𝑑 denotes the feed forward result, both𝑊 𝑓 1 and𝑊 𝑓 2

are the parameters of linear transformations biased by 𝑏1 and 𝑏2
respectively with a ReLU activation in between. Finally, we arrive
at the output of this agent aggregation, which can be denoted as
𝑆1𝑎𝑔 ∈ R1×𝑑𝑚 . Similarly, for each category of neighbors, we can
obtain corresponding aggregation results, i.e., 𝑆1𝑎𝑔 for vehicles, 𝑆2𝑎𝑔
for pedestrians and 𝑆3𝑎𝑔 for bicycles.

The category aggregation combines the information from all
categories of neighbors (𝑆1𝑎𝑔 ,𝑆2𝑎𝑔 ,𝑆3𝑎𝑔) and target agent (ℎ𝑡𝑡𝑒,𝜏 from
Stage 1) itself, into one vector 𝑆𝑎𝑙𝑙𝑎𝑔 , as in Figure 2(b). Since the target
agent needs to consider the importance of itself, the multi-head
attention and residual connection are different from that in the
agent aggregation.Specifically, the outputs of temporal LSTM and
agent aggregation will first be embedded as follows:

𝑄𝜏𝑐𝑎 = 𝜙 (ℎ𝑡𝑡𝑒,𝜏 ;𝑊
𝑄
𝑐𝑎 ),

𝐾𝑐𝑎 = 𝜙 (𝐶𝑜𝑛𝑐𝑎𝑡 (ℎ𝑡𝑡𝑒,𝜏 , 𝑆1𝑎𝑔, 𝑆2𝑎𝑔, 𝑆3𝑎𝑔) ;𝑊 𝐾
𝑐𝑎),

𝑉𝑐𝑎 = 𝜙 (𝐶𝑜𝑛𝑐𝑎𝑡 (ℎ𝑡𝑡𝑒,𝜏 , 𝑆1𝑎𝑔, 𝑆2𝑎𝑔, 𝑆3𝑎𝑔) ;𝑊𝑉
𝑐𝑎) .

(7)

We calculate the attention value 𝑆 ′′ as the output of ‘multi-head
attention2’, following the standard procedure [37]. Category aggre-
gation not only aims to trade off the attention between neighbors
but also focuses on the information of the target agent. Therefore,
we add residual connections of target agent features, i.e.𝐿𝑎𝑦𝑒𝑟𝑁𝑜𝑟𝑚
(ℎ𝑡𝑡𝑒,𝜏 + 𝑆 ′′). Thereafter, the rest calculation of category aggrega-
tion is the same as agent aggregation, and the category aggregation
outputs the encoder layer result 𝑆𝑎𝑙𝑙𝑎𝑔 .
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3.3 Decoder Layer
Inspired by the recent advance in language [6] and vision [15]
models, we propose a historical residual connection LSTM as the
decoder layer to take advantage of more useful history information
and leverage the residual connection. This decoder has two tech-
nological advantages over the traditional vanilla LSTM, used by
existing works [7, 10, 30]. First, for each decoding time step, instead
of using the output from the previous one-time step, we combine
outputs of the previous two-time steps as the input. Second, for
each decoding time step, instead of using the hidden state from the
previous time step, we take the final hidden state in encoder LSTM
as the state input.

The right side in Figure 1 shows the workflow of HeGA’s decoder.
The hidden states ℎ𝑡𝑡𝑒,𝜏 , ℎ

𝑡−1
𝑡𝑒,𝜏 from encoder and the encoder result

𝑆𝑎𝑙𝑙𝑎𝑔 are fed into the decoder. The historical residual connection
LSTM can be defined as follows for different time steps 𝑙 :

ℎ𝑡+𝑙
𝑑𝑒

=


𝐿𝑆𝑇𝑀 (𝛼 (ℎ𝑡−1𝑡𝑒,𝜏 ) + 𝑆𝑎𝑙𝑙𝑎𝑔 , ℎ𝑡𝑡𝑒,𝜏 ), 𝑙 = 1,

𝐿𝑆𝑇𝑀 (𝛼 (𝑆𝑎𝑙𝑙𝑎𝑔 ) + ℎ𝑡+𝑙−1𝑑𝑒
, ℎ𝑡𝑡𝑒,𝜏 ), 𝑙 = 2,

𝐿𝑆𝑇𝑀 (𝛼 (ℎ𝑡+𝑙−2
𝑑𝑒

) + ℎ𝑡+𝑙−1
𝑑𝑒

, ℎ𝑡𝑡𝑒,𝜏 ), 𝑙 ∈ [3, 𝑧 ],

(8)

where 𝛼 is a learnable factor of residual connection [40] which
can determine the importance of historical information, and the
𝐿𝑆𝑇𝑀 (𝑖𝑛𝑝𝑢𝑡, 𝑠𝑡𝑎𝑡𝑒 𝑖𝑛𝑝𝑢𝑡) function processes two types of inputs
using the standard procedure [17]. In each decoding step, we fix
the passed hidden state input as ℎ𝑡𝑡𝑒,𝜏 , which can reinforce history
information from the encoder.

Thereafter, at each decoding time step 𝑙 , the output hidden state
ℎ𝑡+𝑙
𝑑𝑒

will be linearly transformed into a 2 dimensional vector, i.e.,
predicted spatial location (𝑥𝑡+𝑙𝜏 , 𝑦𝑡+𝑙𝜏 ). The coordinates in all future
time interval [𝑡 + 1, 𝑡 + 𝑧] jointly form the target agent trajectory
prediction results.
Loss Function.We combine the 𝐿2 distance and and 𝐿1 penalty as
the loss function, which can be defined as follows:

𝐿𝑜𝑠𝑠 =
1
𝑧

𝑧∑︁
𝑙=1

[ (𝑥𝑡+𝑙𝜏 − 𝑥𝑡+𝑙𝜏 )2 + (𝑦𝑡+𝑙𝜏 − �̂�𝑡+𝑙𝜏 )2 ] + 𝜆
𝑛−1∑︁
𝑖=1

|𝑆𝑖 | (9)

where 𝑥𝑡+𝑙𝜏 and 𝑦𝑡+𝑙𝜏 are the true values of the spatial coordinates at
𝑡+𝑙 , 𝜆 is a tuneable parameter for 𝐿1 penalty and 𝑆𝑖 is the interaction
importance score of agent 𝑎𝑖 . We have tried both to sample from
bivariate Gaussian distribution and to use 𝐿2 distance. We find
using 𝐿2 distance is much beneficial to gradient descent since it
boosts the velocity of gradient descent and achieves better results.

4 EXPERIMENTS
4.1 Experimental Settings
Datasets. We evaluate the proposed framework on two publicly
available datasets: BaiduApollo [25] and NGSIM (US highway 101)
[35]. The BaiduApollo dataset is collected in urban areas with high-
density traffics, which contains real-world trajectories of heteroge-
neous traffic agents, including vehicles, bicycles, and pedestrians.
The raw NGSIM dataset only contains vehicles on the highway,
which is captured in 10𝐻𝑧 (10 frames per second) over a period of
45 minutes. We preprocess the NGSIM dataset with two steps, ①

removing the frames with less than 10 vehicles, ② down-sampling

Table 1: Hyperparameters setting of HeGA

Hyperparameters Values
Penalty Parameter 𝜆 in ANS 0.01

Embedding Size of 𝑥𝑖 , 𝑦𝑖 and 𝑠𝑖 32
Dimension of LSTM Hidden State 128
Dimension of Feed-Forward Layer

in Agent Aggregation 128
Dimension of Feed-Forward Layer

in Category Aggregation 64
Number of Heads 𝐻 8

the data to a rate of 2𝐻𝑧 (setting the time step to 0.5s). Unless oth-
erwise stated, all experiments are conducted on the BaiduApollo
dataset.
Evaluation Metrics. Two evaluation metrics are used to measure
the prediction error (a lower metric stands for a better model per-
formance):
• Average Displacement Error (ADE): The Euclidean distance be-
tween the ground truth trajectories and the predicted trajectories
averaged overall predicted time steps [31].
• Final Displacement Error (FDE): The Euclidean distance between
the ground truth destination and the predicted destination at the
last predicted time step [1].
Evaluation Baselines.We compare our network with four state-
of-the-art models:
• LSTM Encoder-Decoder (LSTM-ED): A traditional architecture
widely used in trajectory prediction [30].
• Social LSTM (S-LSTM): An LSTM-based model equipped with
grid-based social pooling layers that is used to predict pedestrian
trajectories in crowds [1].
• TrafficPredict: An LSTM-based architecture based on a 4D graph
to learn interactions between different agents [25].
• TraPHic: An LSTM-based network using horizon state-space con-
volution and neighbor state-space convolution to learn interactions
between agents in different ranges[7].

We also perform the ablation study with the following variants
of our approach:
• HeGA-NoANS: Our proposed network without the adaptive neigh-
bor selector. We use all non-target agents (A − {𝑎𝜏 }) as neighbors.
• HeGA-NoAF : Our proposed network without the aggregation
transformermodule.We substitute the two-phase aggregation trans-
former with the one-phase multi-head attention.
•HeGA-NoHRC: Our proposed network without the historical resid-
ual connections in the decoder layer. We use a vanilla LSTM as the
decoder layer.
•HeGA-NoAF&HRC: Our proposed networkwithout both the aggre-
gation transformer module and the historical residual connections.
We substitute them with the same settings above.
• HeGA-PS: Our proposed network with parameter sharing for
different categories of agents. We set all the category features as 1,
thus canceling the separate calculation in the network.
Detailed Settings of HeGA and Baselines. Following the com-
monly used evaluation methodology in [25], we set the length of
the input historical trajectories to 4 frames (𝑟=4), and the trajectory
length to predict to 6 frames (𝑧=6), which correspond to 2 and 3
seconds respectively. The hyperparameters setting of our network
is listed in Table 1. For both the BaiduApollo and NGSIM datasets,
we divide them into three parts (60%, 20%, 20%) for training, vali-
dation, and testing respectively. We add paddings into inputs to
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Table 2: ADE and FDE of baselines and ours (HeGA & variants) for heterogeneous trajectory prediction

ADE/FDE Baselines Ours
Target

Categories LSTM-ED S-LSTM TrafficPredict TraPHic HeGA
HeGA
-NoANS

HeGA
-NoAF

HeGA
-NoHRC

HeGA
-NoAF&HRC

HeGA
-PS

Vehicle 8.49/14.65 8.37/13.75 7.94/10.58 6.85/10.71 2.57/4.85 2.89/5.04 2.86/5.07 3.31/5.33 4.49/7.98 5.22/8.37
Pedestrian 5.44/7.65 5.02/6.23 5.33/7.42 3.17/5.43 2.29/3.56 2.41/3.68 2.58/3.96 2.45/3.61 2.43/3.30 2.64/3.85
Bicycle 8.21/12.96 7.68/11.42 7.26/12.86 5.22/7.12 2.73/4.88 5.44/8.06 5.51/8.74 4.98/7.76 5.87/9.26 6.43/10.16
Average 7.52/12.22 7.23/11.04 7.08/10.07 5.42/8.42 2.51/4.46 3.26/5.22 3.29/5.45 3.37/5.28 4.14/6.82 4.68/7.36

Table 3: ADE and FDE of baselines and HeGA for homoge-
neous trajectory prediction

Methods LSTM-ED S-LSTM TrafficPredict TraPHic HeGA
ADE 0.49 0.36 0.33 0.26 0.18
FDE 0.84 0.66 0.49 0.45 0.38

ensure every training sample has the same dimension for efficient
batch training. The maximum padding number is chosen according
to the training dataset. We train the network using the Adam opti-
mizer [18] for 200 epochs with a scheduled learning rate of 0.001
and a batch size of 64. The hyperparameters are tuned by the grid
search method on the validation part, and we set the best one as
the default value. Finally, we test our network on the testing part as
the final result. For a fair comparison, we add the size embedding
as an extra input to improve the baseline models and try our best
to grid search on the validation set for the best hyperparameters.
For all the compared models, we report the improved results.
Implementations. All models and algorithms are implemented in
Python on Linux, and we conduct the experiments on a machine
with an Intel(R) CPU i7-4770@3.4GHz with 32G RAM and NVIDIA
TITAN Xp with 12GB GPU memory.

4.2 End-to-End Evaluation of HeGA
HeGA VS Baselines. To give a thorough comparison on heteroge-
neous trajectory prediction, we first test HeGA and baselines on
the BaiduApollo dataset in which there are three types of traffic
agents (see Table 2). As expected, LSTM-ED performs the worst
in all methods since it can only encode very limited features. It
performs especially worse on predicting long trajectories, such as
the trajectories of vehicles. S-LSTM and TrafficPredict have similar
performances because they both try to jointly predict all agents at
the same time. Since they do not have target agents and can not
focus on every interaction, the predictions tend to have a larger de-
viation. In addition, the heterogeneous influence can not be learned
completely in these two models. TraPHic outperforms previous
methods due to its ability to learn interactions in different ranges.
However, it still can not distinguish interactions with different
agents. Our framework is noticeably better than other methods
since we take every traffic agents under consideration and allocate
them with adaptive weights to learn heterogeneous influence. Our
framework reduces at least 27% ADE and 31% FDE compared to all
previous models.

Furthermore, to show the homogeneous trajectory prediction
performance, we test HeGA and baselines on the NGSIM dataset
in which there are only vehicle traffic agents. As shown in Table 3,
LSTM-ED has decent performance since there are much fewer

LS
TM
-E
D

S
-L
S
TM

Tr
af
fic
P
re
di
ct

Tr
aP
H
ic

H
eG
A

30

33

36

39

42

45

(S
)

!"#$%&"'$()"*'*'+$(*,&$-&)$.-/01

LS
TM
-E
D

S
-L
S
TM

Tr
af
fic
P
re
di
ct

Tr
aP
H
ic

H
eG
A

5

10

15

20

25

30

(M
s
)

!"#$%&'($)(*&+&(,&$-./&

Figure 3: Efficiency of baselines and HeGA

interactions on the highway and the density of traffic agents is
much lower. In the homogeneous trajectory prediction situation,
our two-phase aggregation transformer module degenerates to the
one-phase agent aggregation module, but we still find that HeGA
performs better than baselines.
Ablation Study of HeGA.As shown in Table 2, we also conduct an
ablation study to demonstrate the effectiveness of the novel modules
in HeGA. HeGA-NoANS performs worse than HeGA in all three
categories, which proves that not all non-target agents are useful
for prediction in high-density traffic situation. Excess information
brings varying degrees of damage to different categories.

HeGA-NoAF performs uniformly worse than HeGA on all types
of target agents. Interestingly, the performance degradation is es-
pecially significant for bicycles. The reason is that compared to the
other two types of agents, bicycles have stronger interactions with
both vehicles and pedestrians. Therefore, the experiment demon-
strates that the AF module can better extract features for different
agent categories, and model their interactions more precisely.

HeGA-NoHRC has decent prediction results for short trajecto-
ries from pedestrians and bicycles. However, it performs noticeably
worse than networks with HRC, including HeGA and HeGA-NoAF.
This clearly shows that HRC is helpful for long-range features mem-
orization by linking every current frame to the past two frames
directly. Accordingly, it is expected that HeGA-NoAF&HRC per-
forms worse than HeGA-NoAF and HeGA-NoHRC in most cases.

At last, HeGA-PS performs worst among all experiments, which
proves the adverse impact of parameter sharing. In HeGA-PS, the
problem is regarded as a homogeneous trajectory prediction sit-
uation where the embedding and encoding layers are all in one
category. Experiments show that wrong parameter sharing brings
even more than 40% performance degradation.
Efficiency of HeGA. To evaluate the computation efficiency of
HeGA, we measure the mean training time per epoch and mean
inference time of HeGA and baselines detailed in Figure 3. For
mean training time per epoch (see Figure 3(a)), all results are in the
same order of magnitude (36 ∼ 45 𝑠𝑒𝑐𝑜𝑛𝑑𝑠). LSTM-ED takes the
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Figure 4: Variations of ADE of each frame
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Figure 5: Visualization of interaction importance scores

least amount of time to train an epoch while Social LSTM takes
the longest time. Since our novel ANS module eliminates many
redundant agents, the time consumption of our network is close
to that of LSTM-ED. On the contrary, the time consumption of
social LSTM is almost twice as much as that of HeGA because
it involves grid search. It proves that our network achieves solid
results without sacrificing much time. For mean inference time (see
Figure 3(b)), all results are also in the same order of magnitude
(9 ∼ 26𝑚𝑖𝑙𝑙𝑖𝑠𝑒𝑐𝑜𝑛𝑑𝑠). The tendency of the two graphs is consistent.
It takes about 11𝑚𝑠 for our network to inference 6 frames, proving
that HeGA is applicable for real-time application.
Variations of ADE of Each Frame. Figure 4 show the variations
of ADE along the timeline. Generally, our network has the lowest
ADE of all frames compared to other models. All chart shows an
increasing tendency of ADE along the timeline. It is worth noting
that in Figure 4(d), the average accuracy of our network degrades
slower than other models when predicting farther into the future.
Figure 4(a) indicates that vehicle trajectories are the most difficult
to predict among the three, as they tend to be longer and the speed
variation of vehicles is larger than pedestrians and bicycles. Our
network shows a noticeable improvement in trajectory prediction
for vehicles, due to the combination of the HRC module and the AF
module. We follow the convention of using short observations to
predict long future trajectories in previous works. Note that the first
two prediction frames are the most important. The 75𝑡ℎ percentile
error of our network in the first two frames is less than 1m (see
Figure 4), which is relatively precise.

Table 4: Average ADE of neighbor selection methods

Methods Full Elliptical Rectangle 𝑘-NN ANS
Average ADE 3.26 3.97 4.05 3.13 2.51
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Figure 6: Efficiency of neighbor selection methods

4.3 Effect of Adaptive Neighbor Selector
Interpretability Analysis. To analyze the generated graph in
HeGA, we visualize the interaction importance scores of neighbor
agents outputted by ANS with respect to the category, distance,
and speed using heat maps in Figure 5 where the 𝑥 axes denote the
distances between the target agent and neighbor agents, and the
𝑦 axes denote the speeds of neighbor agents. For the vehicles, the
ANS learns to focus on a short distance (10 meters) and a middle
distance (31 meters), because drivers in vehicles are likely to see
farther to make timely reactions. In contrast, for the pedestrians
and bicycles, the ANS focuses on a short distance (10 meters). For
all three categories, ANS pays attention to neighbor agents with
higher speed, which is consistent with reality. Three heat maps
prove that our ANS can extract useful latent features and select
reasonable regions.
Effectiveness of Neighbor Selection Methods. To study the
effectiveness of NS methods, including heuristic-based methods
(i.e., full-coverage, elliptical [7], rectangle [10], 𝑘-NN [34]) and our
ANS method, we compare the average ADE of HeGA under these
NS methods. The results are shown in Table 4. We can see that ANS
is more accurate than other methods. The full-coverage method
is not as good as our ANS method because it contains redundant
and misleading neighbors that bring extra loss to outputs. The
elliptical and rectangle methods perform worse than the former
one because the range and shape of the region depend on traffic and
road conditions. The 𝑘-NN methods perform worse than our ANS
because it ignore some latent features, e.g., velocity and direction.
Efficiency of Neighbor Selection Methods. We also record the
mean training time per epoch and mean inference time of HeGA
under different NS methods. As shown in Figure 6, ANS is more
efficient than other methods. The full-coverage method takes the
longest time since it uses all non-target agents (A − {𝑎𝜏 }) as neigh-
bors. The 𝑘-NN method is better than the full-coverage method
because it removes some distant agents. The elliptical and rec-
tangle methods perform better than the 𝑘-NN method since they
have no sorting calculation. Compared with heuristic-based NS
methods, our ANS method eliminates many redundant agents, the
time-efficiency of subsequent modules (i.e., encoder and decoder)
is improved since fewer neighbors are considered.
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Table 5: Effect of penalty parameter 𝜆

𝜆 10−5 10−4 10−3 10−2 10−1 1
Average ADE 3.23 3.02 2.74 2.51 2.97 3.15
MTTE(S) 42.15 40.35 38.62 37.43 35.82 34.57
MIT(Ms) 15.09 14.26 12.75 11.23 10.48 8.86

Effect of Penalty Parameter 𝜆. 𝜆 is a penalty parameter in ANS,
it controls the sparsity of the interaction importance scores 𝑆 , and
further influences the number of neighbors. The more the number
of neighbors, the lower the efficiency of the network. Conversely,
the fewer the number of neighbors, the higher the efficiency of the
network. However, too many or too few neighbors will affect the
accuracy. To balance the accuracy and efficiency of HeGA, we tune
𝜆 from 10−5 to 1, and record the average ADE, mean training time
per epoch (MTTE) and mean inference time (MIT) of HeGA under
different 𝜆. As shown in Table 5, when 𝜆=10−2, the average ADE is
the lowest. The mean training time per epoch and mean inference
time are decent when 𝜆=10−2. Due to the above observation, we
choose 𝜆=10−2 to balance accuracy and efficiency.

4.4 Applicability of HeGA
We further deploy different trajectory prediction networks (HeGA
and baselines) in a framework for autonomous driving, and inves-
tigate their applicability based on three simulated environments.
In the following, we introduce the deployment and simulated envi-
ronments, and finally present the applicability analysis.
Deployment. In order to make trajectory prediction practical for
autonomous driving, we deploy HeGA and baselines (LSTM-ED, S-
LSTM, TrafficPredict, TraPHic) in Cheetah framework [22], respec-
tively. Cheetah is a prediction-and-search framework that enables
autonomous vehicle to perform lane change and/or speed change
safely and efficiently. In particular, Cheetah first predicts the near
future trajectories for surrounding agents, then searches for the op-
timal maneuver with the maximum speed and minimum impact on
surrounding agents, and finally performs the optimal maneuver. In
order for the framework to function properly, HeGA and baselines
follow the trajectory prediction settings used in Cheetah.
Simulated Environments. As it requires interaction between an
autonomous vehicle and other traffic agents, we utilize Cheetah
with different trajectory prediction networks to control the au-
tonomous vehicle, and use the microscopic traffic simulator [19,
22, 32, 41] to simulates the behaviors of other traffic agents. In this
work, we focus on the complex and dense traffics, so we predefine
three simulated environments with increasing traffic densities and
complexities as follows:
• Highway: An autonomous vehicle and 600 conventional vehicles
(with human drivers) traveling on a straight three-lane road of
length 3km with periodic boundary conditions [32]. Figure 7(a)
presents a screenshot of the Highway simulated environment.
• Urban Road: Based on the Highway simulated environment, we
add 300 pedestrians and 300 bicycles on the road. The 300 pedes-
trians and 300 bicycles are required to move in the rightmost lane
of the road, which is common in urban traffic system. Figure 7(b)
presents a screenshot of the Urban Road simulated environment.
• Downtown Street: Based on the Urban Road simulated environ-
ment, we further add 300 pedestrians and 300 bicycles on the road

40m

9
m

(a) Highway

40m

9
m

40m

9
m

(b) Urban Road

(c) Downtown Street

Conventional Vehicle Autonomous Vehicle
Pedestrian

Bicycle

Figure 7: Screenshots of simulated environments

and relax restrictions for all pedestrians and bicycles. The 600 pedes-
trians and 600 bicycles can move in all lanes of the road, which is
common in downtown traffic system. Figure 7(c) presents a screen-
shot of the Downtown Street simulated environment.

Overall, the densities and complexities of all simulated environ-
ments can be ranked as: Highway>Urban Road>Downtown Street,
and thus we can study the applicability of different trajectory predic-
tion networks comprehensively. The detailed settings of simulated
environments are listed in Table 7, following the settings used in
previous works [19, 22, 32, 41].
Applicability Analysis. To investigate the applicability of HeGA
and baselines based on three simulated environments, we conducted
100 tests on each simulated environment wherein each test the
autonomous vehicle is initialized at a random position and drives
through 3km, and measure the applicability from both safety and
efficiency aspects:
• Safety: We record the number of collisions caused by the au-
tonomous vehicle in each test. This metric directly reflects the
safety of the autonomous vehicle.
• Efficiency: We further record the driving time of the autonomous
vehicle in each test. It should be noted that we add extra 5 min-
utes as a penalty time when the autonomous vehicle collides with
any traffic agent. This metric directly reflects the efficiency of the
autonomous vehicle.

Accordingly, if the autonomous vehicle is safer (i.e., fewer col-
lisions) and more efficient (i.e., shorter driving time), the corre-
sponding trajectory prediction network has better applicability. We
report the average number of collisions and average driving time
of the autonomous vehicle controlled by Cheetah with HeGA and
baselines in Table 6. We can see that Cheetah with HeGA causes
the fewest collisions in all simulated environments, demonstrat-
ing the safety of our network for autonomous driving. Moreover,
Cheetah with HeGA achieves the shortest average driving time
in all simulated environments, which demonstrates the efficiency
of HeGA for autonomous driving. The main reasons are two-fold.
Firstly, HeGA can adaptively choose neighbors in diverse traffic
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Table 6: Applicability (safety and efficiency) of baselines and HeGA for autonomous driving

Metrics Average Number of Collisions Average Driving Time(Min)
Simulated

Environments LSTM-ED S-LSTM TrafficPredict TraPHic HeGA LSTM-ED S-LSTM TrafficPredict TraPHic HeGA

Highway 0.85 0.79 0.72 0.67 0.43 8.14 7.45 6.87 6.49 5.38
Urban Road 1.14 0.97 0.86 0.92 0.77 9.63 8.85 7.95 8.03 6.54

Downtown Street 1.59 1.35 1.12 1.08 0.84 12.37 11.85 10.53 10.24 8.62

Table 7: Detailed settings of Simulated Environments

Description Settings

Basics

Size of Vehicle 4𝑚 × 2𝑚
Size of Pedestrian 1𝑚 × 1𝑚
Size of Bicycle 2𝑚 × 1𝑚
Road Shape Straight
Road Length 3𝑘𝑚

Road Boundary Periodic
Number of Lane 3

Number of Autonomous Vehicle 1
Number of Conventional Vehicle 600

Traffic Flow Unidirectional

Highway

Number of Conventional Vehicle 600
Speed Limit for Vehicle 0 ∼ 115 𝑘𝑚/ℎ

Traffic Density 200 𝑎𝑔𝑒𝑛𝑡𝑠/𝑘𝑚
Traffic Complexity Low

Urban
Road

Number of Pedestrian 300
Number of Bicycle 300

Speed Limit for Vehicle 0 ∼ 50 𝑘𝑚/ℎ
Speed Limit for Pedestrian 0 ∼ 10 𝑘𝑚/ℎ
Speed Limit for Bicycle 0 ∼ 25 𝑘𝑚/ℎ

Traffic Density 400 𝑎𝑔𝑒𝑛𝑡𝑠/𝑘𝑚
Traffic Complexity Medium

Downtown
Street

Number of Pedestrian 600
Number of Bicycle 600

Speed Limit for Vehicle 0 ∼ 40 𝑘𝑚/ℎ
Speed Limit for Pedestrian 0 ∼ 8 𝑘𝑚/ℎ
Speed Limit for Bicycle 0 ∼ 20 𝑘𝑚/ℎ

Traffic Density 600 𝑎𝑔𝑒𝑛𝑡𝑠/𝑘𝑚
Traffic Complexity High

environments. Secondly, HeGA can effectively combine informa-
tion from different categories of traffic agents. Therefore, HeGA
provides more accurate trajectory prediction results for Cheetah,
thus making the autonomous vehicle safer and more efficient.

5 RELATEDWORK
Traffic trajectory prediction tasks can be classified into homoge-
neous and heterogeneous problems.
Homogeneous Trajectory Prediction. Homogeneous trajectory
prediction methods are designed for scenarios with a single cate-
gory of traffic agents, which corresponds to vehicles on highways or
pedestrians in crowd space. Traditionally, homogeneous trajectory
prediction is solved by statistical learningmethod, includingHidden
Markov Models (HMMs) [12, 36], Bayesian Network [20, 33], Sup-
port Vector Machines [4], etc. These methods only consider single
trajectory pattern recognition thus ignore the social interactions,
which have an important role in the real world. Social interaction
is the influence received by the ego agent from its neighbors. It
is an abstract problem to model and simulate. More works that
model traffic-agent interactions achieve better results. Helbing et
al. [16] take social interaction and inner motivation into consid-
eration called social force. The simulation is based on hand-craft
rules but achieves surprisingly good results in some simple scenes.
However, it can not be generalized on modern datasets.

Recently, more researchers utilize the power of deep learning
methods to tackle this problem. The majority of them use RNN
based encoder-decoder paradigm. [3, 11, 23, 26, 27] used LSTM
encoder-decoder architecture to predict vehicle trajectories. How-
ever, the simple vanilla LSTM in their methods omits a large amount
of historical information, which is critical in traffic systems. For the
pedestrian trajectory prediction, Social LSTM [1], Social GAN [14]
and Social Attention [38] are pioneering methods modeling so-
cial interaction with grid maps. Generative Adversarial Networks
(GANs) based LSTM can generate multiple possible results of tra-
jectories. However, these grid-based methods suffer from inher-
ent inaccuracies due to the discretization of continuous 2D space.
Furthermore, the sparse grids occupy large storage and require
excessive computational power to traverse through. The aforemen-
tioned methods can not capture the interaction between different
categories of agents in heterogeneous scenarios.
Heterogeneous Trajectory Prediction. Recently, heterogeneous
methods have attracted more attention. TrafficPredict [25] used
a complete graph with LSTMs to learn different agent interac-
tions. However, their complete graph is uninterpretable due to
the LSTM-based edge encoding, as well as their complete graph
can not choose neighbors adaptively. Convolutional Neural Net-
works (CNN), achieving great results and used as a paradigm in
computer vision, are also applied in trajectory prediction prob-
lems [2, 9, 13, 21, 28, 29]. [7, 8] propose the prediction methods
with horizon and neighbor state-spaces convolutional neural net-
work. They combine CNN and LSTM as a hybrid model and use
grid-based pooling to measure agent interactions. However, the
drawbacks of these state-of-the-art methods include: (1) the ‘wrong’
parameter sharing in the representation of agents interaction; (2)
the heuristic-based methods in the neighbor selection.

6 CONCLUSION
Trajectory prediction in dense and heterogeneous scenarios is a
challenging problem for autonomous driving that lacks effective
solutions. In this work, we propose HeGA, a novel heterogeneous
graph aggregation network that predicts the trajectories for dif-
ferent categories of agents in high-density heterogeneous traffics.
Extensive empirical studies based on real datasets confirm the su-
periority of our network over the state-of-the-art approaches in
terms of ADE and FDE. We also deploy HeGA in a prediction-and-
search framework for autonomous driving, proving its superior
applicability based on three simulated environments.
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