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ABSTRACT  

 Many believe in a vision of the future where almost all work is automated. A first step 

already underway involves Robotic Process Automation (RPA) technology, which firms use to 

automate standardized computer work. The larger step that needs to be taken towards this vision 

lies in connecting RPA to AI, so that Machine Learning (ML) algorithms can be used to automate 

human “intelligence” and decision making in companies.  

 Management research surrounding the concept of Intelligent Automation (IA) is nascent 

and spans multiple domains. This thesis consolidates the fragmented research landscape through 

a Systematic Literature Review to address four research questions: 1) What use cases are IA 

fulfilling? 2) Which ML algorithms and technologies are employed? 3) What risks are associated 

with IA? and 4) What risk mitigation techniques are there? The findings paint a picture of what is 

needed to advance the value that IA delivers to firms and shore up professional practices.  

 Results show that the bulk (66%) of cases centered on document processing and chatbots. 

ML models, tended to be uninterpretable, posing transparency and risk challenges. The 

systematic coding of 77 key sources yielded 36 risks that fell into eight clusters that are explored 

in depth. Corresponding risk mitigation measures covered far less ground, leaving many risks 

unaddressed. The risk registry derived in this thesis offers a starting point for a structured 

approach to managing emergent risks necessary for IA to deliver on its promise to improve work. 
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Chapter 1: Introduction 
“The Robots are Coming for Phil from Accounting. Workers with college degrees and 
specialized training once felt relatively safe from automation. They aren’t.” – the New 
York Times [1]. 

 For the past ten years, two automation trends have been quietly revolutionizing the ways 
that firms produce their work. The first was the automation of back-office computer work 
through Robotic Process Automation (RPA) technology. The second trend, currently underway, 
looks to automate work once thought to be safe from automation. This is the automation of 
worker intelligence and decision-making, through combining automated computer work with 
Artificial Intelligence. Firms will need a clear understanding of the risks involved as they push 
towards achieving the “intelligent automation” of their enterprise. 

 

1.1 The Automation of Work 

Businesses have been trying to automate their work for over 100 years [2], to gain 
operating efficiencies and improve revenues. Manufacturing has become more computerized 
and mechanized, resulting in better business outcomes, such as faster production, fewer 
manufacturing defects, lowered production costs [3], and improvements in worker’s lives such 
as increased safety . As the more obvious “physical tasks” have become automated, automation 
attention has been turned towards “white-collar” or “knowledge-based” work processes. 
Examples of such work processes are employee onboarding for human resource management 
and account reconciliation for accounting. From experience, these processes are among some of 
the “easier” processes to automate due to a high degree of standardization. They are often 
among the first-wave of processes that are automated by firms. 

Even for these “easier” business processes, there are still numerous difficulties that must 
be overcome. One key barrier is the presence of legacy IT systems that underpin much of the 
infrastructure that the world runs on today. When there are no modern Application Programming 
Interfaces to talk to these legacy systems, humans are needed to translate work between these 
old systems and the modern world. Robotic Process Automation technology is able to perform 
this translation on our behalf in an automated manner. 

 

1.2 Robotic Process Automation (RPA) 

RPA technology has gained prominence within the past 10 years as a real solution to 
enable computer-based automation even when legacy computer systems are involved [4]. RPA 
is able to work with any computer system due to how it interfaces with applications. When APIs 
are unavailable, RPA communicates with applications the same way that people do – through the 
Graphical User Interface (GUI), by recognizing what important GUI elements are on the screen, 
such as form fields, dropdown lists and buttons. 
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In addition to the visual-based interfacing technology, RPA vendors provide a software 
development platform that allow companies to create low-code “programs” that will perform 
steps at the computer the same way that an employee would, to complete a business process. 
These automation programs can include elements such as launching applications, moving the 
mouse, typing on the keyboard, identifying buttons on the screen, pasting data into forms and 
sending emails etc. [5]. In this way, we are able to replace an employee’s computer-based tasks 
with a software “robot” that can manipulate a computer exactly the same way we do. Current 
research suggests that one RPA “robot” can do the equivalent work of three to five humans on 
average [4], since they can work faster and during off-hours – as long as there is enough work. 

The benefits of RPA technology have been well-studied and include improving accuracy, 
productivity, consistency and efficiency of work done on a computer [6], while reducing the 
number of errors present in completed work. RPA also allows humans to reduce the amount of 
time spent doing undesirable, rote computer work, giving them a chance to perform work that 
cannot yet be replaced by robots involving creativity, communication and compassion. As of 2020, 
it is considered to be the most rapidly growing segment of the global software market [7]. 

RPA has become an industry of its own, and has found significant success across almost 
all sectors and functions. This is especially true for highly-regulated settings with standardized 
procedures such as government, finance, insurance, telecommunications, utilities and healthcare 
[7], due to RPA’s consistency of executed process steps and ability to provide audit trails of 
exactly what steps were executed. Research suggests that RPA that has the fastest return on 
investment of any enterprise technology that has been studied since 2017 [8]. Microsoft has 
recognized the importance of this technology to business and has acquired an RPA firm in 
November, 2019 [9].  

RPA does have limitations, for example, the process steps that are to be automated 
should be well-defined, stable and highly rule-based. This limits the scope of which business 
processes can be automated, as much of the work that happens today still requires non-rule-
based, human decision making. Around 10% to 40% of a firm’s total number of business 
processes are thought to be automatable by RPA technology alone, but with advances in Machine 
Learning (ML), some predict that eventually 100% of processes could be automated [10]. Despite 
the tremendous uptake in industry, RPA is a field with a notable lack of scientific research [7], 
[11]. 

Combining ML and RPA extends the range of what is automatable beyond standardized 
and rule-based processes. Knowledge-based tasks involving complex decision making can 
potentially be automated as well. This natural evolution of pairing RPA with AI technologies has 
already received attention the World Economic Forum [12] due to its predicted impact on society 
at large. In industry, combining RPA and ML is known under many different terms, such as 
Intelligent Process Automation, Hyperautomation, Cognitive Automation or Intelligent 
Automation (IA). I refer to these terms collectively as “Intelligent Automation”, meaning the 
combination of RPA technology with Machine Learning. 
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1.3 Intelligent Automation (IA) and Risks 

“Physical labor was replaced by robots; mental labor is going to be replaced by AI and 
software.” – Andrew Yang, US politician [13]. 

The term IA can take on different meaning depending on the industry and context. To 
some, IA may mean injecting AI functionality into the RPA products themselves so that they are 
easier to develop automations in. To others, it may mean having an AI that can predict and 
recover from errors during the automated execution. In this thesis, IA specifically means the 
combined use of RPA technology with ML for the purpose of automating cognitive work that is 
normally done by a person. Under traditional RPA, only well-defined rule-based automation or 
processes using structured data as input is possible. When ML is used together with RPA, human-
like decision making and analysis of semi-structured or unstructured data is enabled. 

IA is a relatively new field both in industry and in academia [14] and is on the cutting edge 
of business transformation [15]. The IEEE Standards Association released its “Guide for Taxonomy 
for Intelligent Process Automation Product Features and Functionality” in July 2019 [16], 
outlining the importance of IA as a developing sector. Interest in IA is also being accelerated due 
to advances in machine learning research [17]. Because of this, businesses are increasingly 
combining RPA with AI to automate human-decision making in their processes. As a response, 
the three main technology vendors for RPA: Automation Anywhere, Blue Prism and UiPath have 
all launched ML-based capabilities to their product line-up within the past two years [18], [19], 
[20]. Industry research firm Gartner predicts that IA will be a $600 billion market in 2022, and 
that IA is not a “nice to have”, but a condition for the survival of firms [21]. 

This push towards IA poses challenges that are absent under traditional RPA. Under 
traditional RPA, work output is deterministic. This allows employees to remain relatively hands-
off, as intervention is rarely needed while the robot completes its work. A human worker only 
needs to know whether the work performed by the RPA robot has successfully completed or not. 
If it was completed, the work can be assumed to be done correctly. With IA, the possibility that 
completed work is done incorrectly must be considered and human intervention is often added 
back into the business process. A deterministic outcome under RPA becomes a probabilistic 
outcome under IA. 

The world is turning towards IA as a solution to some of its largest challenges: business 
continuity due to labour shortages caused by COVID-19, an aging workforce and the Great 
Resignation [17], [22]. In turn, institutions will also face many challenges to meet society’s 
demands for IA. Some of these challenges include the lack of employees with necessary 
education and skillsets [14], research into explainable AI methods and the development of 
regulatory guidelines outlining the appropriate use of ML in daily business operations. But 
perhaps a more pressing issue that must be addressed is to first understand what risks IA poses 
to firms to begin with.  
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1.4 Research Questions 

“[T]here are known knowns . . . there are also unknown unknowns—the ones we don't 
know we don't know . . . it is the latter category that tends to be the difficult ones.” – 
Donald Rumsfeld on the topic of risks [23]. 

I came to this thesis topic as a result of my own professional experience and intellectual 
curiosity, seizing on the opportunity afforded by the yearlong residential Sloan Fellows program 
at the Massachusetts Institute of Technology. Having spent four years providing detailed 
technical and strategic guidance and execution in the domain of automation for dozens of firms, 
I have yet to encounter a list of possible risks that IA implementation entails, let alone a 
structured methodology to evaluate the potential implications for business and society. The 
present thesis aims to fill the breach by taking on the challenge of turning some of IA’s “unknown 
unknowns” into something that is better known. A refined understanding of risks that are 
currently under-appreciated and under-studied will contribute greatly to the adoption and 
success of IA in firms. 

Since I did not find any industry-led guidance on the specific risks posed by IA, I turned to 
academia to see whether the topic of risks and IA has been addressed there. While some research 
has been published surrounding the risks of traditional RPA implementation [24], I have found 
few examples of what risks exist for IA. Others [25] have also noted the lack of research into risk 
management in IA. 

Two key components of risks management are 1) identifying which risks exist and 2) 
understanding what risk mitigation measures are possible. I have designed four research 
questions to discover these two points within the context of IA. These four questions are shown 
in the table below. Answers to RQ1 and RQ2 provide the context needed to understand the 
current IA ecosystem and give us an idea of what risks and risk mitigation methods are possible. 
RQ3 and RQ4 map directly to identifying the risks and risk mitigation techniques.  

 

Table 1: Research Questions 

ID Research Question Objective 

RQ1 What high-level machine learning use cases 
are being used in intelligent automation? 

Understanding the high-level use cases will help 
determine what types of risks exist and what types of risk 
mitigation are possible. 

RQ2 Which specific machine learning algorithms 
and technologies are being used in intelligent 
automation? 

Understanding which algorithms are being used will help 
to determine what types of risks exist and what types of 
risk mitigation are possible. 

RQ3 What are the risks of intelligent automation 
to the firm? 

To create a list of risks that can be used as a risk register 
for firms looking to use IA in their organisations. 

RQ4 What risk mitigation techniques have been 
put to use when implementing intelligent 
automation? 

To create a list of risk mitigation techniques that can be 
implemented based on the characteristics of their 
business process and the machine learning algorithms 
used. 
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All four research questions are interrelated; RQ2 (algorithms and technologies) follows 
naturally from RQ1 (use cases), and RQ4 (risk mitigation techniques) follows naturally from RQ3 
(risks). Specific IA use cases (RQ1) can also lead to the use of specific technologies which may 
lead to certain risks and constrain which risk mitigation techniques are available. The selected 
algorithms and technologies (RQ2) may also do the same. Note that RQ3 and RQ4 aim to surface 
the risks of implementing IA for firms generally speaking, as opposed to using IA for risk 
mitigation purposes, which is a commonly cited use case for ML [26], [27]. 

Answers to the four RQs are then used to design the final contribution of this thesis, which 
is to develop a practical risk register that firms can use to assess, track and control the risks of 
their IA projects. 

 

1.5 Research Goal 

In answering the four research questions, I provide companies looking to implement IA 
with a specific list of risks that they may face as well as specific guidance on how those risks can 
be mitigated. Understanding the risks are a key part of any project’s planning process, and 
controlling the risks greatly increase the odds of achieving project goals. The mapping between 
the risks and risk mitigation techniques is presented in the form of a risk register which can be 
customized to suit the needs of the firm. 

The resulting risk register provides firms with a practical starting point for understanding 
and addressing the risks posed by IA. To enable the next steps required to deliver better solutions, 
this thesis also aims to catalyse the adoption of this transformative technology throughout 
industry.  

The thesis is separated into five additional chapters. Chapter 2: Research Methodology 
discusses the chosen research methodology and data collection process. Chapter 3: Data 
Analysis presents a high-level summary of the collected data along with answers to the four RQs. 
Chapter 4: Data Discussion digs deeper into the identified use cases (RQ1), technologies (RQ2), 
algorithms (RQ2), and clusters the risks (RQ3) and risk mitigation techniques (RQ4) for a clearer 
understanding and analysis. In Chapter 5: Risk Register Development, I develop the risk register 
that is meant for practical use. Finally, Chapter 6: Conclusion and Final Discussion provides a 
summary of the research, and closing thoughts on IA and its role in the future of work. 

 

Chapter 2: Research Methodology 
Systematic literature reviews (SLR) have a rich history of use in business and management 

research [28] and remains a popular research methodology today. A SLR outlines a transparent 
and reproducible method for collecting, analysing and synthesizing data across a wide body of 
existing literature [11]. The IA field is situated across a broad range of disciplines, including 
management, information systems, computing science, economics and social sciences. I selected 
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SLR as the best methodology to consolidate research across numerous different disciplines and 
find answers to the four research questions. 

Naturally, the SLR methodology has already been selected by other authors to study the 
topic of IA [29], [30], [17], [11]. However, the research questions posed in those SLRs do not 
overlap with the questions posed in my thesis. The usual four-step methodology of conducting a 
SLR that is also used in this thesis [31] is 1) Data collection, 2) Data coding, 3) Data analysis and 
4) Interpretation of coded content. 

 

2.1 Literature Selection Process 

I chose peer-reviewed journal articles and conference papers from the electronic 
databases of Web of Science and ScienceDirect as the main sources of data. These two databases 
were selected due to their cross-disciplinary nature and their focus on peer-reviewed research. 
As IA research is rather new with a limited number of articles, no constraints were imposed on 
the journal quality nor the impact of the articles themselves. Only English language articles with 
open full-text available were considered. The first academic paper published with the keyword 
“robotic process automation” appeared in 2016, so the publication date range was set from 
January 1, 2015 to December 31, 2021. “Grey literature” such as industry-led publications from 
technology consulting firms and software vendors are not examined in this SLR. The specific 
document inclusion and exclusion criteria used are shown in Table 2: Systematic Literature Review 

Document Inclusion Criteria and Table 3: Systematic Literature Review Document Exclusion Criteria below. 

 

Table 2: Systematic Literature Review Document Inclusion Criteria 

Inclusion Criteria Description 

Dates From January 1, 2015 to December 31, 2021 

Languages English 

Publication Types Peer-reviewed journal papers, conference papers, book sections 

Search Engines Web of Science and Science Direct 

 

Table 3: Systematic Literature Review Document Exclusion Criteria 

Exclusion Criteria Description 

Publication Types Industry white papers, non-peer-reviewed papers, webpage articles 

Topics Any topics unrelated to RPA technology, or when RPA and ML are treated separately 

 

2.2 Search Term Keyword Selection 

As an industry expert, I know the different terminology used in business referring to the 
combination of computer automation and AI. The exhaustive list of industry terminology that I 
have encountered in the field was included in the search terms of the databases. I was however 
unaware of which terms were being used in academia at the beginning of this research. To 
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address this, I performed two weeks of exploratory searching through the two databases and 
read papers to uncover search terms that capture the meaning of combining RPA with ML, that 
are specific to academia. 

The search terms in the list below represent all of the terms that I have encountered both 
in industry and academia that refer to the combination of RPA and ML. This list of search terms 
was created to capture the concept of IA as opposed to just traditional RPA. Quotation marks 
around the terms indicates that the entire content inside the quotation marks should be present. 

• “rpa” “machine learning” 
o The “machine learning” term is added to focus the search on combining RPA 

with machine learning, given that the terms IA, hyperautomation, etc. are 
industry terms that have only emerged within the past three years 

• “robotic process automation” “machine learning” 

• “hyperautomation” 

• “intelligent automation” “rpa” 
o The reason why term “intelligent automation” is not used alone is because it 

appears in many contexts unrelated to robotic process automation which 
leads to false positives, for instance, in manufacturing 

• “intelligent process automation” 
o This term is used primarily in academia rather than in industry 

• “cognitive automation” 
o This term is used primarily in academia rather than in industry 

 

Readers wanting to reproduce the search results exactly for their own analysis can make 
use of the exact search queries for each search database, found in: Appendix: A. Exact Search 
Terms used in Document Search Databases. 

 

2.3 Search Results 

The web searches were performed on January 2nd, 2022 in order to capture the complete 
set of published results for year 2021. Searching was performed in the title, abstract and full text 
of the papers. The initial search yielded 539 results, 72 of them being duplicates, leaving a total 
of 467 articles to be considered. The abstracts and titles of the remaining 467 articles were 
analysed, to either explicitly include or exclude articles unrelated to IA technology. 39 articles 
were initially accepted and 332 were rejected, leaving 96 papers as undecided to fully review. 
The most common reason for rejection was the presence of the term “intelligent automation” in 
manufacturing, and the term “RPA” used to mean “remotely piloted aircraft”, and numerous 
other medical abbreviations. 

After fully reviewing the 96 papers, I accepted an additional 14 articles, giving a count of 
53 papers. From these 53 papers, forward and backward searching based on the citations were 
performed. The forward search was conducted based on the references of the 53 papers, yielding 
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3 additional papers. The backwards search was conducted using the “cited by” functionality in 
Google Scholar, which yielded 21 additional papers. A grand total of 77 papers were used in the 
SLR. A summary of this search process can be found in: Appendix: B. Summary of SLR Search 
Results. 

 

2.4 Qualitative Coding Scheme 

Coding schemes should be taken from existing research, developed by researchers in 
conjunction with field experts, or developed by researchers who are field experts themselves 
[28]. Reusing an existing coding scheme was not possible since no previous SLR has tried to 
address the research questions raised in this thesis. As a field expert with applied experience and 
requisite knowledge in both RPA and ML, I drew on my own professional and academic expertise 
to develop a coding methodology without needing to consult external experts. 

The guiding principle behind the choice of coding fields was to capture data that is 
relevant to discovering the risks and risk mitigation measures of IA. Following a systematic 
protocol, I read each of the 77 articles three times: an initial pass to gather high-level notes, then 
twice more to perform coding and to ensure coding reliability. 

 

2.4.1 Relevance Scores 

I developed a simple metric to enable a structured assessment of this wide-ranging 
literature. A qualitative measure, which I dub the Relevance Score, captures high-level metrics 
for my research questions for every research paper in the SLR (77 papers * 4 RQs = 308 Relevance 
Scores captured). Each Relevance Score item can take on an integer value of 0, 1 or 2. A 0-valued 
Relevance Score indicates that a particular research paper did not address a specific research 
question in a meaningful way. A Relevance Score of 1 means that the research paper only 
addressed the research question in passing or partially. A Relevance Score of 2 means that the 
research paper directly addressed the specific research question. 

 

2.4.2 Text Highlighting Method for Free-Text Capture 

Many of the coded fields, such as industry (captured across every RQ), ML algorithms 
(RQ2), technologies (RQ2), risks (RQ3) and risk mitigation techniques (RQ4) are captured in free-
text through an open-coding approach [32]. While reading through each paper, I highlighted 
words and sentences pertaining to one of the free-text categories using Zotero’s PDF reading 
plugin. Once all of the highlighting was complete, all of the words and sentences were copied to 
a spreadsheet for a high-level analysis. Sentences were clustered and inductively categorized into 
headings. Determining the heading granularity for free-text coding was a challenge. When 
thinking about whether to combine sentences into a heading or to create a separate heading, 
the main criteria used was to avoid a loss of meaning from the authors’ original intent. 
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2.4.3 Research Question 1 (IA Use Cases) Coding 

Coding RQ1 required drawing from a list of high-level ML use cases. As no comprehensive 
list of use cases exist, I started to develop one incrementally through a first reading of each of 
the research papers. A second reading was performed to do the scoring and a third reading was 
done to ensure consistency of the scoring method. Many papers discussed ML use cases 
independently of automation. Those use cases were explicitly not recorded to ensure that only 
IA use cases were captured. The full list of coded fields for RQ1 are listed in Appendix: C. Research 
Question 1 (IA Use Cases) Coding Scheme. 

Some of the use cases are interrelated, for instance, “Named Entity Recognition” is 
considered a subset of “Natural Language Processing” and “Email Classification” is likely a specific 
form of “Multi-Class Classification”. When capturing the use case names from the articles, I 
retained the most specific category for each use case example, in order to preserve the most 
amount of detail. For example, if “Facial Recognition” is mentioned in the article, it will be 
recorded as a use case for “Facial Recognition” and not for “Object Recognition” or “Computer 
Vision”. 

 

2.4.4 Research Question 2 (ML Algorithms and Technologies) Coding 

RQ2 aims to capture both the ML algorithms used, and which specific technologies were 
chosen to implement those algorithms. For the coding of ML algorithms, I first generated a list of 
widely used algorithms by reviewing research articles and book chapters related to summarizing 
the ML algorithm landscape [33], [34], [35]. Next, I consolidated the lists from the three sources 
and removed the duplicate algorithms. This resulted in the list of possible values that will be used 
for coding the ML algorithms, shown in the table below. Since I have industry knowledge, an 
existing background in traditional ML and have very recently taken courses on analytics 
algorithms and deep learning as part of my coursework at MIT, I believe that the list is suitable 
for the purpose of answering the algorithms portion of RQ2 with enough detail. 

 

Table 4: List of Machine Learning Algorithms for RQ2 Coding Scheme 

Artificial Neural Networks Bayesian Networks Convolutional Neural Networks 

Decision Trees Deep Learning Genetic Programming 

Gradient Boosting K-Means Clustering K-Nearest Neighbours 

Linear Discriminant Analysis Linear Regression Logistic Regression 

Long Short Term Memory  Naïve Bayes Perceptrons 

Random Forests Recurrent Neural Networks Support Vector Machines 

 

 Similar to the use cases, many of the algorithms are interrelated, for instance “Long Short 
Term Memory” is a type of “Recurrent Neural Networks”, which is a type of “Artificial Neural 
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Networks”. When capturing the algorithm names from research articles, only most specific 
version of the algorithm is kept, in order to preserve the most amount of detail. For instance, if 
“Recurrent Neural Networks” is recorded, then “Artificial Neural Network” will not, unless it 
refers to a completely separate use of the algorithm. 

I performed the coding of ML technologies using the text-highlighting method described 
in Section 2.4 Qualitative Coding Scheme. During this coding process, each potential technology 
was double-checked to actually be a programmatic library, or commercial ML tool through online 
searching. The full list of coded fields, including the algorithms and technologies for RQ2 can be 
found in Appendix: D. Research Question 2 (ML Algorithms and Technologies) Coding Scheme. 

 

2.4.5 Research Question 3 (IA Risks) Coding 

Coding of the risks for RQ3 was done using free-text as there is no comprehensive list of 
risks that IA poses to the firms. During the capture process, the exact text used to describe the 
risks was recorded. After all of the risk descriptions were collected, they were analysed for 
common meaning and grouped under headings for further discussion as described in Section 2.4 
Qualitative Coding Scheme. A full list of coded fields can be found in Appendix: E. Research 
Question 3 (IA Risks) Coding Scheme. 

 

2.4.6 Research Question 4 (IA Risk Mitigation Techniques) Coding 

The risk mitigation methods for RQ4 were coded in free text. After all of the descriptions 
were collected, they were analysed for common meaning and grouped under headings for 
further discussion. The full list of coded fields can be found in Appendix: F. Research Question 4 
(IA Risk Mitigation Techniques) Coding Scheme. 

 

2.5 Chapter 2 Summary 

In this chapter, I outlined the chosen research methodology (SLR), the sources of data 
(journal databases) and the specific, reproduceable criteria for searching. Then, I briefly 
described the search process and results, which yielded 77 papers. Finally, I described the coding 
methodology for each of the four RQs. The next chapter discusses the results of the data coding 
procedure. 

 

Chapter 3: Data Analysis 
Section 3.1 Basic Summary Statistics of this chapter describes the results of the data 

coding process that was captured across all RQs and provides evidence on why this research is 
important. Following that, Sections 3.2 Research Question 1 (IA Use Cases) to 3.5 Research 
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Question 4 (IA Risk Mitigation Techniques) describe the RQ specific coding results. A full table 
of coded values extracted from the 77 research articles which was used as the base data for this 
analysis can be found in Appendix: G. Coded Data. 

 

3.1 Basic Summary Statistics 

This section describes the basic summary statistics that were collected across all four RQs. 
50 out of the 77 of the papers (65%) came from academic journals compared to 19 (25%) from 
conference proceedings. The remaining eight publications (10%) were books, book sections or 
reports. The first year where IA topics appeared in academic literature was in 2018, roughly two 
years after the first appearance of the term “robotic process automation” in literature. 
Researchers looking to study IA in the future can narrow their beginning search range to start in 
2018 to lower the number of false positive search results. The number of IA-related publications 
is steadily growing from year to year, indicating increased interest in this research area. 

 

Table 5: Search Results by Year 

Year Number of Publications 

2018 6 

2019 9 

2020 24 

2021 38 

 

 Twelve industries were captured across the four RQs. The top three industries were 
Finance, followed by Insurance with Education and Accounting/Auditing tied for third place. The 
presence of Finance, Insurance and Accounting is intuitive, as they were also early adopters of 
traditional RPA technology. Education is a less common industry to hear discussed in terms of 
RPA adoption. One potential reason why Education has started to climb the list of overall industry 
references is due to a higher number of IA use cases involving chatbots deployed to interact with 
students and computer vision used to track student activity during online learning. Overall, a 
broad range of industries were represented in the SLR, reinforcing the view that IA technology is 
appealing to most industries. 

 

Table 6: Industry Counts Across all Research Questions 

Industry Count 

Accounting/Auditing 9 

Education 9 

Finance 13 

Forestry 2 

Government 1 
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Healthcare 8 

HR 6 

Insurance 11 

IT 6 

Logistics 4 

Sports 1 

Utilities 4 

 

After completing the coding process, an additional derived column named Overall 
Relevance was created by summing the Relevance Scores for each RQ. This “Overall Relevance” 
value (from 0 to 8) represents the overall relevance that the current body of IA research has to 
the four RQs posed in this thesis. Papers with an “Overall Relevance” score of “0” are those that 
met all of the SLR search inclusion criteria but did not respond to any of the RQs meaningfully.  

A histogram of the “Overall Relevance” Score is plotted below in Figure 1: Histogram of the 

Overall Relevance Score. 29% (22/77) of the SLR papers received a zero “Overall Relevance” score. 
The highest value for “Overall Relevance” was 6, indicating that the holistic evaluation of IA risks 
and risk mitigation methods that examines the use cases, algorithms and technologies does not 
exist. 

 

  

Figure 1: Histogram of the Overall Relevance Score (Source: Author) 

 

Of the 55 papers that had an “Overall Relevance” score of at least 1, discussion of the use 
cases and technologies (RQ1 and RQ2) accounted for 58% of the total value. Risks and risk 
management have not been the focus of academic research compared to use cases and 
technologies. Fewer papers had relevance to RQ2 compared to RQ1, and similarly for RQ4 and 
RQ3. This means that more use cases are being discussed without diving into the actual 
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implementations, and more risks are discussed without mentioning the means in which they can 
be mitigated.  

When looking at how the existing IA research has addressed specific combinations of 
research questions (see Appendix: H. Number of Research Papers Addressing Specific 
Combinations of RQs), I found that only 8% (6/77) addressed all four RQs to some degree. The 
conditional probability that research answered RQ2 (algorithms or technologies) given RQ1 (use 
cases) was 61% (25/41). When a research paper discusses risks (RQ3), an accompanying 
discussion of risk mitigation measures (RQ4) was found only 62% (16/26) of the time. Of the 41 
papers that had answered either RQ1 or RQ2, 23 of them (56%) did not mention any risks or risk 
management at all. 

The collection of use cases is a natural starting point for academic research into nascent 
fields, especially applied ones such as IA.  This has been reflected in the derived “Overall 
Relevance” score. With the large number of collected use cases, it is appropriate to take the 
thinking further and use them to develop new theories for use in the field. The use cases need to 
be more systematically linked to the technologies, algorithms, risks and risk mitigation measures. 
The data collected for this section provides evidence towards the presence of missing links in the 
existing body of research. These missing links prevent firms and field experts from understanding 
how they can control the risks of implementing IA. This reinforces the need for the research that 
I am conducting in this thesis. 

 

3.2 Research Question 1 (IA Use Cases) 

 This section presents data from the four coded fields, the Relevance, the Industry, the 
Use Cases and the Positioning. 53% of the examined papers contained use cases. As IA is still a 
relatively new field in both industry and in academia, the demand for research illustrating the 
actual use cases is still high. There was an equal proportion of research papers examining real IA 
use cases, as well as research referencing or suggesting theoretical use cases of IA. The definition 
of theoretical is that the use case was not implemented in reality. 

 

Table 7: RQ1 – Relevance Scores 

RQ1 Relevance  Count 

0 – No relevance as there is no mention of any use cases in the research article 36 

1 – When the article only discusses theoretical or use cases through references 21 

2 – When the article directly implements or studies a use case 20 

 

The “RQ1 Industry” score is only recorded when the “RQ1 Relevance” score is above 0. 
RPA is thought of as an industry-agnostic technology, and this was reflected in the list of 
industries captured in the SLR. A broad range of industries were represented, confirming the wide 
appeal that IA technology has today. Notably missing from the list of IA use case industries is 
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Government and Telecommunications, two industries that have been at the forefront of RPA 
adoption. 

 

Table 8: RQ1 – Industries  

RQ1 Industry Count 

Accounting/Auditing 4 

Education 4 

Finance 4 

Healthcare 3 

HR 3 

Insurance 3 

IT 2 

Logistics 1 

Utilities 2 

Total 26 

 

A total of 122 use cases were captured across the 77 papers. 42 (34%) of the described 
use cases were purely theoretical, meaning they were not directly studied, or referenced. Only 
48 use cases (39%) were directly studied by the authors. Focusing on the real ML use cases used 
in IA, the majority (52%) involve handling written language and documents (Translation, NLP, 
NER, OCR, Document Classification). 15% of the use cases involve using Chatbots or Virtual 
Assistants as the input interface to trigger IA. These language, document and chatbot models are 
commonly available as generic, off-the-shelf machine learning services. 

IA use cases that are less likely to be serviced by a generic pre-trained algorithm, such as 
custom developed models (Anomaly Detection, Forecasting, Risk Management, Binary 
Classification, Object Recognition, Multi-class Classification) represented only 25% of the use 
cases. This suggests current industry reliance on using pre-built models or using Machine 
Learning as a service. 

 

Table 9: RQ1 – Use Case Scoring 

Use Case Name Theoretical Referenced Real Total 

Anomaly Detection 3 0 2 5 

Binary Classification 1 0 6 7 

Chatbot / Virtual Agents 6 5 7 18 

Computer Vision 6 3 1 10 

Document Classification 3 2 3 8 

Email Classification 2 1 1 4 

Facial Recognition 0 0 1 1 

Forecasting 4 2 2 8 

Multi-class Classification 3 0 2 5 

NER 1 5 6 12 
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NLP 4 7 5 16 

OCR 3 4 11 18 

Object Recognition 1 2 0 3 

Risk Management 3 0 0 3 

Sentiment Analysis 1 1 1 3 

Translation 1 0 0 1 

Total 42 32 48 122 

 

Under IA, a business process is codified for automatic processing, with a clear boundary 
of when automated work begins and ends. I tried to capture where in the automated process ML 
was used, either at the very start, someone in the middle or at the end as the very last step. The 
positioning of where ML is used, gives us an idea of “how automated a process is”. If ML is used 
somewhere in the middle of the business process without human validation of the ML prediction, 
the business process fits the mental image of being “truly automated”. However, if the IA process 
was designed to have ML as the very last step of automated processing, before a human picks up 
the work again, the use of ML might not be a true replacement of human knowledge or decision 
making. 

Few papers described the use cases in enough depth to understand where ML was used, 
or positioned in the automated business process. Just one single use case described using ML in 
two different parts of the automated process – once at the beginning and again somewhere in 
the middle. Five cases described using ML at the very beginning of the process; four used 
document processing or chatbots as the ML entry point to the automation. Three use cases had 
ML being used somewhere between the start and end of the automated process. Anomaly 
detection and object detection was used in two of those cases, with the other case being NER. 
There were no instances of having ML at the very end of the process, which was a surprising 
finding as it would seem to be a natural point for human interaction to occur to verify a ML 
prediction.  

 

Table 10: RQ1 – Positioning Scores 

Positioning of ML in the Use Case Count 

Empty (no use case) 37 

Unknown (use case present but unknown positioning) 32 

Start 5 

Middle 3 

End 0 

Multiple Entries 1 (Start and Middle) 

 

The key points to retain from looking at the use case data are that 67% of the use cases 
involve converting text into structured data and that these use cases can readily be implemented 
as a solution. For the automated processes where the positioning was captured, most 
automation designs placed ML at the beginning of the process. This is intuitive given what I have 
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captured from the use cases – text digitization done at the beginning can enable the automation 
of many processes. This suggests that IA currently is mostly used to automate “simpler” 
intelligence tasks as opposed to replacing more complex human decision-making or knowledge 
tasks. 

 

3.3 Research Question 2 (ML Algorithms and Technologies) 

The Relevance Score, Industry, ML Algorithms and ML Technologies coded for RQ2 are 
presented below. Only 25 (32%) of the SLR research papers discussed the details of the ML 
technologies or algorithms deployed. Among the 25 papers, seven discussed only technologies 
without any algorithms, nine discussed only algorithms and nine discussed both.  

 

Table 11: RQ2 – Relevance Scores 

RQ2 Relevance  Count 

0 – No relevance as no mention of any specific ML algorithms nor technologies are in the research 

article 

52 

1 – When the article only discusses ML algorithms or technologies theoretically or through references 17 

2 – When the article directly implements an ML algorithm or uses an ML technology in an IA process 8 

 

Insurance and healthcare industries lead the way in discussing the details of their IA 
implementations. The use of IA in healthcare was a major trend for research conducted in the 
past two years as automation was seen as a way to minimize the number of workers physically 
present in healthcare settings and help minimize Covid transmission. 

 

Table 12: RQ2 – Industries 

RQ2 Industry Count 

Accounting/Auditing 1 

Education 2 

Finance 2 

Healthcare 3 

HR 3 

Insurance 4 

IT 2 

Utilities 2 

Total 19 

 

36 algorithms were counted among 18 publications which discussed specific ML 
algorithms being used in IA processes. Neural network-related algorithms (ANN, CNN, RNN, 
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LSTM, Deep Learning) represented 13 or 36% of all cases. Random Forests was the most common 
algorithm with seven papers referencing its usage, followed by Deep Learning networks. 

In terms of the interpretability of the algorithms used [36], only Linear Regression, Logistic 
Regression, Decision Trees, K-Nearest Neighbours and Naïve Bayes are inherently explainable 
models. Together, interpretable algorithms account for only 22% of all algorithms found in during 
the SLR. The remaining 78% are black-box algorithms that cannot be readily understood. 

 

Table 13: RQ2 – Machine Learning Algorithms 

Machine Learning Algorithm Count 

Artificial Neural Networks (ANN) 3 

Bayesian Networks 0 

Convolutional Neural Networks (CNN) 2 

Decision Trees (DT) 2 

Deep Learning (DL) 5 

Genetic Programming 1 

Gradient Boosting 3 

K-Means Clustering 0 

K-Nearest Neighbours (KNN) 1 

Linear Discriminant Analysis (LDA) 1 

Linear Regression 2 

Logistic Regression 2 

Long Short Term Memory (LSTM) 2 

Naïve Bayes (NB) 1 

Perceptrons 0 

Random Forests (RF) 7 

Recurrent Neural Networks (RNN) 1 

Support Vector Machines (SVM) 3 

Total 36 

 

 A complete list of 28 captured technologies, of which 21 are unique is listed in the table 
below. Technologies mentioned more than once across different research papers are listed with 
parenthesis, and the number of papers it was mentioned in. The grouping of the technologies 
into categories, “Programming Languages”, “Commercial or Cloud Services” and “Machine 
Learning Libraries” was not captured during the coding phase, but added in the table to simplify 
presentation. The main distinctions between commercial vs. ML libraries (besides the cost) is the 
amount of control that firm has over the IA solution and the amount of expertise required to 
implement it. If a commercial solution is used, the amount of control over the ML algorithm is 
likely less, with fewer expertise needed to deploy the solution. 

Almost all of the Machine Learning library technologies are Python based and Python is 
the only programming language mentioned to be in use. Eight of the technologies (29%) were 
cloud-hosted solutions provided by large Machine Learning vendors, whereas 13 (46%) were 
solutions developed using ML programmatic libraries. Out of the “Commercial or Cloud Services” 
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category, two of the technologies (“Azure Databricks Machine Learning” and “Azure Machine 
Learning”) are similar to “Machine Learning Libraries” category in that they are web-hosted 
platforms that allow for the development of custom ML models.  

 

Table 14: RQ2 – Machine Learning Technologies 

Machine Learning Technologies Machine Learning Technologies 

Commercial or Cloud Services ABBYY, Azure Face API, Azure Databricks Machine Learning, Azure 
Machine Learning, Google Dialogflow, Google Vision, Kommunicate, 
IBM Watson Assistant (2), IBM Watson, Orbograph OrboAnywhere 

Machine Learning Libraries Jieba, Keras, LibSVM, Microsoft Bot Framework, Pytorch, Scikit-learn 
(2), Rasa, Spacy, Tensorflow (2), XGBoost (2) 

Programming Languages Python (4) 

 

The 28 technologies from the previous table have been reorganized into the Use Case 
categories from Table 9: RQ1 – Use Case Scoring. Many of the technologies span across multiple use 
cases. The most common use case addressed by the technologies are Chatbots and Virtual 
Agents. The use case named “Generic” refers to the technologies that can be broadly used across 
many use cases. “IBM Watson” was extracted from one paper, but as a technology, it can 
potentially refer to a whole suite of ML services. It was not specified which part of IBM Watson 
was in use, so it stayed categorized as a cloud service for Table 14: RQ2 – Machine Learning Technologies, 
and as a generic use case in Table 15: RQ2 – Machine Learning Technologies by Use Case. 

 

Table 15: RQ2 – Machine Learning Technologies by Use Case 

Use Cases Technologies 

Chatbots / Virtual Agents Google Dialogflow, Kommunicate, IBM Watson Assistant (2), 
Microsoft Bot Framework, Rasa 

Computer Vision Facial Recognition / 
Sentiment Analysis 

Azure Face API, Google Vision 

Generic Azure Databricks Machine Learning, Azure Machine Learning, 
IBM Watson, Keras, LibSVM, Python (4), Pytorch, Scikit-learn 
(2), Tensorflow (2), XGBoost (2) 

NLP Spacy, Jieba 

OCR / NER ABBYY, Orbograph OrboAnywhere 

 

 Data regarding the eight actual (as opposed to theoretical or referenced) algorithms and 
technologies in use are shown in the table below. There do not seem to be any patterns as there 
are a wide variety of industries, algorithms and technologies being used. 
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Table 16: RQ2 – Data from the Eight Papers with Relevance Score 2  

Industry Algorithms Technologies 

Education  Watson Assistant 

Healthcare ANN, Gradient Boosting Google Vision, Spacy, Keras, Python, XGBoost 

Healthcare  MS Bot Framework 

HR Random Forests 
 

 

HR LSTM, Naïve Bayes  

Finance Deep Learning, Random Forests, Linear 
Regression, RNN, SVM 

LibSVM 

Utilities Logistic Regression, Decision Trees, Random 
Forests, Gradient Boosting 

Azure Databricks Machine Learning 

Utilities Linear Regression, Random Forests Python 

 

Beyond the document processing and chatbot use cases identified in RQ1 which are 
readily deployed as pre-built commercial software, the remaining use cases are largely 
implemented using black box ML algorithms. Model predictions for black-box algorithms cannot 
readily be explained to management or to users affected by the prediction. Python is clearly the 
dominant language being used in IA, with almost all of the surrounding technology pieces 
supporting Python in some way. 

 

3.4 Research Question 3 (IA Risks) 

The Relevance Score, Industry and Risks for RQ3 are presented below. Only 26 (34%) of 
the 77 research papers mentioned any risk associated with IA. There were more theoretical risks, 
meaning that the risk was not directly elicited or observed by the researchers, rather than risks 
actually encountered and described by authors as part of a real implementation. 

 

Table 17: RQ3 – Relevance Scores 

RQ3 Relevance  Count 

0 – No relevance as there is no mention risks in the research article 51 

1 – When the article only discusses risks theoretically or through references 15 

2 – When the article directly calls out risks due to implementation of IA 11 

 

Finance was the most commonly cited industry for papers that discussed risks. Highly 
regulated industries (Finance, Healthcare, Government, Insurance, Accounting) accounted for 
67% of the industries counted. This makes intuitive sense as they are more likely to care about 
risk management to meet regulatory demands. 
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Table 18: RQ3 – Industries 

RQ3 Industry Count 

Accounting/Auditing 2 

Education 2 

Finance 4 

Forestry 1 

Government 1 

Healthcare 1 

Insurance 2 

Logistics 1 

Sports 1 

Total 15 

 

 A total of 70 risks were captured across 26 research papers. These have been coded into 
36 risks headings. The most commonly cited risks involve employee deskilling, loss of job security, 
data bias, data quality, data privacy, financial loss and reputation loss to the firm. It is important 
to note that this is not an exhaustive list of risks that IA poses to the firm, simply a list that has 
been extracted from the research papers during the SLR process.  

The 36 risk headings and a brief description are provided in the table below. A more in-
depth discussion on the 36 risks is provided in Section 4.4 Risks. 

 

Table 19: RQ3 – Risks 

Risks Description Count 

Adversarial Attacks ML algorithms used in IA are subject to adversarial attacks, which would 
propagate in unwanted automated work being processed 

1 

Assignment of Liability When multiple companies are involved in the development and 
operations of ML predictions in IA, liability becomes unclear between the 
firms if something goes wrong 

3 

Attract Competitive 
Response 

Publicly investing in IA can trigger responses from competition, either 
encouraging them to pursue IA themselves or to decry your use of IA 

1 

Cognitive Work Overload Removing simple cognitive work may leave only difficult cognitive work, 
leading to cognitive overload and increased job stress 

1 

Compliance IA may complicate the compliance terms of existing regulations. Third-
party ML vendors must also be compliant with necessary regulations 

2 

Conflicts of Interest AI Vendors may be incentivized towards rent seeking behaviour 1 

Control Flow Drifts Changing business process logic and pathing in the control flow may 
necessitate rebuilding ML models 

1 

Data Bias The data may have biases and perform poorly on real life data 5 

Data Drift The underlying nature or distributions of the data may change over time  2 

Data Privacy Sending sensitive data to third parties for use or model development may 
lead to data leaks 

4 

Data Quality The data quality may lead to poorly performing models 4 

Departmental Resistance Managers may worry that their headcounts of budgets will get frozen or 
reduced due to IA, leading to non-cooperation or sabotage 

1 
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Difficult Error Detection The use of automated ML decisions may make detection of errors in the 
business process more complicated 

3 

Ethics Biases in the automated processing may lead to ethical concerns 2 

Employee Turnover Employees may quit the organization in large amounts because of IA 1 

Financial Loss Incorrect IA work may lead to financial loss to the firm 4 

Information Asymmetry Power balance between different units inside the business may shift, for 
example the data scientists who control valuable decision making may 
gain leverage over the business unit they are servicing 

1 

Loss of Control If the firm relies on vendors to develop or host the ML predictions, there 
is a risk that their service will go offline or cease operating 

1 

Loss of Job Meaning IA may be automating work that is meaningful to employees, leaving 
them less satisfied with their jobs 

2 

Loss of Job Security Knowledge-based automation can lead to a much larger group of 
employees to worry about their jobs, increasing their stress levels and 
impairing their health 

4 

Low Predictive 
Performance 

IA predictions may be less accurate or reliable than human predictions, 
resulting in worse outcomes after automation 

1 

Low ROI The ROI of IA may be unattractive compared to RPA due to the additional 
needs of constant monitoring, retraining of models, and the costs of data 
scientists 

1 

Missed Servicing 
Opportunities 

When narrow AI is used to interact with customers, there is no flexibility 
to discover additional ways in which the customer can be serviced  

2 

Mistrust in Management A push towards IA may lead to mistrust being formed between workers 
and management 

1 

Mistrust in Model 
Predictions 

A lack of trust in model predictions may lead employees to actively resist 
or sabotage IA efforts 

2 

Performance Agreement 
Breaches 

Existing performance agreements or SLAs may need to be renegotiated 
after implementing IA 

1 

Performance Degradation Model predictive performance are known to reduce over time unless 
actively managed 

1 

Prediction Accountability Which employee(s) should be held responsible if a prediction or business 
outcome is incorrect? 

2 

Reduced Understanding of 
Business Logic 

The overall knowledge about the business process may reduce over time 
if business decision making is automated 

2 

Reduced Work 
Preparedness 

When IA is in place, employees spend less time looking at work cases 
meaning that fewer details are known about a case if it needs to be 
manually worked on 

1 

Regulatory Government regulations may appear in the future, governing how and 
when algorithmic decisions can be used 

1 

Reputation Loss Incorrect IA work may lead to reputational loss to the firm 4 

Time Lag Effects There is a time gap between when an error is detected and when the 
error actually occurred. Automatically processed work during this time 
gap needs to be reviewed to see if it needs correction or re-doing 

1 

Transfer Learning Bias If transfer learning is used to develop the model, the base model may 
have hidden biases, with no way to fix it 

1 

Unmeasurable ROI The ROI of IA may not be measurable due to being unable to quantify the 
value of knowledge or decision work 

1 

Worker Deskilling Worker’s skill in performing their knowledge tasks is reduced due to 
automation 

4 

 



32 
 

3.5 Research Question 4 (IA Risk Mitigation Techniques) 

 The relevance scores for RQ4 were the lowest amongst all of the research questions, 
indicating that research on the topic of risk mitigation for IA still needed. Only 29% of the research 
papers discussed risk mitigation to any degree. 

 

Table 20: RQ4 – Relevance Scores 

RQ4 Relevance  Count 

0 – No relevance as there is no mention risk mitigation for IA in the research article 55 

1 – The article discusses risk management only theoretically, through references, or only in passing 
without details 

14 

2 – The article directly discusses at least one risk mitigation technique for IA in detail for at least two 
sentences 

8 

 

 The discussion of risk mitigation was most common for papers discussing the Finance 
industry. There was surprisingly only one mention of risk mitigation methods for the healthcare 
industry.  

 

Table 21: RQ4 – Industries 

RQ4 Industry Count 

Accounting/Auditing 2 

Education 1 

Finance 3 

Forestry 1 

Healthcare 1 

Insurance 2 

IT 2 

Logistics 2 

Total 14 

 

 A total of 29 risk mitigation techniques were extracted, grouped under 15 headings. 
“Human in the Loop” (HITL) is by far the most popular method with nine mentions overall. HITL 
is when human input is deliberately introduced into the automated process to monitor, audit and 
change predictions that have been conducted by ML. HITL was also the most frequently cited 
method used in practice, with four mentions having a relevance score of two.  

The next most frequently cited risk mitigation technique at three mentions is 
“Thresholding”, where the probabilistic confidence measure of each prediction is taken and 
compared to a chosen threshold level. If the confidence of the prediction is above the threshold, 
then automated processing continues and if not, the automated processing is paused until a 
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human can verify the prediction, or it is simply routed to a human for manual processing from 
that point forward. All three mentions were theoretical, with a relevance score of one. 

 Two of the risk mitigation techniques are contradictory: “Self-learning” and “Avoid Self-
learning”. Both have only one mention. Note that “Self-learning” does not refer to unsupervised 
learning, which is when manually labelled data is not needed in order for the algorithm to learn. 
Here, “Self-Learning” refers to a configuration of the IA solution such that it will automatically 
take in new training data, re-train and deploy models into production without the need for 
human input. The idea is that prediction accuracy can automatically improve over time, reducing 
the risks of incorrect predictions, financial loss etc. The other opinion argues for the opposite, 
which is to maintain human control and oversight for any improvements to the ML model. The 
proposal to use “Self-learning” [29], to reduce risk was conceptual and not implemented in 
reality. 

A summary of the 15 coded risk mitigation techniques can be found in the table below. 
An in-depth discussion of the risk mitigation methods is provided in Section 4.5 Risk Mitigation 
Techniques. 

 

Table 22: RQ4 – Risk Mitigation Techniques 

Risk Mitigation 
Technique 

Description Count 

AI Liability Terms in 
Contracts 

Liability in case of incorrect work or predictions in IA should be codified into 
formal contracts 

1 

Avoid Self-learning Avoid using any techniques that involve self-learning, preferring to approve any 
changes or improvements to the underlying models before use in production 

1 

Contract 
Renegotiation 

The use of IA may fundamentally change the premise(s) on which previous 
contracts with other firms were based on 

1 

Explainable AI Choose algorithms that produce inherently interpretable models or use 
methods that can explain predictions after they have been made 

3 

Governance Put governance and documentation into place to manage aspects of the 
machine learning lifecycle and to prevent the loss of process knowledge 

2 

HITL Having a human monitor, review or audit the work performed by the ML 
algorithms. This may involve redesigning the process to have some cases routed 
to humans for manual processing 

9 

Minimize False 
Positives 

Design or modify the ML algorithm to explicitly minimize false positives as 
opposed to another measure of accuracy 

1 

Monitor Data Monitor and update the training data regularly and rebuild the related ML 
models 

1 

Monitor Models Monitor and update the ML models on a regular basis 2 

Process Runtime 
Controls 

Provide controls that allow automated processes to change between human 
and ML prediction, validation or no validation during process execution 

1 

Random Sampling Choose a fixed percentage of work cases that will always be sent to a human 
for processing instead of automatic processing 

1 

Self-learning Improve existing ML predictions automatically through self-learning and 
automatically deploy them for use in production 

1 

Staged Deployments Use deployment techniques such as canary testing, A/B testing that allow for 
fast deployment of model changes and rollbacks if a problem is encountered 

1 
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Thresholding Define thresholds for the ML algorithm such that any prediction that results in 
a confidence score above the threshold is processed automatically, but 
anything lower is sent to a human for processing 

3 

Understanding 
Employee Sentiment 

Understand what employee sentiment is regarding IA and plan IA projects with 
these sentiment segmentations in mind 

1 

 

3.6 Chapter 3 Summary 

 Chapter 3 has presented a wide-angle view of the literature on uses of IA and their risks, 
distilled into metrics that codify the content of 77 papers selected for their relevance. The 
Relevance Scores reveal that that the landscape is currently patchy and underscore that this 
thesis does indeed represent a novel research topic. Although across the study set many use 
cases were mentioned, two-thirds of them used “off-the-shelf” AI, focused on processing 
documents and performing human interactions with chatbots. Such a focus has implications for 
the specific firm-level risks and risk mitigation measures that are considered. As the extent of 
intelligent automation extends and additional parties are introduced into the automation service 
chain, such a limited consideration of use cases may in turn limit the scope of real-world risks 
that decision makers attend to. I also found that for the ML models that were developed in-
house, the vast majority of the models were not interpretable. The most commonly used 
technologies used to develop the AI portion of IA is Python and its related libraries. 

 The risk coding in RQ3 resulted in 36 unique risks that potentially need to be addressed 
during the implementation of IA. The coding of RQ4 identified 15 risk mitigation techniques to 
some of those risks. In the next chapter, the important findings from this chapter are examined 
in greater detail. 

 

Chapter 4: Data Discussion 
 Many of the use cases, technologies, risks and risk mitigations coded from the previous 
Chapter require further clarification as they were not discussed in enough depth to be used 
practically. This chapter will take a deeper dive into the findings from Chapter 3: Data Analysis 
to come up with useable insights. 

 

4.1 IA Use Case Riskiness 

In order to develop a more nuanced sense of the risk levels present in the IA use cases, a 
second-level coding was performed on the captured use case data. My goal was to separate the 
IA use case risk levels into two categories, low (L) and high (H). A low-risk level means that there 
is no, or very little chance of financial or reputational loss due to an incorrect ML prediction in 
the IA process. If human validation of every ML prediction is maintained in the process, the risk 
is rated as low. Any other situation, for instance, where the use case is not clear, where only some 
of the predictions are human-validated, or otherwise, is categorized as high-risk. This deliberately 
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skews the coding to a high-risk level, to present an optimistic (but probably unrealistic) rating of 
how many firms are doing high-stakes replacement of knowledge work through IA. 

Of the 17 use cases that were actually implemented (had a Relevance Score of 2), five of 
them (29%) were rated high-risk, and 12 (71%) were rated low-risk. It was not clear in many of 
the research papers whether humans were kept in the process to validate predictions and if so, 
whether all predictions were validated. Of the 12 low-risk use cases, seven are business processes 
that are inherently low-risk to begin with, unlikely to cause any financial loss or harm to the 
company regardless of whether there is HITL. This includes cases where chatbots are used to 
retrieve and consolidate informational data and triaging work for internal employees.  

The remaining five low-risk use cases would have been categorized as high-risk, if it were 
not for the risk controls put into place. Optimistically, only 29% to 59% of IA use cases are high-
risk, despite all the media chatter about robots replacing the high-level cognitive skills of people. 
Although low-risk does not imply low-impact, firms are in some way intuitively assessing the risks 
of IA and are settling at implementing low-risk use cases. The coding of the risk level, justification 
and SLR article reference can be found in Appendix: I. Risk Levels of Real IA Use Cases (Relevance 
Score of 2). 

 

4.2 Machine Learning Algorithms 

Coding of the ML algorithms used in IA was performed to understand if there is any link 
between the algorithm and risks and to understand whether algorithm choice influences the risk 
mitigation measures that are available. 

ML problems can be broadly categorized by whether they deal with classification or 
regression [37]. Regression problems involve predicting numerical values, such as forecasting 
sales figures or predicting a credit score. Classification involves the prediction of labels, such as 
“spam email” vs. “non spam email”. Three commonly captured user cases, OCR, NER and 
Chatbots that predict user intent all deal with classification problems. In fact, the vast majority 
of use cases that have been coded are classification problems; only forecasting and risk 
management, or 11/122 (9%) of the use cases dealt with regression. 

Many of the risks and risk mitigation techniques, for example, “Mistrust in Model 
Predictions” and “Performance Degradation” require an understanding of the underlying 
performance measure of the algorithms. For regression algorithms, measuring the performance 
or accuracy is straightforward, since we can compare the predicted numerical values to the actual 
values during the model training period. However, measuring the performance of a classifier, 
representing the majority of IA use cases, is a more complicated topic which requires 
understanding the concept of “confusion matrices”. 
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4.2.1 Measuring Performance of Classifiers – Confusion Matrices 

The “performance” of a classifier can be measured in many ways. One popular way is to 
look at the accuracy, which is the ratio of correct predictions to the total number of predictions 
made. Most performance measures are based on a “confusion matrix”. The structure of a 2x2 
confusion matrix is shown in the table below. In a 2x2 matrix, the classification problem predicts 
between one of two labels, for instance whether someone “will purchase a product” vs. “will not 
purchase a product”. “Actual Positive” are the people who have actually purchased the product 
and “Actual Negative” are those who have not. “Predicted Positive” are the people that the 
model believes will purchase the product, and “Predicted Negative” are the people that the 
model predicts will not. Note that the size of the matrix is dependent on the number of labels 
that we are trying to predict. A problem where we want to predict between three labels will 
result in a 3x3 confusion matrix. 

 

Table 23: Confusion Matrix Structure 

 Predicted Positive Predicted Negative 

Actual Positive True Positive Count False Negative Count 

Actual Negative False Positive Count True Negative Count 

 

Continuing the 2x2 example in the table below, assume that we have data on 100 
customers, which will be used to train a ML model. In the dataset, 30 people actually purchased 
the product and 70 did not. A model is built from the data and the following confusion matrix is 
obtained. 26 people actually purchased the product, and were predicted to purchase the 
product, which correct. 62 people did not purchase and the model predicted that they would not, 
which is also correct. Eight people did not purchase, but the model predicted that they would, 
which is incorrect. And finally, four people actually purchased the product but the model 
predicted that they would not, which is also incorrect. 

 

Table 24: Confusion Matrix Example – Will Someone Purchase the Product? 

 Predicted Positive Predicted Negative 

Actual Positive 26 4 

Actual Negative 8 62 

 

There are many ways to measure the performance of a classifier, with the measure 
chosen being highly use case dependent. Suppose that we want to build an algorithm that 
classifies videos as “safe for kids” vs. “not” for parental controls. “False Positives”, when videos 
are predicted as being child-friendly when they are not are unacceptable. In this case, a 
performance measure that takes into account “False Positives” is desired. An example of this 
would be to use True Negatives/(True Negatives + False Positives). 
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Another example is predicting whether a bank transaction is fraudulent or not. Unlike the 
previous example, “False Positives”, or predicting that a transaction is fraudulent when it really 
is not is acceptable to people, as long as every actual fraudulent activity is correctly predicted as 
such. What is undesirable is if an actual fraudulent activity is predicted as non-fraudulent, or 
“False Negatives”. An error measure that could be used here is True Positives/(True Positives + 
False Negatives). 

 Other performance measures exist that only care about the pure accuracy of correct 
predictions, while not caring about incorrect predictions, or aim for some balance between the 
two. Regardless of which performance measure is chosen, the measure is typically based on some 
combination of the number of True Positives, True Negatives, False Positives and False Negatives. 
The Confusion Matrix is readily available when an algorithm is developed in house or custom 
developed solely for your own use by third parties. However, if the classification algorithm is a 
consumed as a service across many customers, it is likely a black box. Performance measures 
based on the confusion matrix will likely not be provided. Instead, most AI vendors will only 
provide a “Confidence Interval” attached to each prediction, to indicate how accurate that 
prediction is [38], [39], [40]. 

 

4.2.2 Confidence Intervals 

 The data coding of RQ2 revealed that 29% of the technologies used fell under the category 
of black-box ML services. These services do not provide visibility into the confusion matrices. 
Instead, they provide a number alongside each prediction, typically between 0 and ,1 (or 0 and 
100) representing how confident the service is of the prediction. The purpose of this confidence 
value is to explicitly let users of the ML algorithm “calibrate custom thresholds for their content 
and scenarios to route the content for straight-through processing or forwarding to the human-
in-the-loop process” [41]. An example of this would be submitting a photo of an animal into 
Google Vision. Google Vision may reply that it predicts that the image contains a “dog” with 
“0.97” confidence. Whether 0.97 confidence is “good enough” is completely dependent on your 
application, and the correct value for the score must be figured out through experimentation 
using your own datasets. 

 Third-party services will only provide you with confidence scores for every prediction. 
Custom-built models can provide confidence scores for every prediction in addition to the 
confusion matrix. The three most widely used technologies identified, Scikit-learn, Tensorflow 
and XGBoost all have ways to provide confidence values [42], [43], [44] to accompany individual 
predictions. It is reasonable to assume that almost every ML model, whether it is custom 
developed or provided as a black-box service, will provide confidence scores along with the actual 
predicted labels for classification problems, which represent the majority of IA use cases.  

The presence of confidence scores with every prediction enables the use of 
“Thresholding”, which has been identified as a risk mitigation technique. The way that 
thresholding is used in IA decision making is as follows. First, the user defines one or more 
threshold values. Different actions for the different ranges of confidence intervals created can 
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then be prescribed. For example, if a single threshold is set to 0.95, we can decide to allow for 
fully automated processing if the prediction confidence is above 0.95, or manual human 
processing if below. Thresholding is further discussed in Section 4.5.3 Human Interaction Design. 

 

4.2.3 Interpretability 

Having an interpretable ML model helps address many risks including, “Mistrust in Model 
Predictions”, “Difficult Error Detection” and “Reduced Understanding of Business Logic”. There 
is currently no mathematical definition, or even consensus among academics on the definition of 
what “interpretable” means in ML. The differences between a model being interpretable and 
being explainable has also been discussed at length in literature [45]. For this discussion, 
interpretability and explainability are used interchangeably under the idea of being able to 
present a model in understandable terms to a human [46]. In terms of risk, the main groups that 
we would need to explain a model to are management, end users affected by the automated 
decision and courts of law in case liability arises. 

There are two broad paths towards ML interpretability [45]. The first is to choose an 
inherently interpretable algorithm. The downsides to this are that there are very few inherently 
interpretable models and there is a misconception that these types of algorithms are simpler, 
thus lacking in predictive power compared to black-box models [47]. Among the limited list of 
intrinsically interpretable models are: Linear Regression, Logistic Regression, Decision Trees and 
Naïve Bayes [45]. Despite their inherent interpretability, when the number of features is high, 
even these models become difficult to understand. Limiting the choice of ML algorithms to purely 
interpretable ones is impractical. The five most common algorithms used in IA were Random 
Forests, Deep Learning, Gradient Boosting, Support Vector Machines and Artificial Neural 
Networks. ANNs is a generic catch-all term for any Neural Network. None of these algorithms are 
inherently interpretable, which is surprising given multiple citations of using “Explainable AI” as 
a risk mitigation technique. Only 22% of the coded algorithms are inherently interpretable. 

The second path towards interpretability lies in creating an explanation method to explain 
the model or the predictions, after the model has been trained. There are currently many more 
black-box models in use for IA use cases, so this is a more realistic path to pursue. Explainable 
methods are used after the model has been built, and can also be used to derive understanding 
from inherently interpretable models as well, as long as the explanation method is model-
agnostic [45]. Still, there are many different ways in which a model can be understood. We can 
try to understand a model in aggregate, without looking at any specific prediction. For instance, 
we can try to understand the average behaviour of the model, or how slight differences in feature 
values will affect a theoretical prediction. Algorithms that provide for this type of overall model 
understanding are termed “Global Model-Agnostic Methods” [48]. Global Methods typically look 
at the interactions between the features presented in a graphical plot and often require access 
to the underlying data, making it impractical to use with third-party developed algorithms. 

While the overall behaviour of the model is important, for the purposes of IA, 
understanding why a model made a certain prediction for a specific case is extremely important 
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for audit purposes. This is referred to as the “Local Interpretability” of a single prediction [48]. 
The two most mature and widely researched local interpretability methods are called LIME and 
SHAP [46]. The technique underpinning LIME is to provide slight variations of the data that you 
want to predict against a black box model, get the predictions and use that to train a new 
interpretable model. LIME works on any type of data, whether it is tabular, image or text. LIME 
can be readily implemented in Python, and is commonly used together with Lasso or Decision 
Trees with limited depth as the interpretable model. This creates human-friendly explanations 
that can easily be understood by a layperson. However, the method is still under active research 
and great care needs to be taken to safely apply it [48]. SHAP is another popular method used to 
explain individual predictions based on the concept of Shapley values from game theory [48]. A 
major disadvantage of SHAP is that it requires knowledge of the average prediction which means 
that the data must be known, ruling out its use for non-custom-built models. 

There has been notable critique for using explainable methods instead of inherently 
interpretable model for high stakes decision making [47]. Any explanation will lack fidelity 
compared to the original model and can very well be an inaccurate representation of it. An 
explanation can be right or wrong, partially right or partially wrong and it is not possible for us to 
know when. [47] argues that with careful design of the features, an inherently interpretable 
model can likely reach comparable accuracies to black-box models. However, there are still valid 
reasons for wanting to create a black-box model, for instance, to protect intellectual property 
and trade secrets. 

ML model interpretability is likely to gain importance over time, as there is strong belief 
that the demand for explainable AI will be high from judges, as more and more court cases 
demand explanations from algorithmic decisions [49]. It is further suggested that local 
explanations about a specific decision instead of a global explanation of the model is expected 
by the US legal system when an explanation is needed [50]. For firms looking to seriously reduce 
their liability footprint from the use of IA, a modelling approach that tries inherently interpretable 
methods first would be wise, even if it comes at the cost of predictive power. 

 

4.3 Machine Learning Technologies 

 Python was the only programming language discovered in the data coding, which is 
intuitive as Python is the most popular programming language as of February 2022 according to 
TIOBE, an index which measures the popularity of programming languages [51]. Other popular 
languages used for ML are R, which is ranked 13th, and Julia which is ranked in 30th place. Every 
one of the 10 ML libraries that were extracted from RQ2 support Python, with many of them only 
supporting Python. Only XGBoost was reported to support R and Julia in addition to Python. Even 
though Python was only mentioned four times, it is probably safe to infer that Python is 
overwhelmingly being used in IA compared to other languages. 
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Table 25: Supported Programming Languages for Machine Learning Libraries 

ML Library Supported Language(s) 

Jieba Python [52] 

Keras Python [53] 

LibSVM C, C++, Java, Matlab/Octave, Python [54] 

Microsoft Bot Framework C#, Java, Javascript, Python [55] 

Pytorch C, C++, Python [56] 

Scikit-learn Python [57] 

Rasa Python [58] 

Spacy Python [59] 

Tensorflow C++, Java, Javascript, Python [60] 

XGBoost C, C++, Java, Julia, Python, R, Ruby, Scala, Swift [61] 

 

 The most commonly used ML algorithms uncovered by the SLR were Random Forests, 
Deep Learning (which could be in the form of any neural network), Gradient Boosting and Support 
Vector Machines. None of these models are inherently interpretable. It is therefore important to 
understand whether the popular explainable methods for local models, such as LIME and SHAP 
can be readily applied to those algorithms in practice instead of just in theory. The table below 
shows a mapping between the common IA algorithms and the technology libraries that can be 
used to implement them. We previously established that the technology libraries can all be used 
with Python.  

 

Table 26: Algorithm to Technology Library Mapping 

Algorithm Technology Library 

Deep Learning Keras, Pytorch, Tensorflow 

Gradient Boosting Scikit-learn, XGBoost 

Random Forests Scikit-learn 

Support Vector Machines LibSVM, Scikit-learn 

 

Both LIME and SHAP have readily usable implementations in Python [62], [63]. The SHAP 
library has specific support for tree-based models in Scikit-learn and XGBoost. It also has modules 
to work with deep learning models in Tensorflow, Keras and Pytorch. Finally, SHAP can work with 
Support Vector Machines produced in Scikit-learn, although it is unclear whether it works with 
LibSVM. SHAP is therefore technically compatible with the vast majority of IA use cases that have 
been examined, except potentially Support Vector Machine models created by LibSVM.  

LIME’s documentation says that it can work with any classifier that implements the 
“predict_proba()” method which is found in Scikit-learn [64]. From examining Scikit-learn’s API 
[65], this would include SVMs, Random Forests and Gradient Boosting. The XGBoost library also 
contains the predict_proba() function, making it compatible with LIME [44]. There are also 
examples of using LIME with Keras and Pytorch [66], [67]. Given that Keras is actually a high-level 
API that runs on top of Tensorflow itself [53], this implies that LIME is compatible with 
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Tensorflow. Once again, all of the common ML algorithms are supported by LIME, except for 
LibSVM. 

From this, we start to see a consistent story. Most of the models developed are not 
interpretable, are all implemented using Python-related libraries. This means that they have 
access to confidence thresholds, and the most common explainable AI libraries, SHAP and LIME. 
The practical conclusion is that both the LIME and SHAP explainable methods can work with 
almost all popularly used algorithms and technologies encountered in IA, except for LibSVM. If a 
SVM model needs to be developed, it is recommended to develop it in Scikit-learn instead, for 
compatibility with the LIME and SHAP libraries. However, a large gap between the theory of 
explainable methods and implementation arises here. It is already known that SHAP must have 
access to the underlying data in order to be used, but LIME can theoretically be used against any 
black-box model including third-party APIs, as we only need access to the predictions. However, 
in practice, the implementation of LIME also requires access to the underlying model. Neither 
LIME nor SHAP can currently be used to explain pure black-box models that are not controlled by 
the firm. 

 

4.4 Risks 

 36 risks were uncovered from RQ3 of the SLR. Since most of the research papers did not 
focus on explaining risks, they were often only discussed in passing, without much depth. This 
section aims to add more description and bring clarity to each of the 36 risks. To facilitate 
discussion, the risks are organized into two categories: 22 Socio-Organizational risks and 14 
Operational risks. Risks belonging to the socio-organizational category arise from the 
relationships between different social groups, such as the employee and the firm, or between 
firms. Operational risks are those that come from the day-to-day IA operations, and are often 
project-based or technical in nature. 

 

4.4.1 Socio-Organizational Risks 

 The socio-organizational risks have been further sub-divided into four sections: 
Environmental, Enterprise, Employee and Third-Party risks. Environmental risks come from the 
interaction between the firm and the wider industry, society and legal structure. Enterprise risks 
sits between all other sections, involving risks that are posed to the firm. Employee risks are those 
experienced by individual employees affected by IA. Third-Party risks are the risks that arise 
between the firm, their customers, partners and vendors. 
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Figure 2: Four Categories of Socio-Organizational Risks (Source: Author) 

 

4.4.1.1 Environmental Risks 

 “Compliance” was only cited once in a pharmaceutical setting [68], where the business 
process for drug prescriptions is automated, but human verification of the drugs prescribed is 
still maintained. Compliance may be industry specific or a part of national or international law. 
For example, articles 13-15 of GDPR, which came into enforcement on May 2018 provides 
Europeans with the right to "meaningful information about the logic involved in automated 
decisions” [69], which implies some sort of explainable AI or interpretable AI method being used. 
Article 22 of GDPR states that individuals “have the right not to be subject to a decision based 
solely on automated processing” [70]. It also states that people have “the right to obtain human 
intervention”, which implies that there should be a mechanism within IA to completely disable 
automated decision marking for specific cases, and a mechanism to allow people to inform the 
firm and invoke their rights. The current penalties for GDPR violations are fines of up to 20 million 
euros, or 4% of global revenue, whichever is greater [71].  

“Regulatory” risks [72] refer to the threat of being non-compliant with future enacted 
laws. We might imagine an adapted version of GDPR’s right to explanation being adopted outside 
of the EU. In the extreme case, new regulations may require completely disabling algorithmic 
decision making. To reduce the impact of regulatory risks, IA teams should plan for explainable 
AI and having ways to disable algorithmic decision making before new regulation is passed. 

 Two different interpretations of “Ethics” were surfaced in the SLR. One ethical concern is 
that the automated processing may lead to unfair outcomes due to bias in the algorithms or data 
[73]. The concept of bias is discussed later on in Section 4.4.2.4 Data Risks. The right to non-
discrimination is fundamental to many societies, but the use of big-data and ML are easily able 
to produce biased predictions that harm vulnerable groups, leading to biased decisions [71]. 
Firms must take care to not build models that use certain sensitive data, for example, ethnic 
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origin, political affiliation, religious beliefs, sexual orientation etc. and to take care in using 
features that are correlated to sensitive data, such as geographic region and ethnic group, unless 
explicit consent is given. Another interpretation of ethics comes from the responsibility of the 
firm with respect to the employees, to properly educate and prepare employees in case of job 
nature changes or displacement by IA [74]. Strong collaboration with HR should be maintained 
during IA implementation to measure the impact of IA on employee well-being. 

 

4.4.1.2 Enterprise Risks 

 “Departmental Resistance” is expressed by managers affected by IA in [75]. IA is often 
pitched as way to save costs through headcount reduction, leading managers to worry that their 
own headcounts and thus budgets will be reduced. This in turn will reduce their sphere of 
influence within the firm and their ability to meet KPIs. This can lead to significant resistance to 
IA projects, result in IA non-adoption or even active sabotage of efforts. [76] has extensively 
covered the topic of whether IA results in job loss on a macro-level. On a macro-level, the most 
likely scenario is not permanent job loss, but the replacement of certain tasks out of an 
individual’s job. However, on a micro-level, there is evidence of headcount reduction. One study 
at a bank saw a reduction in demand for low skilled jobs, although demand for higher skilled jobs 
increased as a result [77]. This likelihood of this risk is therefore dependent on whether the 
proportion of tasks being automated away warrant a reduction of headcount. Managers can 
counteract this risk by proposing new tasks or training to maintain their headcount. 

 “Employee Turnover” refers to large-scale voluntary turnover due to IA adoption. Existing 
research on the sources of employee turnover show that the reasons for quitting are wide and 
varied. Different studies emphasize different factors, such as stress levels, a sense of power loss, 
organizational instability and economic reasons [78]. However, in a study related to AI 
implementation [75], employees who held less positive emotional attitudes towards AI had a 
higher intention to leave the company due to its adoption.  

Li et al. conducted a study in the hospitality field on the impact of AI and robotics on 
employee turnover intention, revealing three key points [79]. First, there is a positive relationship 
between AI awareness and employee turnover intention. Next, turnover intention is weakened 
when employee support from the organization is perceived to be high. Support can include many 
things, including employee development, team building exercises etc. This is a key lever that firms 
can use to reduce the risk of employee turnover. Finally, the positive relationship between 
turnover intention and AI awareness is stronger when the work environment is highly 
competitive. This suggests that lowering workplace competitiveness can weaken the relationship 
between AI awareness and turnover intention, however, this is not something that can be easily 
changed in practice. The study also adds evidence to the “Information Asymmetry” risk, as the 
authors suggest that the introduction of AI and automation can divide employees and lead them 
to hoard and not share information, leading to a more toxic workplace. 

 The risk of “Financial Loss” was cited four times with two distinct definitions. Two papers 
[25], [74] describe financial loss due to potential biases in the model, leading to financial loss 



44 
 

through litigation. Two other papers [80], [17] describe the losses arising from triggering 
erroneous actions due to incorrect predictions, which are losses specific to the business process 
being automated. Broadly speaking, most of the risks described in this discussion will eventually 
lead to some sort of financial loss. 

IA can introduce a new type of “Information Asymmetry” into firms [81], which allows 
for far more processing power and information consumption by those who are in control of IA 
versus those who are not. Another form of asymmetry arises between those who understand the 
models and those who do not. [81] also argues that AI can lead to a “Loss of Control”, if an 
outsourcing model or ML as a service is used. An example of this is if the prediction service goes 
offline for planned or unplanned reasons, IA processing will stop unless there is an alternate ML 
system available to complete the predictions. This may seem farfetched, but in December 2021 
alone, Amazon AWS had three large-scale unplanned outages, halting the services of many 
companies for multiple hours during the workday [82]. 

 

4.4.1.3 Third-Party Risks 

 Third-party risks exist due to the interactions between the firm and other firms or 
customers. The topic of “Assignment of Liability” [83], [17], [84] questions whom should be liable 
when automated processing causes losses of some sort and liability must be assigned. This is 
discussed in more detail in Section 4.5 Risk Mitigation Techniques of this chapter, but the short 
answer is that liability will almost certainly fall on the firm using the prediction for automated 
processing. It is therefore a significant risk for firms who plan on using IA for high-stakes use 
cases. 

 IA is being rapidly adopted, especially among highly regulated industries. For those 
industries where IA adoption or AI use is uncommon, publicly adopting IA can “Attract a 
Competitive Response” [85]. This can manifest through competitive advertising. For example, in 
industries that are very traditional, or where human-based service is the norm (hospitality and 
healthcare), competitive advertising campaigns to condemn the use of IA can be done to try to 
damage the firm’s reputation or steal market share. Adopting IA publicly can also spur 
competitors to adopt IA as well, narrowing the gap between advantages gained from the IA 
program. 

 “Conflicts of Interest” can appear between firms [81], when IA or AI are provided as a 
service. In a worst-case scenario, the service provider of the prediction may try to hold the 
algorithm hostage, in an attempt to extract more value from the firm through rent-seeking 
behaviour. They may also shop around the IA service or developed ML model to competing firms.  

 When IA replaces human communication with end users through chatbots or virtual 
assistants there is a risk of “Missed Servicing Opportunities” [86], [87]. Customer-facing 
employees that adopted IA indicated that the use of automation rigidly defined the boundaries 
of a service interaction. This can leave customers not fully satisfied if they have other issues that 
need addressing. It also prevents human customer service agents from surfacing additional ways 
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in which the customer can be serviced to boost satisfaction. Chatbots was one of the most 
popular use cases of IA, so this risk is especially important for industries where customer service 
quality is paramount. 

 For companies that have existing, long lived agreements with service level requirements, 
there are “Performance Agreement Breaches” that can arise due to automation [83]. Most 
service level agreements have measurable numerical targets to achieve, for instance minimum 
response time, minimum completion time, maximum downtime etc. and can incur financial 
penalties when targets are missed. IA will likely increase the throughput of work cases 
completed, lowering the risk of missing some types of service level agreements on average. 
However, it also introduces additional points of failure in the process (the infrastructure to 
manage and deploy ML) and sources of potential downtime. For example, if the ML prediction is 
cloud hosted, and the cloud platform goes offline, it could take some time to discover and recover 
from that situation, leading to performance breaches. A review of such contractual obligations is 
recommended to assess the impact of IA on these types of clauses. 

 “Reputation Loss” to the firm [25], [17], [88] can happen for numerous reasons. [25] 
describes reputation loss from automated processing caused by biases in the data, for instance 
race, gender or ideology. Despite not being an IA specific example, the ML system “COMPAS” 
that was developed to predict criminal recidivism led to a ProPublica criticism of the system, 
alleging that the algorithm was racially biased [89]. This gained enormous attention from the 
press and academic study at the time, and illustrates how reputation loss due to IA can be a very 
real concern. Reputational damage can also simply be from the loss of customer confidence 
caused by incorrect automated decisions and processing [17]. The use of IA can also cause 
reputation loss negative perception of the technology from end-users, or mismatch between 
brand image and the use of new technologies [88].  

 

4.4.1.4 Employee Risks 

“In the long term, artificial intelligence and automation are going to be taking over so 
much of what gives humans a feeling of purpose.” – Matt Bellamy, musician, on the 
impact of IA on human satisfaction in the workplace [90]. 

We have established that there are far more instances of low-risk cognitive tasks being 
automated compared to high-stakes ones. Imagine a scenario where someone’s manual tasks 
and low-risk cognitive tasks have been automated away, and that their time is filled with more 
high-risk, high-stress ones. This may lead to “Cognitive Work Overload” [91]. The authors of [91] 
hypothesized that this could be an outcome of automation and AI on employee well-being. 
However, their results lacked evidence to directly support this claim, so further study is needed. 

As cognitive or customer facing work is replaced with IA, some employees report 
decreased job satisfaction due to a “Loss of Job Meaning” [86], [91]. Three broad themes 
describe the components that make up the concept of “meaningful work” [92]. The first is a 
“sense of self”, that is recognizing and developing one’s potential through work and being able 
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to bring one’s whole self, including our minds, body and emotions to work safely. This “sense of 
self” concept is similar to Maslow’s concept of self-actualization. The second component is “the 
work itself”, or doing something worthwhile. The third component is a “sense of balance”, or the 
alignment between the work life and personal life, so that no one side dominates the other. 
“Meaningful work” interplays between each of the three concepts and is highly individual. 

The study in [86] examined the replacement of social workers who help the elderly apply 
for government benefits with RPA and a web interface, leading to a loss of professional 
discretion. This corresponds to taking away from the concept of “the work itself”. Lowered 
personal agency (external locus of control) is negatively related to job satisfaction, and lowered 
job satisfaction reduces commitment to the firm and increases the intention to quit [93]. While 
[91] did not have evidence to support the “Cognitive Work Overload” hypothesis, it did have 
evidence to support the claim that IA can replace work considered core to an employee’s sense 
of identity, reducing job satisfaction. Careful evaluation should be done to avoid automating the 
parts of someone’s work that are core to their job satisfaction. 

Job security refers to employee expectations about the stability and longevity of their job 
[94]. Numerous research papers state that employees risk feeling a “Loss of Job Security” [14], 
[95], [85] due to IA. Contrary to intuition, the research examined in the SLR [91] disagrees with 
this notion, as their study does not find a significant link between increased feelings of job 
insecurity specifically due to automation and AI. Other studies however do find this link, 
especially in industries such as retail and insurance [96]. One possible reason for this discrepancy 
is because workers lack awareness and therefore do not feel job insecurity due to automation. 
Another possibility is that people do not attribute the risk of job loss due to automation to 
themselves, but to others instead. It is however known that a perceived increase in job insecurity 
is positively associated with an employee’s intention to quit [97] and resistance to change [96]. 

The three previous risks deal with employee’s feeling of well-being. While there was only 
evidence to directly support the “Loss of Job Meaning” risk, further research is needed to 
determine to what degree “Cognitive Work Overload” and “Loss of Job Security” are risks. 

“Mistrust in Management” can occur when a top-down approach is taken to implement 
IA, instead of implementing based on demand generated from the departments themselves [14]. 
While having an executive sponsor and treating automation as a strategic initiative is IA best 
practice [24], IA implementation should be carefully considered, rather than forced on everyone. 
There is no universally accepted definition of “trust” in academia [98]. The closest concept to a 
universal definition of trust is the “willingness to assume risk”, meaning that if we trust someone, 
we are willing to become vulnerable and accept the negative consequences if something bad 
occurs. Viewed from this lens, a lack of trust in management can manifest into resistance to 
organizational change and unwillingness to accept blame for problems that arise from automated 
processing. “Trust” represents the employee’s psychological state towards their employer. 
“Trustworthiness” on the other hand is what leads to trust. 

More specific to IA, the concept of “organizational trustworthiness” [99] is used to 
evaluate management behaviour during workplace transformations. The idea of trustworthiness 
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in this context is defined as the expectation that the organization and managers will act in the 
interests of its employees. The behavioural norms that define organizational trustworthiness in 
the workplace include two parts. The first norm is management competence, or that the firm 
must maintain an effective management system that allows employees to meet the demands of 
their jobs. Second, is that employees should be treated with dignity and respect through 
supportive employment practices. A top-down approach to IA touches both norms; employees 
may feel that IA will hinder their ability to complete work, and the thought that IA can replace 
their tasks can be taken as a sign of disrespect. When organizational trust is low, there is 
increased conflict between management and employees. 

The unwillingness to shoulder blame is closely related to the next two risks, which are 
“Mistrust in Model Predictions” [25], [95] and “Prediction Accountability” [84], [74]. Under IA, 
there is a need to assign accountability of incorrect predictions and incorrect processing to 
individuals in the organization. For incorrect predictions, the natural assignment of accountability 
would go to whomever maintains the ML model, but this may be an external firm to the company. 
If the model is not developed in-house, the next natural assignment of accountability is to either 
the business users who make use of the prediction to complete their work, or members of the IA 
team. A mistrust in model predictions could cause employees to reject accountability and finger 
point between the business users and IA team. 

One study examined a financial-services use case where RPA and ML were used to handle 
customer investment tasks. While IA resulted in considerable time savings for each affected 
employee, removing their manual data entry tasks meant that they spent less time 
understanding their customer’s data, resulting in “Reduced Work Preparedness” [95] when they 
actually needed to interact with the customer. Reduced work preparedness is a less severe form 
of the next risk, which is “Worker Deskilling” [17], [72], [87], [100]. This was the most common 
socio-organizational risk extracted in this SLR. Decision making is a cognitive skill, which is known 
to degrade when not used. If IA is increasingly used in organizations, there is a risk that human 
knowledge is shifted away from people into black-box ML models, leading to a permanent loss 
of organizational decision-making skill, reduced process knowledge and lowered ability to 
perform manual work in case it is actually required. 

 

4.4.2 Operational Risks 

14 Operational risks can appear during the planning, implementation or operation of an 
IA project. These risks are divided into four categories: Project, Process, ML Model and Data. 
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Figure 3: Four Categories of Operational Risk (Source: Author) 

 

4.4.2.1 Project Risks 

Project-based risks can prevent an IA project from being green-lit or lead to the project 
being shut down prematurely. “Low Predictive Performance” [101] refers to how well the model 
performs relative to existing alternatives, usually human prediction. Although ML can already 
outperform humans at Chess and Go, AI experts believe that the time when ML can outperform 
humans at every task is at the earliest 25 years away [102]. When moving toward IA today, this 
would lead to a trade-off between faster process throughput and the need to fix incorrect work 
caused by poor predictions. Poor prediction performance is also frequently linked to Data Bias 
and Data Quality, which are risks discussed further below. 

Two closely linked project risks were coded: “Low ROI” and “Unmeasurable ROI”. Low 
ROI [25] refers to the higher cost to build and maintain an IA solution compared to a traditional 
RPA solution. There are presently three distinct ways that RPA vendors enable the use of ML with 
their products. All major RPA vendors companies provide add-on document processing solutions 
[103], [104], [105] that can perform OCR, entity extraction, document classification etc., enabling 
document-based ML. Next, they can provide a full ML development environment to build and 
deploy ML models using tools like Python, Keras, Scikit-learn etc. into an automated process 
[106]. Finally, vendors make it simple to connect an RPA process to an online ML model for web-
based prediction. Regardless of which method is chosen to integrate ML and RPA together, the 
ML portions of IA can typically be priced independently from the RPA costs of IA. 

Cost-benefit analysis or total cost of ownership are key components of the ROI calculation 
and are the major criteria for getting an IA project approved [107]. While [107] provides a list of 
direct and indirect costs to consider for a traditional RPA project, there has not been any mention 
of cost drivers for IA projects. Estimates for an initial deployment of a ML solution are around 
$100,000 [108], [109] on top of existing RPA costs. Like any long-lived technology product, 
maintenance is required for ML. The costs of technology maintenance typically accounts for 40% 
of the amount invested on IT projects [107]. High start-up costs are a legitimate concern for first 
time IA projects, but the marginal costs go down as more AI-enabled processes are automated, 
making investment more attractive as long as there is continued demand. The costs of a 
traditional RPA project can be well estimated, and the incremental costs of adding ML can be 
realistically estimated as well. 

The second half of the ROI equation are the benefits of the IA solution. The benefits of 
RPA are process specific; the most straightforward measurement are the estimated hours saved 
multiplied by the salaries of the people who do the work manually. However, if ML is used to 
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replace someone’s decision making which only takes a few seconds, there are no hours saved to 
measure and add to the benefits side, leading to “Unmeasurable ROI” [85], or not knowing how 
to quantify the benefits IA bring over RPA. In order to capture the benefits of replacing decision 
making, a shift from a time or dollar savings mindset to a business value mindset should be made 
[107]. A list of potential criteria for a value-based assessment of IA can be found in [107]. 

 

4.4.2.2 Process Risks 

 Process Risks occur during the day-to-day operation of the automated work platform. 
“Control Flow Drifts”[14], are described as the need to rebuild ML models as a result of changes 
in business requirements. For example, imagine that an IA process uses ML to classify between 
sending a customer service request to the fraud department or generic customer service. If the 
process is redesigned to include redirecting to the credit card department, a new model needs 
to be designed, trained and deployed. Changes to the business execution flow may be a high-
effort, high-cost exercise if new data needs to be collected and the ML model rebuilt.  

One of the job roles that has emerged to monitor the progress of RPA work is called the 
“Process Controller” [110]. Part of the Process Controller’s job is to ensure that automated work 
is completed according to service level agreements and to investigate any errors that occur 
during robot processing. Errors during processing can be caused by many factors, for example, a 
business application can hang, or a website may have changed its layout, making the robot unable 
to find the right field to enter data into. These sorts of errors will halt automated processing and 
are readily reported to Process Controllers as the robot will inform the RPA control dashboard 
that it was unable to execute the next processing step. However, errors encountered during the 
automation of knowledge work will still allow the robot to continue processing and will remain 
undetected by Process Controllers. This leads to a risk of “Difficult Error Detection” [95], [74], 
[75]. A new type of processing error is created by mispredictions, which is not detectable unless 
someone actively dives into the processing details for an audit, or if a business user further 
downstream catches the error when they use the result of IA processing as an input to their own 
work. 

Closely linked to the employee risk “Worker Deskilling ” is the idea of an overall “Reduced 
Understanding of Business Logic” for a business process [95], [111]. Worker Deskilling has to do 
with the “how”, as in how should an employee perform the manual steps or make a decision to 
achieve a business task. This “how” is actually codified into the RPA process as discrete steps and 
can be extracted as documentation retroactively and taught back to employees in case the steps 
have been forgotten. “Reduced Understanding of Business Logic” concerns both the “how” and 
the “why”. “How” to perform the business steps is impacted because previous human-based 
decisions, or large chains of formal logical steps can be replaced by black-box ML models. The 
“why” or the purpose of performing the process steps is reduced as people in the business unit 
are increasingly removed from the daily operations of completing the work, as the actual 
monitoring is usually performed by a Process Controller. In an extreme case, all of the staff 
members who worked a process manually might transfer elsewhere or leave the firm after 
implementing IA, leaving only the IA steps and a black-box model as the authoritative source of 
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how and why the process is performed. The risk mitigation measures needed to address this 
would need to either codify or maintain the decision-making skills of staff, and carefully 
document manual steps and the reasons why they are performed as they are. 

If incorrect predictions are made, the automated process will continue and perform 
processing steps that it should not have. Imagine a business process at a bank which processes 
hundreds of personal bank account opening applications per day, and that a ML model is used to 
perform background checks and determine whether an application represents a real person or 
not. If the model is not tuned properly, or if the nature of the data is changed, many fraudulent 
bank account opening applications will be processed, with their data being erroneously entered 
into many other systems. Hundreds or thousands of bank opening applications might need to be 
undone by the time the issue is discovered. This delay between when a misprediction is made, 
the amount of incorrect work that is done as a result, and when it is finally discovered is known 
as “Time Lag Effects” [112]. At the very least, incorrect work must be undone or deleted, leading 
to lost time, but there could be financial and reputational repercussions as well if the automated 
work directly affects customers or other firms. 

 

4.4.2.3 Machine Learning Model Risks 

ML model risks involve the specific ML model used in an IA solution. The use of ML inside 
of a business process can result in new security risks, opening up the firm to new attack vectors 
specific to the ML model. These are known as “Adversarial Attacks” [14]. The field of adversarial 
machine learning appeared in 2004 has gained prominence over the past 10 years [113]. Even if 
an attacker has no knowledge on the inner workings of the model, no access to the training data 
or no understanding on how it was trained, they can still make an attempt to query the model 
and receive some sort of feedback. If the outcome of a black-box model is observable, an attempt 
can be made to attack it. Developers or data scientists whom have access to the models and data 
can also leave backdoors to manipulate the prediction results after a model has been deployed 
into production. The ways to mitigate the threat of this risk are to take proactive measures in 
modelling the threats to a developed ML model and through IT security controls. 

 [114] reports that ML models in production suffer from progressive “Performance 
Degradation” over time. The primary reason is due to data drift (discussed in the next section), 
but other reasons can include changes in business requirements, technology and the 
environment, leading to the deployed ML model or technique no longer being fit for use. Models 
and technologies can be rendered obsolete due to newer, more predictive ML algorithms or the 
deprecation of libraries used for implementation. Addressing this risk requires a plan to regularly 
monitor data, monitor model performance, retrain models and update technologies to ensure 
that the accuracy and performance for an IA solution are maintained. Addressing this risk 
necessitates a reduction in the ROI due to increased maintenance costs. 

Transfer learning refers to using an existing ML model as a base for the development of 
an application specific model. The use of transfer learning represents a breakthrough in ML, 
allowing models to be built more quickly, and less expensively, especially for image and text 
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processing [115]. An example of this would be using a model that was trained to identify animals 
generally from images to identify between different dog breeds. “Transfer Learning Bias” [14] 
occurs when we develop a model on top of a base model that is biased to begin with. When new 
connections are built on top of an already biased network, the bias remains and will influence 
the predictions made on the new model in unpredictable ways. 

 

4.4.2.4 Data Risks 

 The root cause of many of the socio-organizational and operational risks can be traced 
back to issues with the data. “Data Bias” was the most common risk uncovered in this SLR with 
five mentions [87], [14], [84], [112], [75]. The meaning of “biased data” is unclear from reading 
the SLR literature as it was used in a very broad sense. The only commonality between how biased 
data was used in the literature, was that the data has some sort of “undesirable properties”. 
Practitioners will need to understand what actually comprises “biased data” in order to fully 
understand what this risk entails. [116] proposes five sources of biases that occur at different 
points of the machine learning pipeline. A representation of the five types of biases and when 
they can occur in a standard four stage ML lifecycle [117] is shown in the figure below. 

 

 

Figure 4: Five Data Biases [116] and Where They Occur in the ML Lifecycle [117] (Source: Author) 

 

 First, there is historical bias, which exists in the world as it is today; even with perfect 
sampling and feature selection, bias would still be present in the data. Historical bias tends to 
reinforce stereotypes of a particular group. For example, the prison population in the US has a 
disproportionately high number of African Americans (38%) despite representing only 13% of the 
overall US population [118], [119] caused in large part by social and economic disadvantage 
[120]. Any system that uses this data, even though accurately captured, could cause harm to that 
group of people through the reinforcing of stereotypes. 
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Representation bias is when a certain population is underrepresented in the data when 
it should not have been. This bias usually occurs during the data collection phase of ML. Potential 
reasons for representation bias include the method used for data collection (online data 
collection will exclude those without Internet access and the elderly), insufficient data collection 
on certain populations, geographies, or older data being used for newer model building. A result 
of this kind of bias is poor predictive power on the groups that have been excluded during the 
data collection process. 

Data that can be captured and used in a ML model is often just a proxy for what we 
actually want to measure. An example of this is using the number of arrests as a proxy for the 
crime rate, which is much higher. Measurement bias occurs when the proxy data that is captured 
is different across different groups. Measurement bias can arise in multiple ways. First, the act of 
recording the measurement can change the behaviour of what is being observed. Monitoring a 
group of factory workers will likely induce different patterns of behaviour than monitoring office 
staff. Next, the quality of data can differ for different groups, for example there is a large 
difference in the reliability of COVID data from different countries [121]. Finally, if the ML model 
is supposed to predict a proxy label, that label can have different meanings for different groups. 
An example is using GPA as a proxy for university success. While GPA might be the appropriate 
proxy measure of university success for some students, other students may weigh other forms 
of success factors more heavily such as the ability to find jobs or high salaries. 

Aggregation bias occurs when a single machine model is used to predict against a 
population when multiple models should have been used instead. For example, it is known that 
the clinical effectiveness of certain drug treatments differs between genotypes and ethnicities 
[122]. A “one size fits all” ML model, even if the training data has balanced numbers of ethnicities, 
would not produce optimal predictions as there are differences in the genetic makeup of 
different races and how they respond to different drugs.  

ML models are developed using training data and evaluated against a testing data set 
which is held out during training. The prediction performance on the testing data is used to 
compare different models against each other, pending final selection of one for production use. 
Evaluation bias occurs when the testing data is not representative of the target population. The 
result of this is that the final model will consistently underperform on certain segments of the 
population despite the overall prediction performance being high. The main purpose of using 
testing data is to discover and penalize problems in the training data and model. Evaluation bias 
has a high chance of occurring If there is already representation bias in the complete dataset, 
and random sampling is used to split it into training and testing data. The way to avoid evaluation 
bias is to ensure that the evaluation data is balanced. 

 Some of the most commonly protected attributes include race, age, gender, religion 
marital status and socio-economic status, but these can be relaxed depending on context. The 
conventions and laws regarding which attributes are protected differ by country and function 
and must be understood before being used as a basis for making decisions. 
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“Data Drift” [25], [14], also known as concept drift, refers to changes in underlying data 
trends or distributions that make them no longer representative of the original training data. 
Under IA, data drifts can lead to large volumes of incorrect predictions and incorrect actions 
performed based on those predictions. While there are some automated methods for detecting 
data drift, the vast majority of data drift detection is done manually [123]. This typically involves 
costly continuous monitoring and evaluation of the data, to identify changes in the trends or in 
the population distributions. The risk of data drift is closely related to the risks of mistrust in 
model predictions and performance degradation. 

The need to consider the “Data Privacy” of customers is an issue in IA [30], [14], [74], [81]. 
The concept of data privacy can be separated into two parts. The “privacy” component concerns 
how personal information is collected and used, and the “security” component concerns how 
data is prevented from unauthorized transmission and access [124]. All four SLR papers which 
highlighted data privacy as a risk, did so from a security perspective. Perhaps consent was already 
obtained to collect and use the data in those instances. Both privacy and security are closely 
related to compliance and regulatory risks – meaning a risk of fines if improper measures taken 
to secure the use and access of data. 

A key determinant in the success of any IA project is the “Data Quality” [125], [85], [30], 
[126]. A lack of data quality typically results in lower predictive power and possibly results in the 
IA project getting shuttered. Data quality is also composed of a number of factors [123]. First, the 
number of data samples must be sufficient. The question of what minimum number of data 
samples is needed is an open problem [127], but the general viewpoint is the more data the 
better. Next is the proper data structure, which affects the amount of processing needed to bring 
the data into useable format. Next is the data cleanliness, or lack of errors or noise in the data. 
Data completeness refers to the lack of missing columns in the data, which may make data 
samples unusable. A quality dataset implies the presence of highly relevant features to the 
prediction problem at hand. This is completely context specific. Quality is also linked to bias as 
an imbalanced dataset is thought to be of low quality. [126] and [125] takes a high-level view of 
data quality, noting that poor data quality will result in poor predictions. [30] describes the low 
quality of scanned documents, skewed images and old datasets being responsible for poor OCR 
results. [85] describes the lack of a reliable ground truth and the need to perform lengthy data 
collection and to filter out good from bad data to build a model with. Data quality is closely tied 
to the risk of low predictive performance. 

 

4.5 Risk Mitigation Techniques 

The 15 extracted risk mitigation techniques can be organized by where they can be 
applied during a typical IA project lifecycle. In the figure below, risk mitigation techniques have 
been organized into four categories. The techniques under “Planning and Due Diligence”, 
“Algorithm Selection” and “Human Interaction Design” can be used during the planning and 
design phases before an IA solution is deployed for use. The techniques listed under the 
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“Operations” category are to be used post-implementation on an ongoing basis, for as long as 
the IA solution is in place. 

The bidirectional arrows in the figure below indicate that the choices of risk mitigation 
interact with other potential choices. For example, choosing an “Explainable AI” algorithm may 
reduce the need for “Human-in-the Loop”, and selecting “Random Sampling” may affect the “AI 
Liability Terms in Contracts”.  

 

  

Figure 5: Four Categories of Risk Mitigation Techniques, Pre and Post-Implementation (Source: Author) 

 

4.5.1 Planning and Due Diligence 

 Prior to undergoing an IA project, an impact assessment of the proposed automation on 
existing contracts with thirds parties should be conducted, especially if they are ongoing and of 
long duration [83]. “Contract Renegotiation” can be seen as both a risk mitigation and a value 
capture technique. On the one hand, the addition of AI decision making may introduce errors in 
the execution of day-to-day work, leading to intermittent SLA failures. On the other hand, 
automation may significantly reduce the amount of time needed to turnaround work to the 
customer. Contracts affected by IA should therefore look into renegotiating SLA breach 
conditions and look towards capturing value from general improvements in service levels if 
necessary. 

 Also discussed in [83] is idea of using “AI Liability Terms in Contracts”. If a third party is 
responsible for the development or maintenance of an ML solution used in IA, and this causes 
losses to either the firm or the end users, who should be held responsible? ML liability is an active 
field of discussion in law, as the rate of technology development has far outpaced legal discourse 
[128]. It may be impossible to determine which party should be held accountable after some loss 
has occurred. None of the reviewed literature during the SLR spoke in depth about the legal 
aspects of using IA, so additional papers in the legal field were examined. 
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Čerka et al. indicate that in almost every common and civil legal systems, the “Vicarious 
Liability Doctrine” would apply to AI [129]. This means that the supervising party (the firm) can 
be held liable for actions or omissions taken by subordinates, such as employees or ML 
algorithms. If the ML algorithm was created by a third-party, the firm could seek legal damages 
against the third-party. However, the firm would have to argue that the AI was defective during 
the time when some damages occurred and that the AI defect was the cause of that loss, which 
may be difficult to prove. Under IA, it would be easy to show than an incorrect prediction was 
made, as there as audit logging systems that tracks every step performed in the automated 
process. However, this does not prove that the algorithm was defective. Ultimately, the firm that 
is executing the IA process is likely to be held liable, unless a third-party provider of ML is willing 
to take on additional liability (that they normally would not have to bear), which seems unlikely. 
Although trying to add “AI Liability Terms in Contracts” sounds like a good idea, it would be 
difficult to achieve in reality. 

Instead, when dealing with a third-party AI provider, a firm may wish to reference Truong 
and Nguyen who have provided a list of possible ML attributes, contract constraints and 
monitoring methods that can be used to define ML service level performance clauses in contracts 
with third parties, such as data quality and prediction accuracy [130]. It would be much easier to 
prove a breach of a measurable ML service attribute, rather than trying to prove that there was 
some defect in the algorithm. However, including ML specific attributes inside of a contract is 
very forward-thinking as even the incumbent AI vendors do not include them in their standard 
service contracts [130] . Since the addition of “AI Liability Terms in Contracts” risk mitigation 
technique is not very practical, it should be transformed into including “Measurable ML 
Attributes in Contracts” instead. 

 

Table 27: Revising Risk Mitigation Techniques 

Original Risk Mitigation Technique New Risk Mitigation Technique 

AI Liability Terms in Contracts Measurable ML Attributes in Contracts 

 

Zhu et al. [75] present the risk mitigation “Understand Employee Sentiment”, under the 
context that there are four profiles of AI adopters, some of whom are more willing to adopt or 
work with AI technologies, and others who do not want to work with AI. They argue that it is 
crucial to understand and plan around the profiles of the people in the organization to better 
ensure the success of AI endeavors. Otherwise, non-adoption of the solution or even sabotage 
of the project may occur. The four profiles from [75] are reproduced below in a 2x2 matrix. The 
axes of the matrix are separated by emotional attitude, and rational attitude towards AI. AI 
Reticents are rational in acknowledging the that technologies have value, however they are 
reluctant to embrace it due to their own negative feelings. AI Intrepids are accepting of AI 
technologies and need not be worried about from a risk management perspective. AI Dissenters 
have the least favorable views of AI, from both a rational and emotional perspective. They believe 
that there is little value in implementing AI and may be more vocal in opposing its use in the 
workplace. Finally, AI Skeptics have interest and optimism about AI, but do not feel that the 
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commercial value or maturity of the technology is there yet. Age, gender and position (for 
example front-line vs. managerial) was not found to vary significantly between the four 
categories. 

 

 

Figure 6: Understanding the Four Profiles of AI Adopters (Reproduced from [75]) 

 

From a risk management perspective, staffing an IA project with AI Intrepids and AI 
Skeptics will help improve the chances of implementation success. Both groups have a positive 
emotional attitude towards AI, but AI Skeptics remain unconvinced of the commercial value of 
implementing AI technology works. Skeptics however, could be convinced of the value of AI 
through participation in a project and experiencing positive results firsthand.  

In terms of the target employee group whose tasks are to be automated, it may make 
sense to avoid automating tasks that belong primarily to AI Dissenters. They are the group that 
worries most about job loss and dislike changes to their current ways of working. Automating the 
work of Dissenters may lead them to develop increasing levels of job stress, unhappiness or even 
lead them to quit. If Dissenters are the target of an IA project, their concerns must be actively 
managed by the project team. The authors in [75] did not provide a methodology for eliciting 
which employees belong to which category, however, they do suggest holding group discussions, 
encouraging feedback and careful listening. Questions can be designed across both the rational 
and emotional side, with rational questions asking more about their perceptions on the 
commercial value of AI to the firm, and the emotional side discussing the impacts on people’s 
jobs and the future of work. 

 An extended description of the “Understand Employee Sentiment” risk mitigation 
technique is to identify those with positive emotional attitudes towards AI, and to use them as 
project team members or the primary targets for IA. 
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4.5.2 Algorithm Selection 

“Explainable AI” [126], [14] is proposed as a way to add transparency so that the business 
and management can understand why a ML prediction was made. This topic was treated in depth 
in Section 4.2.3 Interpretability. Current explainable techniques are not perfect, and require 
expertise to use. They also require access to the underlying data used to train the model, making 
them unsuitable for outsourced model development. The computational requirements are also 
very high. Finally, there do not seem to be any public libraries available for explaining third-party 
developed models. Interpretable methods require statistical knowledge to understand, so 
training to business users and management is needed if they need to understand how a 
prediction was made. 

A study [131] conducted roughly 20 interviews of companies looking to implement 
explainable methods, and 30 interviews of firms that have actually implemented explainable AI 
techniques. For those firms that have not yet adopted explainable techniques, explainable 
techniques are perceived to help understand why performance is poor, to monitor model drift in 
feature and prediction distributions, increase transparency, increase compliance with current 
and future regulations and enable internal auditing of models. Almost all of these are risks that 
have been uncovered by this SLR. Among those firms that have implemented explainable 
methods, none used any global techniques. The focus was on local explainable methods and the 
major use case was to understand the importance of specific columns of data to the model. 
Explainable method output was primarily consumed by engineers and data scientists as sanity 
checks and to improve their understanding of the model. End users face large barriers in 
understanding explanation output until methods are improved. This is at odds with the stated 
reason for using explainable methods, which was to inform management, end users and 
potentially courts of law on why a decision was made. The conclusion is that the current state 
explainable methods are not fully ready to be used for risk mitigation purposes, except as an 
auditing step conducted by data scientists before a model is released into production. 

In order of priority for risk mitigation purposes, preference should be given to develop 
inherently interpretable models first. Next is to try developing non-interpretable models with an 
explainable method alongside it. Current explainable methods are well-suited for the auditing of 
models before they put into use. Th results of the explainable method should be accepted by 
management before deployment of the model for use in production. The riskiest way to deploy 
IA would be to use models developed by third-parties. 

Chalmers [80] proposes the use of ML algorithms tuned to “Minimize False Positives” as 
a way to reduce risk in IA. This algorithm is explicitly designed to reduce the number of false 
positives for classification problems. This is a desirable property when the cost of triggering 
erroneously automated work is high. The concept behind the custom algorithm is to create a 
tight classification boundary around positive classes, such that false positives are minimized. A 
visualization of this is shown in Figure 7 below. The positive class samples are shown in dark dots 
and the negative class samples in white dots. 
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Figure 7: (Left) A Traditional Boundary vs. (Right) A Boundary that Minimizes False Positives (Adapted from [80]) 

 

The dotted line in the left diagram shows the boundary for a traditional binary classifier. 
White dots appear to the left of the line, meaning that there are false positives. The diagram on 
the right shows a black box that is tightly fit around the positive class. There are no false positives 
inside, but everything outside of the box is classified as negative, leading to many false negatives. 
This type of algorithm would be useful in high-stakes use cases where false positives must 
absolutely be avoided. We can imagine a different boundary for the picture on the left, where 
the slope of the dotted line is kept the same, but shifted towards leftwards such that there are 
no more white dots to the left of the line. This would give once again a classification boundary 
that has no false positives. However, this boundary still has many areas with which there are no 
training examples. For instance, the area between (-1, -2) has no samples and unknown behavior. 
It would be risky to classify samples in that area as positive, which is why Chalmers proposes 
using a tight boundary around known samples. 

While the algorithm was implemented and tested by the author in the form of decision 
trees, the implementation has not been made available to the public for use. It is probably 
outside of the skillset of most data scientists to re-implement the algorithm for proprietary use, 
so this risk mitigation technique is out of reach for most firms, until a public version is available. 

 

4.5.3 Human Interaction Design 

 “HITL”, “Random Sampling” and “Thresholding” all relate to a process design choice that 
determines when and how a human is supposed to intervene in an IA process following a ML 
prediction. HITL is a broad term meaning that humans should interact with the automated 
process in some way. In IA, this human interaction requires determining: 

1. The criteria for triggering a human to intervene in the automated process 
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2. The actions available to the human during intervention. There are two sets of actions 
available. The first is deciding whether to accept, or modify the prediction. Next, the 
status of the automated processing should be decided, whether to cancel or to continue 

3. Where in the business process should intervention occur 

For 1., the criteria for triggering human intervention can be either Random Sampling or 
Thresholding. Under Random Sampling, a percentage is chosen (for example 90%), and a random 
number between 1 and 100 is generated whenever a ML prediction is made. If the random 
number is under the chosen percentage (90 in this case), that IA prediction will be recorded and 
automated processing will stop, pending input from a human. After human validation of the 
prediction, the person can choose to continue automated processing of that work case. In [68], 
where Random Sampling was proposed, a split of 75% automated to 25% manual processing was 
adopted, although the purpose was not to reduce risk, but to measure the accuracy of the 
predictions. Although the authors did not explicitly call out Random Sampling as a way to reduce 
risk, it can be used for that purpose by routing a certain percentage of automated predictions to 
humans for validation. One unanswered question regarding Random Sampling, is how to choose 
the appropriate ratio for a given process and ML model.  

Regarding point 3., there are two other ways in which Random Sampling can be used 
beyond validating predictions. First, random sampling can be used before any automated 
processing occurs, to force business process to be worked completely manually by people. This 
can counteract potential loss in worker skill as some cases must be processed manually. The next 
way that random sampling can be used is at the very end of the process. This can be used to force 
a percentage of automated processing to be verified by a human. This can reduce the impact of 
“time lag”-based errors. 

Thresholding can be used when the ML algorithm reports confidence intervals in addition 
to its predicted values or labels. It requires an understanding of the model’s predicted values and 
the confidence levels that are returned from the model. So far, the papers examined have only 
brought up a fixed threshold values, which seem arbitrarily chosen. For example, in [72], 
thresholds of <90% is chosen to stop automated processing completely in favour of manual 
processing, 90%- 99.5% is used for the range of human validation (that can still lead to automated 
processing) and >99.5% is used to allow for full automated processing. There can be multiple 
thresholds for different predicted classes. From [132], an example is given where the algorithm 
predicts 73 classes. If the final prediction is of a class with known low accuracy (<75%), the 
threshold is set to a high level to make human validation more likely. If the prediction is of a class 
with high accuracy (> 90%), the threshold is set to 0, allowing for full automated processing. 
Similar to Random Sampling, there does not seem to be any guidance on how to choose 
appropriate thresholds for the model predictions – only that thresholding can differ per class and 
be used to route between fully automated and manual processing. The distinction between 
Random Sampling and Thresholding is that Thresholding can depend on the predicted class, 
whereas Random Sampling ignores which class was predicted. 

No paper in the SLR has explicitly mentioned this, but HITL also presents a natural 
“assignment of liability” to the person who is responsible for validating the prediction. While this 
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may simplify liability concerns, it could also complicate the situation if validation is outsourced 
to contractors. 

 

4.5.4 Operations 

“Self-learning” [29] (not to be confused with self-supervised or unsupervised learning) 
refers to the ability for ML models to regularly improve themselves over time through retraining 
and redeployment into production, without the need for human oversight. Although positioned 
as a risk mitigation technique, the use of self-learning also leads to risks of its own. The viability 
of choosing self-learning likely depends on the riskiness of what the ML algorithm does in the 
process. If the accuracy of the ML prediction is highly critical, then it would require significant 
governance, to ensure that all of the new data has been already verified as clean and free of bias 
and that the newly updated model passes numerous tests before being used in IA. “Avoid Self-
learning” [85] argues against the automatic deployment of updated models into production, as 
new models need to be vetted to be free from issues. “Avoid Self-learning” is the default state of 
an IA solution as it would require a very specific configuration to achieve self-learning. However, 
it is worth keeping as an explicit risk mitigation technique in case self-learning becomes more 
readily usable in the future. 

RPA governance is a framework that encourages desirable behaviors in RPA use in firms, 
and specifies the rights and accountabilities of those involved. Proper RPA governance has been 
studied to have similar effects to good IT governance. First, the ROI of RPA projects can by 
increase by up to 40%. Even between firms with similar overall strategies, firms with proper 
governance have 20% more profitability than those that do not [107]. While research on IA 
governance is still nascent, “Governance” is viewed as a way to prevent loss of process 
knowledge through documentation [126] and a way to reduce the effects of data flaws, which 
include bias and quality [111]. 

IA governance as a field of study is essentially non-existent. The two parts of IA 
governance – RPA and AI governance are also only just receiving academic attention. Searching 
for the term “AI Governance” on Google Scholar shows that the most highly cited paper has fewer 
than 150 citations [133]. Given that IA is a combination of RPA and ML fields, IA governance will 
likely require the fusion of RPA and AI governance concepts. ML governance is able to reduce 
three classes of risks [134]. The first is model integrity, or the correctness of the prediction 
output. Some of the identified reasons for integrity issues come from outliers, data drifts and 
adversarial attacks. The next class of risk that governance can reduce is privacy, or access and 
storage of data. The third class of risk that can be controlled is fairness, or bias issues. Fairness 
issues largely stem from the data collection and data processing steps of ML. 

[133] proposes a three-layered AI governance model. The top most layer is for society and 
law to define the regulations and legislations concerning the use of AI. Below that is the ethical 
layer, which can act at the firm level. Here, companies can define the ethical standards of using 
AI throughout the firm. The IEEE Global Initiative on Ethics of Autonomous and Intelligent 
Systems group has published a comprehensive report [135] that can be used as a starting point 
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for the design of such ethical IA guidelines. The bottom-most layer in the governance model is 
the technical layer, which is where the algorithms and data reside. While other conceptual firm-
level AI governance models exist [136], [137], none go into implementation details or seem to 
have been tested in real-life. Regardless, proper IA governance, combining aspects from RPA, AI 
and data governance will play a big role in addressing the risks of IA. 

Governance seems to be a catch-all risk mitigation technique that can be molded to fit 
almost every risk. The specifics of what governance must include to address specific risks will be 
discussed in Chapter 5: Risk Register Development. 

Two important activities that belong in IA governance include “Monitor Data” [114], to 
detect changes to the data distributions and “Monitor Models” [138], [114] to ensure that 
models are fit for use given changed data, new deployments and new business needs. One 
challenge of monitoring data drifts is that it must be automated to be effective. First the baseline 
statistics on the data is collected, typically based on the training data. Then, new statistics are 
constantly calculated from data streams and presented back to the IA team for regular 
evaluation. Typical values that are graphed over time per feature are the mean, maximum and 
minimum. Monitoring the model performance is less straightforward than monitoring the data, 
because the most it requires finding out retroactively what the correct prediction is. This would 
require sampling and human verification of the model’s predictions. If this is not possible, the 
proportions of predicted labels (for classification problems) or the mean of numerical predictions 
can be visualized and compared to those during previous time periods. 

“Process Runtime Controls” [112] allows for the real time assignment of who will perform 
continued processing after a ML model prediction , for example a human vs. a robot and under 
what supervisory conditions. This allows for risk reduction in a few ways. First, if there is an issue 
detected in the ML model, most or all of the continued processing can be routed to a human 
instead. Next, if there are SLA requirements that risk being breached, financial risks can be 
reduced by increasing the amount of work done by robots compared to humans, or by lowering 
supervisory requirements. This risk mitigation technique interacts closely with the three Human 
Interaction Design techniques. This implies that additional business logic must be added into the 
RPA process steps whenever ML is used, to allow for the tuning of the thresholds and random 
sampling at run time, so that changes to the parameters take immediate effect on the IA process.  

“Staged Deployment” strategies of AI models [25], such as blue-green deployments, 
canary deployments, multi-armed bandit services and A/B testing can be used to reduce service 
interruption (and thus performance breaches) and is a part of achieving self-learning. The choice 
of a strategy largely depends on the risk appetite and cost-sensitivity of the firm. Blue-green 
deployments duplicate the existing ML infrastructure so that both new models and old models 
can be queried, but traffic is directed to the new models. Once live-testing is complete, the old 
model and related infrastructure can be decommissioned, or prediction traffic can be 
immediately reverted back to the old model if issues are discovered. The advantages of blue-
green deployments are no downtime and straightforward rollbacks. The major disadvantages are 
the infrastructure costs needed to maintain a second environment and the risks of directing all 
predictions to the new model. Canary deployments are similar to blue-green, the main difference 
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being only a small percentage of production traffic is sent to the new model. A/B and Multi-
armed bandit schemes can be used when firms are unsure which model is better, and it requires 
testing against production data.  

 

4.6 Chapter 4 Summary 

This chapter began with an examination of how much risk is present in the implemented 
IA use cases (Relevance Score of 2). I found that there is a strong tendency for firms to implement 
low risk use cases. Firms are already performing some form of risk management, although not 
necessarily in a formalized or explicit manner. 

Some of the identified risks centred around the lack of trust in predictions, or algorithms 
having low predictive power. This required an understanding on how performance is measured 
in ML, leading to a discussion on Confusion Matrices and Confidence Intervals. Confusion 
Matrices are used in classification and they give us the exact proportion of incorrect predictions 
and how they were incorrect. The Confusion Matrix is available for inspection when an algorithm 
is developed in-house. 29% of use cases were developed using commercial services, meaning 
that Confusion Matrices would not be available. Instead of Confusion Matrices, Confidence 
Intervals representing how confident a model is of the prediction can be used instead. These 
Confidence Intervals can be used together with Human-in-the-Loop mitigation techniques to 
control risk. 

ML interpretability was also discussed. Many people believe that individual predictions 
will need to be explainable to affected customers, managers and in courts of law. This implies 
that local interpretable methods for ML must be part of the IA team’s skillset. The two most 
popular locally interpretable methods are LIME and SHAP. However, from a practical standpoint, 
they cannot be used against commercial models in their current state of development and the 
explanations still require translation into layman’s terms by someone with specialized knowledge 
in ML or statistics. The main use for explainability methods currently is as an auditing step before 
a model is released for use in production. Python was found to be the dominant programming 
language, with every other technology having a Python interface. This includes the 
interpretability methods of LIME and SHAP. 

 Next, the 36 risks were categorized in to two main sections. The first category was Socio-
Organizational risks and contained 22/36 of the risks. The next category was Operational risks. 
Socio-Organizational risks arise due to tensions between different actors in the business 
ecosystem. We have external interactions between the firm and the environment and the firm 
and third parties. There are also internal risks within the firm, between the enterprise, 
management and its people. After categorization, each of the 22 risks were examined one by one 
in more detail to uncover their impact and to gain an idea on how they might be addressed. 

 The remaining 14 risks belong to the Operational category. These appear during the 
planning, implementation or day-to-day operations of an IA project. The risks here were further 
sub-divided into four categories: Project, Process, ML Model and Data. These risks were also 
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individually examined in more depth to understand their impact and potential mitigation 
measures. 

 Finally, I discussed the 15 Risk Mitigation Measures that were surfaced during the coding 
process. They were split into two categories: Pre-Implementation and Post-Implementation. 
Each mitigation technique was then discussed in more detail to determine which risks they could 
potentially address. In the following chapter, I build on the findings in this chapter to develop a 
risk register that can be used in practice. 

 

Chapter 5: Risk Register Development 

 After analysing the risks and risks mitigation techniques in more depth, we turn to the 
development of the risk register itself. Risk registers are risk management tools that are used to 
communicate risk to relevant stakeholders. Common items included in a risk register are: risk 
category, name, description, impact, likelihood, a quantitative risk rating, common mitigation 
steps and owner. The work in Sections 4.4 Risks and 4.5 Risk Mitigation Techniques provide 
categories, names, descriptions and mitigation methods. Risk registers are typically visualized as 
tables or scatterplots. The use of risk registers for managing organizational and project risks are 
recommended by the Project Management Institute [139], PRINCE2 [140] and ISO 31000 [141].  

  

5.1 Risk to Risk Mitigation Mappings 

Many of the risks have been mentioned without any risk mitigation technique and vice 
versa in the literature. However, 15 of the papers in the SLR have already suggested a mapping 
of some risk mitigation measures to specific risks (see Appendix: J. Implied Risk to Risk 
Mitigation Mappings in the Literature). This initial mapping of suggested techniques for each 
risk is shown in the “Direct Risk Mitigation Mapping from SLR Papers” column. In this column. 
HITL is mentioned nine times. Governance, Explainable AI, Thresholding and Staged Deployments 
are all mentioned twice. After analysing the risks and risk mitigation methods in Section 4.4 Risks 
and Section 4.5 Risk Mitigation Techniques in more depth, additional mappings are suggested, 
shown in Appendix: K. Risk to Risk Mitigation Mappings in column “Risk Mitigation Mapping 
from Discussion”. 

 

5.2 Governance 

 Governance is one of the “universal” risk mitigation techniques, which helps mitigate 16 
of the 36 risks. This section aims to call out specific elements of governance policies that are 
needed to address the risks where governance is cited as a mitigation method. 
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5.2.1 Define IA Specific Process Selection Criteria 

Quantitative scoring is frequently used to rank and prioritize potential business processes 
for automation [142]. A number of the IA risks suggest additional scoring criteria that can be used 
to help determine whether a process should be automated or not. For “Attract Competitive 
Response”, take careful consideration of how visible IA will be to competing firms and customers. 
This could take form of a penalty being added to the scoring criteria if IA is publicly facing can be 
a way to incorporate this risk. In order to prevent “Control Flow Drifts”, choose processes that 
are mature, stable, and less prone to business changes. Score and penalize processes based on 
these dimensions. 

Switching from cost benefit analysis to a value-based analysis can prevent “Low ROI” and 
“Unmeasurable ROI” IA projects from being deprioritized. A SLR study focused on the 
measurement of RPA benefits, containing a list of measurable attributes to consider beyond just 
“time saved” can be found in [143]. The value analysis of an IA project will have elements from 
both RPA and ML. 

Part of the governance board’s work is to select which processes should be automated 
next. In order to combat “Information Asymmetry”, the impact of concentrating IA benefits in 
certain teams or departments should be carefully considered and potentially avoided. 

 

5.2.2 Leverage Existing Policies 

From personal experience, it is surprising how often internal policies are not consulted 
before setting up an IA capability in an organization. Barriers to overcome include discovering 
which policies exist, what policies are relevant and how they apply to the IA project at hand. 
Some key policies that should be surfaced for an IA project include data privacy, data retention, 
information security and IT. Following these internal policies during the setup and operation of 
IA should reduce the risk of “Compliance” and “Regulatory” issues. 

Having strict security standards can reduce the risk of “Adversarial Attacks”. Securing 
access to production credentials, including the URLs or IP addresses of model endpoints and 
authentication keys will prevent internal employees from knowing where the model is hosted. 
Limit querying of the model to only certain groups of white-listed computers. Enable access 
logging to track which user accounts have accessed the list of white-listed computers. Enable 
rate-limiting on the models to prevent the model from being queried too quickly. Physical 
security controls can also be used to prevent access to production machines inside of a 
datacentre.  

Preventing access to data according to the principle of least privilege will reduce “Data 
Privacy” risks and prevent data leakage. Keep sensitive data masked or encrypted while at rest. 
Require encrypted communication channels when transferring sensitive data. Penetration 
testing can be a part of the IA policy to ensure that data is stored and accessed securely. 
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While security and data policies are widespread, AI Ethics policies are mostly only found 
in multinational technology firms [144]. If no policies are present, the governance team should 
lay out their own guidelines to reduce the risks concerning the “Ethics” of IA. Frameworks that 
can be used as a starting point for the design of such guidelines include IEEE [135], the Future of 
Life Institute’s Asilomar AI Principles [145], and the Montreal Declaration for responsible AI [146]. 

 

5.2.3 Measure Employee Impact 

A number of risks deal with the impact of IA on employees post-automation. This is often 
overlooked as IA are often executed on a project basis with consulting firms that focus solely on 
implementing business logic and not human needs. Governance of employee impact should be 
done in conjunction with HR, where feedback is solicited from employees throughout the 
automation lifecycle. Work overload more generally can be measured using four survey 
questions from [147]. Work overload can be used as a proxy for “Cognitive Work Overload”, as it 
is more specific. While governance can measure work overload, actual risk mitigation measures 
will need to be addressed at the individual level. 

In Section 4.4.1.2 Enterprise Risks, I discussed that employee turnover is caused by 
numerous reasons. Organizational support, such as education on IA and training on new skills can 
reduce employee’s intention to quit. Governance should include participation with HR in the 
monitoring of employee turnover intention, which can be measured using the TIS-6 scale [148]. 
Measurements should be taken before and at regular intervals after IA implementation to assess 
to what degree “Employee Turnover” remains a risk. 

 

5.2.4 Set Baselines and Monitor Data 

Proper data and AI governance can help reduce the data risks identified in this SLR. 
Provide training to data scientists on the five categories of “Data Bias”: historical, representation, 
measurement, aggregation and evaluation. This training should include how to identify them in 
the datasets and in the models. Ensure that the class frequencies in the training and testing data 
are balanced. “Data Quality” can be assessed in parallel with data bias. Establish baselines to 
ensure that the data is fit for use for a specific ML problem. For example, that there are at 
minimum 1000 data samples of each class, that it can be readily converted into the proper format 
for consumption, that there are fewer than 5% missing column values etc. Some frameworks for 
assessing data quality can be found in [149], [150] and [151]. 

“Data Drift” requires active and regular monitoring of data statistics after they are free of 
bias and quality issues. These statistics include minimum, maximum, standard deviation, mean 
and average values etc. Keep track of these statistics for each feature over time. The three major 
ML cloud platforms, Google, AWS and Azure offer graphical tools to help monitor data drift [152], 
[153], [154]. Broader governance principles for the management of data, extending past data 
quality, bias and drift can be found in [155]. 
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5.2.5 Document 

The documentation of work, roles and responsibilities is a key part of effective 
governance. Extensive documentation of both the process steps and the ML model should be 
performed to counteract the risk of “Reduced Understanding of Business Logic”. Effort should be 
spent explaining the purpose of the process and why it needs to be performed as it is, since the 
mechanical steps needed to execute the process can be inferred from the IA tool itself. Change 
requests to the process and ML model should also be put into place to document the reasons 
leading up to a change. Documentation on whom is responsible for correcting predictions in HITL 
should be done for clear “Prediction Accountability”. 

 

5.3 Mitigating Unaddressed Risks 

 After performing the initial risk to mitigation mapping (see Appendix: K. Risk to Risk 
Mitigation Mappings),Error! Reference source not found. six risks without any corresponding 
risk mitigation remained. Despite not surfacing any mitigation methods for those six risks during 
the SLR and data discussion, it would be amiss for me to ignore them. In this section, I examine 
these six risks in more depth, to uncover potential risk mitigation measures, quantification 
methods and practical guidance for use by industry practitioners. 

 

5.3.1 Unaddressed Risk 1 - Departmental Resistance  

Studies have been conducted to understand the reasons behind management resistance 
in the face of office automation [156]. The top reason for opposing changes, especially for senior 
management was a “lack of knowledge”. For the rest of management staff, the reasons in order 
of importance were: “not being convinced”, “insufficient training” and “individual job importance 
threatened by change”. The notion of “job importance threatened by change” is exactly what the 
authors in [75] reported in their study. Proposed ways to address resistance to change from [156] 
include “increasing knowledge”, “convincing company employees”, “gradual introduction of 
changes” and “training”. Increasing knowledge and convincing company employees can be done 
through training and participation in the process. Education materials should contain the data 
from numerous studies, showing how RPA rarely reduces headcount, since only tasks are 
removed from workers as opposed to complete jobs. This fear of losing headcount due to 
automation was directly called out as a major concern of managers. 

Resistance to IA adoption at the department or managerial level shares much in common 
with resistance to traditional RPA adoption. The main difference lies in the replacement of 
knowledge tasks vs. manual tasks. Specific to addressing the risk of losing headcount and budget, 
if the amount of time saved by automating knowledge-work is predictable, the affected 
department should brainstorm and explicitly define to upper management value-adding ways in 
which that time will be filled. This will likely help prevent headcount from being removed. 
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5.3.2 Unaddressed Risk 2 - Loss of Job Meaning 

Numerous scales to measure and discover the factors underlying “meaningful work” have 
been proposed, including WAMI, which contains five factors [157] and CMWS, which contains 28 
[158]. A comparison of the various meaning work scales can be found in [159]. The conclusion 
from [159] is to use WAMI to examine the relationship between experiencing meaningful work 
and outcomes. CMWS should be used when examining how work tasks and organizational 
practices create meaningful work. For the purposes of IA, WAMI would be the appropriate to use 
as a questionnaire to assess whether job meaning has diminished among employees after IA 
implementation. 

[160] provides a four-level framework that can be used to foster meaningful work in a 
firm. The levels in the framework are: individual, job, organizational and societal. As examples, if 
we believe that IA will necessarily reduce job meaningfulness, the firm can provide more 
autonomy to affected staff (individual level), more significant work (job level) and increase 
corporate social responsibility endeavours (organizational level) to counteract this risk. 

Perhaps more immediately practical would be to use common sense and avoid 
automating tasks that we believe are core to someone’s job meaning. Invite those affected by IA 
and hear their opinions on whether certain tasks out of their day-to-day work should be 
automated. 

 

5.3.3 Unaddressed Risk 3 - Loss of Job Security 

Job security can be quantified using two distinct measures [161]. The Job Security Index 
measures an individual’s perception of how stable their job is. The second, Job Security 
Satisfaction scale measures the attitude of that person regarding their level of job security. Probst 
in [162] proposes a five-layered model of job security. The first part of this model involves worker 
characteristics, including tenure, education level, absenteeism etc. Next are job characteristics, 
such as contract type (temporary vs. permanent, part-time vs. full-time etc.) and union affiliation. 
Third are organizational change factors, such as official announcements of layoffs or mergers. 
The fourth is proximity to the “core” functions of the organization, such as being in a technology 
role in a technology firm, or a legal role at a law firm. Positions located outside of the “core 
operating areas” of the firm are often viewed as less secure. The final layer of this model is 
technological change, meaning as the company matures, so do the complexity of their systems, 
which increases worker requirements. Undergoing IA would fall under this level of the model. 

A number of the factors making up this five-layered model can be applied to reduce the 
sense of job insecurity. If the purpose behind IA is to not reduce headcount, as it often is not 
[163], publicize this and make the actual measurable goals of IA known to alleviate fears. Commit 
to not cutting jobs, which is a clear message from the organizational change level of the job 
security model. If the purpose is to actually cut jobs in one area, prepare training plans and new 
job role definitions for those whose tasks will be automated by IA with HR. This acts on the 
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education level and organizational commitment factors, which both reduce the perception of job 
insecurity. 

 

5.3.4 Unaddressed Risk 4 - Mistrust in Management 

 The factors affecting manager trustworthiness are examined in [99], [164] and [165]. 
Three factors are most commonly cited: ability, benevolence and integrity. “Ability” or 
competence is the belief that management have good technical skills and an understanding of 
the business. Next is “benevolence”, which includes courtesy during employee interactions and 
the responsibility to inform. Examples of benevolence include views that management 
discussions are fruitful, that management keeps employees informed and that they provide 
constructive feedback. “Integrity” relates to compliance and procedural fairness, for example, 
the view that job performance ratings and done fairly and accurately. 

From an “ability” perspective, managers should carefully consider the impact of IA on 
employees and follow a demand generation approach for adopting IA. A top-down approach, or 
forcing teams to adopt IA could lower the view that management has “task competence”. 
“Benevolence” implies that there is openness in communication with affected employees 
regarding the justification, goals and impact of implementing IA, and that feedback from 
employees will be carefully considered and addressed. Measuring organizational trust can be 
done through Shaw’s organizational assessment. A questionnaire implementing this assessment 
can be found in [166] 

 

5.3.5 Unaddressed Risk 5 - Reduced Work Preparedness 

Automation will make staff less prepared as they become more hands-off during data 
processing. This can be counteracted by making access to processed information easier, such as 
dashboarding and summary reports. These dashboards or reports should have user friendly 
interfaces with search and links to individually processed automation work cases, so that workers 
can quickly find the information they need. 

 

5.3.6 Unaddressed Risk 6 - Transfer Learning Bias 

If transfer learning must be used, then the biases of the original model must be 
understood. But this is extremely difficult unless the creator of the model publishes what biases 
exist, or if access to the data is provided for analysis. The reason for using transfer learning is 
usually because the original model has already been trained on a massive dataset, such as GPT-
3 that would be impossible to analyse for bias due to the amount of computing power needed. 
The only realistic way to completely avoid transfer learning bias when the model or data is not 
accessible is to not use transfer learning at all, in favour of developing models from data that is 
controlled by the firm. 
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 In this sub-section, I examined the six risks that had no clearly implied risk mitigation 
strategies from the list of 15 risk mitigation techniques. Each of these risks were examined in 
more depth through additional searching in literature, to discover their underlying factors leading 
to this risk and how those factors can be measured and tracked over time. 

  

5.4 Final Risk Register 

 The final risk register that can be used as a basis for assessing and controlling the risks of 
an IA project can be found in Appendix: L. IA Risk Register. Some of the columns traditionally 
associated with risk registers, such as owner, dates, impact etc. are context specific and omitted 
to facilitate customization. 

 

5.5 Chapter 5 Summary 

 An initial mapping between risk mitigation techniques to the risks was already present in 
15 of the SLR literature papers. This was used as a starting point for developing the risk register. 
Then, through the in-depth understanding of the different risks and risk mitigation techniques 
that was developed in Sections 4.4 Risks and 4.5 Risk Mitigation Techniques, additional links 
between risk mitigations and risks were added to the risk register. 30 risks had at least one 
associated risk mitigation technique by the end of this work. 

Governance was found to be a generic and widely applicable way to reduce risk, but the 
specific components of Governance that are required to be implemented for each risk were not 
clear. Each risk that had Governance listed as a risk mitigation method was examined in more 
depth to surface which areas Governance needs to address to specifically reduce risk. This 
resulted in the definition of five areas of focus that should be added to an organization’s 
Governance model in order to control IA-specific risks. 

Next, I looked at the six remaining risks that did not have any risk mitigation technique to 
address them. This work outlined other ways to reduce the risks that were not found during the 
SLR, and ways to assess quantify the risk so that it can be measured over time. The final risk 
register template was then created. 

 

Chapter 6: Conclusion and Final Discussion 
“Technology, through automation and artificial intelligence, is definitely one of the most 
disruptive sources of our age.” – Alain Dehaze, CEO of Adecco on the future of work [167]. 

IA is believed to be among this generation’s most disruptive technologies, and a key 
component in the future of work, where full work automation is achieved by replacing human 
decision-making with AI algorithms. Numerous media publications, global organizations, 
politicians and celebrities are actively debating the impact of IA on our lives, today. Despite this 
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belief and media chatter, uptake of IA technology at the firm-level remains slow, or limited to 
low-risk use cases. Why is there still a gap between the market hype and reality, when 
technology-wise we are largely there? A few reasons why come to mind, for example, a lack of 
data scientists on IA teams and lack of suitable data to build models with. But perhaps another 
more fundamental reason for the lack of impactful IA is that businesses still do not have the 
confidence to try implementing it. IA implementation should be transformational and strategic, 
requiring careful change and risk control. But without the groundwork to discover what risks 
actually exist, firms will remain reluctant to truly transform their organizations. 

Research looking at the impact of IA at the firm-level is almost non-existent; much of the 
existing research focus is placed on discovering and pushing out positive narratives and what 
benefits IA will bring. This thesis aimed to bridge the gap between academia and practice to 
facilitate the adoption of IA in industry. The current state of the IA industry is examined through 
four RQs. These research questions aim to discover 1) what use cases exist, 2) what technologies 
and algorithms are being used, 3) what risks exist and 4) what risk mitigation techniques exist. A 
SLR was conducted with peer-reviewed academic publications up to and including 2021; 77 
research papers were analysed thoroughly and data pertaining the four RQs were coded. The 
final goal of thesis is to create a risk register that firms can use as a template to tailor according 
to their unique environment. 

 

6.1 Research Summary 

Although many use cases were captured through the SLR, the majority of cases were not 
directly studied by the corresponding authors. Many cases were theoretical or references to 
other papers. Even though I did not go through all of the referenced use cases to check to see if 
they were implemented, it is likely that many of them are theoretical as well. This lack of fine-
grained understanding and connection of use cases to technologies and algorithms prevents us 
from developing good risk mitigation strategies and pushing the IA field further. Currently, IA is 
still in its infancy as an industry and a field of academic research. 

Over half of the use cases centred around document processing, with ML positioned at 
the very beginning of the process. This includes the use of OCR, document classification and 
classifying the meaning of words into entities. This is unsurprising as one key way to enable a 
business process to be automatable is to digitize the input data. The next largest use case was 
the use of Chatbots as an interface to capture customer or employee commands. This again is a 
way to digitize unstructured data so that it can be properly processed by a robot. 

Overwhelmingly, companies are using ML to structure unstructured data, so that it can 
be deterministically processed by RPA. In terms of cognitive difficulty, these ML tasks could likely 
be performed by someone with a high-school level of education. What was largely missing from 
the use cases – and what is being advertised by consulting firms and RPA vendors are attempts 
at replacing specialized human-knowledge and decision making with IA.  
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After the use cases, the ML algorithms and technologies were examined. Document 
processing and chatbots can largely be implemented through commercial software services; 
configuration rather than development is needed. But, my study of the literature did find many 
instances of custom ML development using Python, the only programming language encountered 
in this study. Regardless of whether an algorithm is custom developed or off-the-shelf, the 
human-in-the-loop techniques of thresholding and random sampling can be used to greatly 
reduce the risk of automated decision-making. 

Commercial prediction services are black-box, and nearly 80% of the chosen algorithms 
are as well. The most popular algorithms were Random Forests followed by neural network-
based algorithms, neither of which are interpretable. For almost every single IA case, the 
predictions made cannot be interpreted by business users. When algorithms are black-box, the 
explainability of algorithms becomes a key concern. Society expects that decisions made through 
automated processing can be explained for fairness and liability reasons. Regulation is inevitable 
[128] and legal experts expect explainable AI to play an important role in liability outcomes. 
Research into explaining ML predictions is still on-going. Current explainable methods, such as 
LIME and SHAP, have ready to use libraries in Python, making them available to many IA 
processes which exist today. These methods however have drawbacks, for example they require 
access to the underlying data, huge computing power and significant expertise to interpret. We 
are still quite far away from having an average business user being able to explain ML predictions 
to management or to customers.  

 36 risks were identified through coding and categorized into two main groups: Socio-
Organizational and Operational risks. The Socio-Organizational risks were further broken down 
into four categories: Environmental, Enterprise, Third-Party and Employee. Operational risks 
were separated into four categories as well: Project, Process, ML Model and Data. Much of the 
IA research examined in the SLR did not focus on risks nor on risk mitigation, mentioning them 
only in passing. Because of this, each risk was examined in more depth to understand what they 
entail. Each risk mitigation technique was examined in detail as well to see how they could be 
put into practice. 

 Finally, a mapping between the risks and risk mitigations were made, in two steps. First 
through the links directly present in the SLR research papers themselves, then second through 
the intuition developed by the understanding of risks and risk mitigations in more depth. This 
mapping was then converted into a risk register that can be used by practitioners in the field, to 
implement new IA projects. 

 

6.2 Research Limitations 

 Major limitations of this research include the lack of validation of the risks and risk 
mitigation techniques. Some of the papers even suggested that some of the risks may not be 
valid without additional research. Both steps of the two-step mapping between the risks and risk 
mitigation techniques also need validation to ensure that there are indeed links between the 
two.  
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As the source of data for this thesis was peer-reviewed, published academic research, the 
data captured and used to conduct the analysis is likely not current and may not paint an accurate 
picture of the use cases, technologies and algorithms used today.  IA is industry led with academia 
lagging behind by a few years, and the publication process takes time as well. Anecdotally, as a 
consultant who worked with dozens of companies, helping firms develop their IA practice 
immediately prior to writing this thesis, I believe that the research findings do reflect reality.  

 Although the coding of fields was done multiple times to ensure consistency, additional 
authors or industry experts were not consulted. This could limit the reproducibility of coded data 
as the author may be biased by being an industry practitioner. 

 

6.3 Future Research 

The lists of risks and risk mitigations that I developed are far from complete. Additional 
sources of data can be used to discover both new risks and risk mitigation measures, such as 
industry-led publications, grey-literature, interviews and case studies. Next, the risks and risk 
mitigation methods need real-life validation, as some may not be valid. The links between the 
risks and mitigation techniques also need real-life tests to confirm that the mitigations are able 
to measurably reduce the change or impact of the risks. As a continuation of my research in the 
IA field after returning to industry, I will look at these additional data sources to further develop 
the list of risks and risk mitigation measures, and assess their usefulness in real life projects. 

Many publications imply links amongst the risks themselves, and similarly for the risk 
mitigation techniques. An example of this for the risks are that a loss of job security and a loss of 
job meaning can lead to employee turnover. Research into discovering these links may lead to a 
prioritization scheme on which risks to focus on mitigating, and which mitigation techniques have 
the greatest impact on reducing risks. I would expect the Operational Risks to have links that 
largely follow the same top (Project risks) to bottom (Data) structure as seen in Figure 3. In terms 
of priority or which mitigation measures to put into place, having a governance model that 
implements controls for the items identified in Section: 5.2 Governance, choosing an appropriate 
Human-in-the-Loop scheme and developing Explainable AI capability within the team would 
likely cover the majority of the risks.  

Taking a System Dynamics view of the risks and risk mitigation would be an interesting 
way to investigate the links between them, surfacing inter-temporal relationships (such as tipping 
point dynamics) as well as feedback loops that can increase or decrease the risk of financial or 
reputation loss, having adopted IA. 

To explore each risk and mitigation technique in depth, I had to go beyond the academic 
studies conducted on IA. I had to reach into other fields to uncover the full range of risks and 
mitigation strategies covered here. Without conducting deep-dive studies on any of the risks or 
risk mitigations found within the context of IA to understand the risk levels, opinions of staff, and 
impact on the firm, industry runs the risk of running blind. 
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 By developing this list of risks and risk mitigation measures, I have provided researchers 
with a starting point for further study on the risks that automation and AI pose on the future of 
work. There are opportunities for researchers and practitioners to quantify and track risks as IA 
implementations unfold, which will hopefully lead to more robust, ethical and accurate 
automation outcomes being delivered to customers. Industries that require highly-reliable AI 
decision-making, such as autonomous driving, medical care and law may also find this thesis 
relevant to their fields. 

 

6.4 Final Discussion 

“Robots will be able to do everything better than us…I am not sure exactly what to do 
about this. This is really the scariest problem to me.” – Elon Musk, 2018 [168]. 

IA is opening up new fields of study, business opportunities and business models. 
Examples of this include a new class of “programmers” called citizen developers, who are able to 
create computerized process flows with low-code techniques. Another example is business 
process outsourcing. Imagine if automated business processes and decision making are even 
further standardized so that they can be used inside firms in a plug and play manner. Start-up 
companies could be built using “building blocks”, by choosing the abstracted business processes 
that are needed and chaining them together, such as order to cash, employee onboarding, 
employee salary payment, etc. This could spur a new wave of innovation and entrepreneurship 
worldwide. 

Two visions of the future of work emerge from the discussion of intelligent automation, 
settling at extreme ends of the spectrum. The first envisions a utopia, where automation frees us 
from the drudgery of our daily jobs. The benefits of automation are democratized, allowing 
people to focus on higher-value, more fulfilling work, or even the choice to not work at all. The 
second envisions widescale job-loss and wealth inequality. Here, the benefits of automation are 
captured by business owners to the detriment of workers, wages are repressed and AI technology 
is used as an arms race to crush market competition. 

The most likely scenario lies somewhere between the two. As we are still in the world of 
narrow AI, only specific rather than general tasks can be replaced by automation. While the New 
York Times cautioned us that “the robots are coming for Phil from accounting” [1], the chances 
of reaching full-workplace automation is unlikely to be achieved within the next decade based 
on the state of AI as it is today – artificial general intelligence (AGI) is thought to be 20-30 years 
away at the least by experts [169], and some believe that it will never be achieved [170]. Full-
workplace automation might be realized once AGI takes hold, allowing us to see which one of the 
two extreme scenarios will play out. 

Under narrow AI, routine decision-making codified into the ML models through training 
can be handled well by IA. But edge cases that are less represented or even not present in the 
data will slip through and enter the automated workstream. ML models are not able to react to 
data from changing environments without retraining and redeploying the model. Even if 
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automated model deployments are allowed, there will always be data that cannot be captured 
and input into the model for consideration. Examples of this include, management sentiment, 
wider market conditions or the need act conservatively during regulatory scrutiny. 

Risk management is needed regardless of whether we are living in a narrow or AGI world. 
High-reliability organizations have different risk appetites compared to low-reliability ones, for 
example aircraft and surgery vs. e-commerce. Some firms will require their AI and automations 
to have reliable, fair and accurate ML outcomes every time. This necessitates a methodology to 
thoroughly investigate, rank and reduce the risks of implementing office automation with ML. 
Through the identification of 36 risks, 15 risk mitigation techniques and the development of the 
risk register, I hope that firms will be able to strike the appropriate level of balance between risk 
and automated outcomes. 
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Appendix 

A. Exact Search Terms used in Document Search Databases 

Search Engine Search Terms 

Web of Science 
https://www.webofscience.com/wo
s/woscc/advanced-search 

((((((ALL=(rpa "machine learning")) OR ALL=("robotic process automation" 
"machine learning")) OR ALL=(hyperautomation)) OR ALL=("intelligent 
automation" rpa)) OR ALL=("intelligent process automation")) OR 
ALL=("cognitive automation")) NOT SO=(INTELLIGENT AUTOMATION "AND" 
SOFT COMPUTING) 

Science Direct 
https://www.sciencedirect.com/sear
ch 

(((((("rpa" "machine learning") OR ("robotic process automation" "machine 
learning")) OR (hyperautomation)) OR ("intelligent automation" "rpa")) OR 
("intelligent process automation")) OR ("cognitive automation")) 

 

For Web of Science, an additional search criterion was added to exclude search results from the 
“Intelligent Automation & Soft Computing” journal which did not contain any RPA related 
research results based on a separate search. 

 

B. Summary of SLR Search Results 

Description of Search Step Number of Research Articles 

Web of Science articles 127 

Science Direct articles 412 

Total articles 539 

Minus duplicates -72 

Total articles after duplicate removal 467 

Minus articles rejected based on title and abstract -332 

Minus articles rejected based on full-text reading -39 (A) 

Remaining articles to read full-text 96 

Articles rejected based on full-text reading 82 

Articles accepted based on full-text reading 14 (B) 

Articles used in forward and backward searching 53 (= -A + B) 

Articles found through forward searching 3 

Articles found through backward searching 21 

Total articles used in the systematic literature review 77 

 

C. Research Question 1 (IA Use Cases) Coding Scheme 

Name Allowed Values Description 

RQ1 Relevance 0, 1 or 2 0 – The article does not contain any use cases  
1 – The article describes use cases theoretically, or through references 
2 – The article directly examines or implements at least one of the 
described use cases 

ML Positioning (Empty), Unknown, 
Start, Middle, End 
 

(Empty) – There is no use case 
Unknown – Where ML is used in the automated process is unspecified 
Start – ML is used at the very beginning of the automated process 

https://www.webofscience.com/wos/woscc/advanced-search
https://www.webofscience.com/wos/woscc/advanced-search
https://www.sciencedirect.com/search
https://www.sciencedirect.com/search
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Multiple values 
allowed 

Middle – ML is used somewhere in the middle of the automated 
process (as opposed to at the very beginning or at the very end) 
End – ML is used at the very end of the automated process  
If ML is used at multiple places in the automated process, this field can 
contain multiple values of Start, Middle or End 

Industry (Free text) The industry name if there is a real use case being analysed by the 
research paper. Can be empty 

Anomaly 
Detection (AD) 

(Empty), 
Theoretical, 
Referenced, Real 

Anomaly Detection is used to find data points or patterns that differ 
considerably from previous data points or patterns in order to flag 
them as irregular or potentially intrusive [171] 
(Empty) – AD is not mentioned in the use case or if there is no use case 
Theoretical – AD is described being used in an IA context, but it is 
theoretical in nature as opposed to a real use case 
Referenced – AD is described in a use case written by other authors, 
but is not studied in the paper directly 
Real – AD is directly used in the studied IA use case  
If the paper has multiple instances of AD, for example if it has a Real 
case and a Theoretical case, only the Real case is marked. The 
precedence is Real > Referenced > Theoretical 

Binary 
Classification 

(Empty), 
Theoretical, 
Referenced, Real 

Binary Classification is the use of ML to classify an object into one of 
two labels [172], for example “cat” vs. “not cat”  
[A description of (Empty), Theoretical, Referenced and Real can be 
found in the “Anomaly Detection” row of this table, with “Anomaly 
Detection” substituted for the appropriate use case name] 

Chatbot and 
Virtual Agents 

(Empty), 
Theoretical, 
Referenced, Real 

Chatbots and Virtual Agents allow for human to machine 
conversations to occur either through text or voice [173] 

Computer Vision (Empty), 
Theoretical, 
Referenced, Real 

Computer Vision is an umbrella term referring to multiple ML 
techniques and use cases of detecting objects in images and video 
[174] 

Document 
Classification 

(Empty), 
Theoretical, 
Referenced, Real 

Document classification is the determination of subject content under 
set of specific headings [175], for example, “Invoice” vs. “Purchase 
Order” vs. “Shipping Notice” 

Email 
Classification 

(Empty), 
Theoretical, 
Referenced, Real 

Email Classification is used to determine the category of an email 
based on its contents, such as sender, subject, body contents, 
attachments, etc. [176] 

Facial 
Recognition 

(Empty), 
Theoretical, 
Referenced, Real 

Facial Recognition is used to detect the presence of human faces in 
images and video [177] 

Forecasting (Empty), 
Theoretical, 
Referenced, Real 

Forecasting is used to predict new data based on historical data [178] 

Multi-class 
Classification 

(Empty), 
Theoretical, 
Referenced, Real 

Mult-class Classification is when a classifier must classify between a 
set of more than 2 disjoint labels [179] 

Named Entity 
Recognition 
(NER) 

(Empty), 
Theoretical, 
Referenced, Real 

Named Entity Recognition is a form of Natural Language Processing, 
where entities are explicitly extracted from unstructured text [180], 
for example people’s names, numbers, stock codes etc.  

Natural Language 
Processing (NLP) 

(Empty), 
Theoretical, 
Referenced, Real 

Natural Language Processing aims to achieve understanding of human 
language by the use of computers [181] 



77 
 

Object 
Recognition 

(Empty), 
Theoretical, 
Referenced, Real 

Object Recognition is used to recognize semantic objects belonging to 
a certain class in images or video [182] 

Optical Character 
Recognition 
(OCR) 

(Empty), 
Theoretical, 
Referenced, Real 

OCR is when text from documents or images is converted into a 
machine-readable format [183] 

Risk 
Management 

(Empty), 
Theoretical, 
Referenced, Real 

Risk Mitigation is the use of ML to model and reduce risk for a 
particular business application [26] 

Sentiment 
Analysis 

(Empty), 
Theoretical, 
Referenced, Real 

Sentiment Analysis is used to determine the opinions of people about 
a specific topic, typically written in text [184] 

Translation (Empty), 
Theoretical, 
Referenced, Real 

Translation is a form of NLP, which aims to find a target language 
sentence that best represents a source language sentence [185] 

 

D. Research Question 2 (ML Algorithms and Technologies) Coding Scheme 

Name Allowed Values Description 

RQ2 Relevance 0, 1 or 2 0 – The article does not contain any ML algorithms nor 
technologies 
1 – The article describes ML algorithms or technologies 
theoretically, or through references 
2 – The article directly examines or implements at least one of 
the ML algorithms, or uses a specific ML technology in an IA 
solution 

RQ2 Industry (Free text) The industry name if there is a real ML algorithm or technology 
being discussed by the research paper. Can be empty 

Machine Learning 
Algorithms 

(Empty) to one or 
multiple values from 
Table 4 

(Empty) – No mention of any ML algorithms is present in the 
research article 
If not empty, one or more values taken from Table 4 

Machine Learning 
Technologies 

(Free text) Free text list of any specific ML technologies mentioned in use 
for the IA solution. Can be empty 

 

E. Research Question 3 (IA Risks) Coding Scheme 

Name Allowed Values Description 

RQ3 Relevance 0, 1 or 2 0 – The article does not mention any risks of using IA 
1 – The article mentions IA risks without elaboration or detailed 
discussion 
2 – The article discusses one or more IA risks with at least two 
sentences 

RQ3 Industry (Free text) The industry name if there are IA risks identified in the research paper. 
Can be empty 

Risks (Free text) Free text heading used to describe any risks mentioned due to the 
implementation of an IA solution. Can be empty 
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F. Research Question 4 (IA Risk Mitigation Techniques) Coding Scheme 

Name Allowed Values Description 

RQ4 Relevance 0, 1 or 2 0 – The article does not mention any risk mitigation techniques for IA 
1 – The article mentions IA risk mitigation techniques without 
elaboration or detailed discussion, or if a measure is used that has the 
effect of reducing risk without explicitly labelling as a risk mitigation 
method 
2 – The article discusses one or more IA risk mitigation techniques with 
at least two sentences 

RQ4 Industry (Free text) The industry name if there are IA risk mitigation techniques identified in 
the research paper. Can be empty 

Risk Mitigation 
Techniques 

(Free text) Free text heading of any risk mitigation techniques used to manage risk 
during the implementation of an IA solution. Can be empty 

 

G. Coded Data 

G.1 Overall Relevance, Publication Year and Publication Type 

Reference Overall Relevance Publication Year Publication Type 

[10] 3 2018 Journal Article 

[186] 4 2021 Conference Paper 

[86] 1 2021 Journal Article 

[187] 0 2020 Report 

[30] 2 2021 Journal Article 

[83] 4 2018 Journal Article 

[188] 0 2020 Conference Paper 

[25] 5 2020 Conference Paper 

[80] 6 2018 Conference Paper 

[17] 5 2020 Journal Article 

[189] 1 2021 Book 

[190] 0 2021 Journal Article 

[126] 3 2020 Journal Article 

[191] 2 2021 Conference Paper 

[138] 4 2020 Journal Article 

[192] 3 2021 Journal Article 

[193] 1 2021 Journal Article 

[194] 0 2019 Journal Article 

[14] 3 2021 Conference Paper 

[195] 0 2019 Journal Article 

[196] 3 2021 Conference Paper 

[84] 1 2020 Journal Article 

[197] 2 2021 Journal Article 

[198] 0 2019 Journal Article 

[199] 0 2021 Journal Article 
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[200] 0 2021 Journal Article 

[24] 1 2021 Journal Article 

[201] 2 2021 Journal Article 

[202] 0 2021 Journal Article 

[203] 0 2020 Book 

[125] 4 2019 Conference Paper 

[204] 1 2020 Journal Article 

[205] 3 2020 Conference Paper 

[101] 2 2020 Book Section 

[111] 2 2021 Journal Article 

[114] 5 2021 Conference Paper 

[206] 0 2020 Conference Paper 

[207] 0 2019 Book Section 

[208] 0 2018 Journal Article 

[73] 1 2021 Journal Article 

[91] 2 2021 Journal Article 

[29] 3 2021 Journal Article 

[209] 3 2020 Report 

[210] 4 2019 Conference Paper 

[95] 4 2021 Journal Article 

[211] 4 2021 Journal Article 

[88] 1 2021 Journal Article 

[72] 5 2020 Journal Article 

[212] 0 2021 Journal Article 

[213] 1 2021 Book Section 

[87] 2 2020 Journal Article 

[112] 2 2019 Conference Paper 

[214] 4 2021 Conference Paper 

[215] 3 2021 Conference Paper 

[216] 2 2021 Journal Article 

[85] 6 2018 Journal Article 

[217] 0 2020 Journal Article 

[132] 4 2019 Conference Paper 

[218] 1 2021 Conference Paper 

[7] 1 2020 Journal Article 

[22] 0 2021 Journal Article 

[219] 3 2020 Conference Paper 

[68] 6 2021 Journal Article 

[11] 2 2020 Journal Article 

[220] 0 2021 Journal Article 

[221] 4 2021 Journal Article 

[222] 0 2021 Journal Article 

[223] 0 2020 Book Section 
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[74] 6 2021 Journal Article 

[224] 0 2020 Conference Paper 

[225] 0 2021 Journal Article 

[81] 1 2020 Journal Article 

[76] 0 2020 Journal Article 

[226] 4 2018 Journal Article 

[227] 1 2020 Journal Article 

[100] 4 2019 Journal Article 

[75] 4 2021 Journal Article 
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G.2 RQ1 Coded Data 

The following column names have been abbreviated for ease of presentation in the table below: 

• Ref: Reference number from “References” 

• Rel: Relevance Score 

• DC: Document Classification 

• AD: Anomaly Detection 

• F: Forecasting 

• RM: Risk Management 

• CB: Chatbots and Virtual Agents 

• NLP: Natural Language Programming 

• SA: Sentiment Analysis 

• FR: Facial Recognition 

• BC: Binary Classification 

• EC: Email Classification 

• MCC: Multi-class Classification 

• OR: Object Recognition 

• CV: Computer Vision 

• T: Translation 
 

Ref Rel Industry Position OCR DC NER AD F RM CB NLP SA FR BC EC OR MCC CV T 

[10] 2   3  3    3          

[186] 2 Healthcare Start 3  3    3 3       1  
[86] 0                   

[187] 0                   

[30] 1   2 1 2     1 1   1   1  
[83] 0                   

[188] 0                   

[25] 1        1 1          
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[80] 1 Insurance   1               

[17] 1       1   2   1   1 2  
[189] 1       1       1  1  1 

[190] 0                   

[126] 1 Accounting/Auditing  1 1 2    1 2         

[191] 1   2    2  2 2     2    

[138] 2 Logistics         3   3      

[192] 2 Insurance            3      

[193] 1   1       1         

[194] 0                   

[14] 0                   

[195] 0                   

[196] 2 HR Start       3 3    3 1  1  
[84] 0                   

[197] 2 Accounting/Auditing  3                

[198] 0                   

[199] 0                   

[200] 0                   

[24] 1         2     2     

[201] 0                   

[202] 0                   

[203] 0 Education                  

[125] 2 Education           3       

[204] 1 Education         2         

[205] 2   3       3   3    3  
[101] 0                   

[111] 0                   

[114] 1       1            

[206] 0                   

[207] 0                   

[208] 0                   



83 
 

[73] 0                   

[91] 0                   

[29] 1     2  2  2 2 2    2  2  
[209] 2 Insurance Start, Middle 3      3       3   

[210] 2 HR            3      

[95] 2 Finance     1   3          

[211] 2 Utilities Middle    3             

[88] 0                   

[72] 2 Finance Start 3  3 1 1 1 1          

[212] 0                   

[213] 1   2 2               

[87] 0                   

[112] 0 Finance                  

[214] 2 HR  3 3 3              

[215] 1 Insurance Middle    1             

[216] 1 Healthcare    1            1  
[85] 2 Education        3          

[217] 0                   

[132] 2 IT Start 3      3       3   

[218] 1   2 2 2    1 1       1  
[7] 1   1       1         

[22] 0                   

[219] 1 IT        1       1   

[68] 2 Healthcare  3 3 3        3      

[11] 1         2 2       2  
[220] 0                   

[221] 2 Utilities Start     3      3      

[222] 0                   

[223] 0                   

[74] 2   3   3 3 1 1 3 3        

[224] 0                   
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[225] 0                   

[81] 0                   

[76] 0                   

[226] 2 Finance  3 3 3              

[227] 1 Accounting/Auditing Middle   2              

[100] 1 Accounting/Auditing        2 2       1  
[75] 0                   

 

G.3 RQ2 Coded Data 

Ref Rel Industry Machine Learning Algorithms Machine Learning Technologies 

[10] 1   ABBYY 

[186] 2 Healthcare  MS Bot Framework 

[86] 0    

[187] 0    

[30] 0    

[83] 0    

[188] 0    

[25] 0    

[80] 1 Insurance Decision Trees Python, Scikit-learn 

[17] 0    

[189] 0    

[190] 0    

[126] 0    

[191] 1  ANN, Deep Learning  
[138] 0    

[192] 1 Insurance SVM  
[193] 0    

[194] 0    

[14] 0    
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[195] 0    

[196] 1 HR CNN Python, Tensorflow, Rasa 

[84] 0    

[197] 0    

[198] 0    

[199] 0    

[200] 0    

[24] 0    

[201] 0    

[202] 0    

[203] 0    

[125] 1 Education  Azure Face API 

[204] 0    

[205] 1  KNN Jieba 

[101] 0    

[111] 0    

[114] 1   Scikit-learn, Tensorflow, Pytorch 

[206] 0    

[207] 0    

[208] 0    

[73] 0    

[91] 0    

[29] 1  

SVM, Genetic Programming, Deep Learning, Logistic 
Regression, Random Forests, ANN  

[209] 1 Insurance Deep Learning Kommunicate, Google Dialogflow 

[210] 2 HR Random Forests  
[95] 0    

[211] 2 Utilities Linear Regression, Random Forests Python 

[88] 0    

[72] 1 Finance  Orbograph OrboAnywhere 

[212] 0    
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[213] 0    

[87] 0    

[112] 0    

[214] 2 HR LSTM, Naïve Bayes  
[215] 1 Insurance LDA  
[216] 1 Healthcare CNN  

[85] 2 Education  Watson Assistant 

[217] 0    

[132] 1 IT Random Forests, Gradient Boosting, LSTM XGBoost 

[218] 0    

[7] 0    

[22] 0    

[219] 1 IT Random Forests  
[68] 2 Healthcare ANN, Gradient Boosting Google Vision, Spacy, Keras, Python, XGboost 

[11] 1  Deep Learning IBM Watson, Azure Machine Learning 

[220] 0    

[221] 2 Utilities 
Logistic Regression, Decision Trees, Random Forests, 
Gradient Boosting Azure Databricks Machine Learning 

[222] 0    

[223] 0    

[74] 0    

[224] 0    

[225] 0    

[81] 0    

[76] 0    

[226] 2 Finance 
Deep Learning, Random Forest, Linear Regression, SVM, 
RNN LibSVM 

[227] 0    

[100] 1 Accounting/Auditing  Watson Assistant 

[75] 0    
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G.4 RQ3 Coded Data 

Ref Rel Industry Risks 

[10] 0   

[186] 0   

[86] 1 Government Loss of Job Meaning, Missed Servicing Opportunities 

[187] 0   

[30] 1  Data Privacy, Data Quality 

[83] 2 Logistics Assignment of Liability, Performance Agreement Breaches 

[188] 0   

[25] 2  Control Flow Drifts, Data Drift, Financial Loss, Low ROI, Mistrust in Model Predictions, Reputation Loss 

[80] 2 Insurance Financial Loss 

[17] 2  Assignment of Liability, Financial Loss, Reputation Loss, Worker Deskilling 

[189] 0   

[190] 0   

[126] 1 Accounting/Auditing Data Quality 

[191] 0   

[138] 0   

[192] 0   

[193] 0   

[194] 0   

[14] 2  

Adversarial Attacks, Compliance, Data Bias, Data Drift, Data Privacy, Loss of Job Security, Mistrust in 
Management, Transfer Learning Bias 

[195] 0   

[196] 0   

[84] 1  Assignment of Liability, Data Bias, Prediction Accountability 

[197] 0   

[198] 0   

[199] 0   

[200] 0   

[24] 0   

[201] 0   
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[202] 0   

[203] 0   

[125] 1 Education Data Quality 

[204] 0   

[205] 0   

[101] 1  Low Predictive Performance 

[111] 1 Forestry Reduced Understanding of Business Logic 

[114] 2  Performance Degradation 

[206] 0   

[207] 0   

[208] 0   

[73] 1 Insurance Ethics 

[91] 2  Cognitive Work Overload, Loss of Job Meaning, Loss of Job Security 

[29] 0   

[209] 0   

[210] 0   

[95] 2 Finance 
Difficult Error Detection, Loss of Job Security, Mistrust in Model Predictions, Reduced Work Preparedness, 
Reduced Understanding of Business Logic 

[211] 0   

[88] 1 Sports Reputation Loss 

[72] 1 Finance Regulatory, Worker Deskilling 

[212] 0   

[213] 0   

[87] 2  Data Bias, Missed Servicing Opportunities, Worker Deskilling 

[112] 1 Finance Data Bias, Time Lag Effects 

[214] 0   

[215] 0   

[216] 0   

[85] 1 Education Attract Competitive Response, Data Quality, Loss of Job Security, Unmeasurable ROI 

[217] 0   

[132] 0   
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[218] 0   

[7] 0   

[22] 0   

[219] 0   

[68] 1 Healthcare Compliance 

[11] 0   

[220] 0   

[221] 0   

[222] 0   

[223] 0   

[74] 2 Finance Data Privacy, Difficult Error Detection, Ethics, Financial Loss, Prediction Accountability, Reputation Loss 

[224] 0   

[225] 0   

[81] 1  Conflicts of Interest, Data Privacy, Information Asymmetry, Loss of Control 

[76] 0   

[226] 0   

[227] 0   

[100] 1 Accounting/Auditing Worker Deskilling 

[75] 2  Data Bias, Difficult Error Detection, Employee Turnover, Departmental Resistance 

 

G.5 RQ4 Coded Data 

Ref Rel Industry Risk Mitigation 

[10] 0   

[186] 0   

[86] 0   

[187] 0   

[30] 0   

[83] 2 Logistics AI Liability Terms in Contracts, Contract Renegotiation 

[188] 0   
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[25] 2  HITL, Explainable AI, Staged Deployments 

[80] 2 Insurance Minimize False Positives 

[17] 2  HITL 

[189] 0   

[190] 0   

[126] 1 Accounting/Auditing Governance, Explainable AI 

[191] 0   

[138] 2 Logistics HITL, Monitor Data, Monitor Models 

[192] 0   

[193] 0   

[194] 0   

[14] 1  Explainable AI 

[195] 0   

[196] 0   

[84] 0   

[197] 0   

[198] 0   

[199] 0   

[200] 0   

[24] 0   

[201] 2  HITL 

[202] 0   

[203] 0   

[125] 0   

[204] 0   

[205] 0   

[101] 1  HITL 

[111] 1 Forestry Governance 

[114] 1  HITL, Monitor Models 

[206] 0   

[207] 0   
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[208] 0   

[73] 0   

[91] 0   

[29] 1  Self-learning 

[209] 0   

[210] 0   

[95] 0   

[211] 0   

[88] 0   

[72] 1 Finance Thresholding 

[212] 0   

[213] 0   

[87] 0   

[112] 1 Finance HITL, Process Runtime Controls 

[214] 0   

[215] 1 Insurance Thresholding 

[216] 0   

[85] 1 Education Avoid Self-learning  

[217] 0   

[132] 1 IT Thresholding 

[218] 0   

[7] 0   

[22] 0   

[219] 1 IT HITL 

[68] 1 Healthcare Random Sampling 

[11] 0   

[220] 0   

[221] 0   

[222] 0   

[223] 0   

[74] 2 Finance HITL 
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[224] 0   

[225] 0   

[81] 0   

[76] 0   

[226] 0   

[227] 0   

[100] 1 Accounting/Auditing HITL 

[75] 2  Understand Employee Sentiment 
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H. Number of Research Papers Addressing Specific Combinations of RQs 

An “X” entry means that the research question had a zero-valued Relevance Score whereas an 
“O” means that the Relevance Score was either a 1 or a 2. 

RQ1 RQ2 RQ3 RQ4 Number of Research Papers 

X X X X 22 

X X X O 1 

X X O X 7 

X X O O 6 

X O X X 0 

X O X O 0 

X O O X 0 

X O O O 0 

O X X X 9 

O X X O 1 

O X O X 2 

O X O O 4 

O O X X 14 

O O X O 4 

O O O X 1 

O O O O 6 

 

I. Risk Levels of Real IA Use Cases (Relevance Score of 2) 

Reference Risk 
Level 

Justification 

[10] L A chatbot is used in HR department to enrol people for training courses. The risk level is 
low because there is still a manual process to enrol, and the consequences of a failed or 
incorrect enrolment is easily corrected 

[10] H Entity extraction is used on documents to extract key data. The extracted key data is 
input into the company’s (FMCG) ERP system. No other details about whether that data 
is later checked by a human, so the assumption is that the risk level is high 

[186] L A chatbot is used in a healthcare provider to better enable internal communications, such 
sending budget reports, booking and checking where meetings are, finding contract 
documentation, salaries, asking for the status of sick leave etc. As an internal tool, the 
risk is low 

[138] H A ship brokering company uses data of ship behaviour, location and cargo to determine 
in real time the prices of commodities for potential arbitrage. The risk is high as 
predictions are used in profit making activities 

[192] H A Title Insurance company expects documents to be divided into six types during 
processing. It is unknown what kind of processing occurs after the documents are 
classified, so it is assumed that it is high risk 

[196] N/A In this case, the IA system was implemented, warranting the relevance score of 2, but 
only tested, not put into production yet 

[197] L Invoice documents are scanned and OCR’ed at an accounting firm. OCR’ed documents 
are corrected by staff afterwards, making the risk level low 

[125] L Facial Recognition and eye tracking is used in an online education environment. The use 
case is low risk as there is no financial repercussions of incorrect predictions 
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[205] L Historical documents are classified by AI, and a human is still retained as part of the 
process, resulting in a low-risk level 

[209] N/A There are two ML portions. First is a customer-facing chatbot for people to discuss 
insurance claim details with their insurance company. Second is a module that classifies 
car damage based on a photograph into low, medium and high damage. The system was 
built but does not seem to have been used in real life 

[210] N/A Random Forests are used to predict employee satisfaction. This was only tested in a 
laboratory setting 

[95] L A financial services firm automates the investment service and information requests that 
are submitted online, replacing manual data entry with human validation. As humans 
remain a part of the process to validate the ML results, it is low risk 

[211] L AI is used to detect abnormal power meter readings for an electrical utility and provide 
a substitute reading. All readings are validated by a process manager. This is low risk as a 
human approves the AI prediction 

[72] H The “payee” field of a cheque is read using ML. This is compared against a list of valid 
payees in a database. If the confidence score is low or if the payee is not found in the 
database, the cheque is sent to a human operator for review. Not all predictions are 
validated 

[214] N/A ML is used to assess the quality of job applicants. The system was developed but only 
tested in a laboratory setting and not operationalized in real life 

[85] L A chatbot is used in a university to help respond to student queries. As the interaction is 
used to retrieve information, the risk is low 

[218] L Email support ticket requests at a plant are classified and redirected to the appropriate 
person for processing. If it is redirected incorrectly, the person can route the request to 
the correct person, leading to low risk 

[68] L Data is extracted from medical prescription images to speed up the digitization process. 
Digitized prescriptions still undergo two rounds of human screening, making this low risk 

[221] L A new process is developed at a power utility to forecast power outages and pre-
emptively SMS people in the affected region, to reduce the number of complaint and 
service calls. This is low risk 

[74] L AI is used to perform adverse media screening as part of the KYC and AML lifecycle at a 
bank. It flags articles that were found for human review. Given human involvement, this 
is low risk 

[226] H A debt collector company must digitize, classify and extract key information from legal 
documents received by post. No information is provided about human validation 

 

J. Implied Risk to Risk Mitigation Mappings in the Literature 

Reference Risk Risk Mitigation 

[83] Assignment of Liability AI Liability Terms in Contracts 

[83] Performance Agreement Breaches Contract Renegotiation 

[25] Financial Loss Staged Deployments 

[25] Reputation Loss Staged Deployments 

[25] Mistrust in Model Predictions Explainable AI, HITL 

[80] Financial Loss Minimize False Positives 

[17] Financial Loss HITL 

[17] Reputation Loss HITL 

[17] Assignment of Liability HITL 

[126] Data Quality Governance 

[14] Compliance Explainable AI 
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[101] Low Predictive Performance HITL 

[111] Reduced Understanding of Business Logic Governance 

[114] Performance Degradation HITL, Monitor Models 

[72] Regulatory Thresholding 

[72] Worker Deskilling Thresholding 

[112] Time Lag Effects HITL 

[11] Compliance Random Sampling 

[74] Reputation Loss HITL 

[74] Financial Loss HITL 

[74] Prediction Accountability HITL 

[74] Difficult Error Detection HITL 

[74] Ethics HITL 

[100] Worker Deskilling HITL 

[75] Employee Turnover Understand Employee Sentiment 

 

K. Risk to Risk Mitigation Mappings 

Risk Direct Risk Mitigation Mapping from 
SLR Papers 

Risk Mitigation Mapping from Discussion 

Adversarial Attacks N/A Governance 

Assignment of Liability Measurable ML Attributes in 
Contracts, HITL 

Explainable AI 

Attract Competitive 
Response 

N/A Governance 

Cognitive Work Overload N/A Governance 

Compliance Explainable AI, Random Sampling Governance, Process Runtime Controls 

Conflicts of Interest N/A Measurable ML Attributes in Contracts 

Control Flow Drifts N/A Governance 

Data Bias N/A Governance, Monitor Data 

Data Drift N/A Governance, Monitor Data 

Data Privacy N/A Governance 

Data Quality Governance Governance, Monitor Data 

Departmental Resistance N/A N/A 

Difficult Error Detection N/A HITL, Monitor Data, Monitor Models, 
Thresholding, Random Sampling 

Ethics N/A Governance, Monitor Data, Monitor 
Models 

Employee Turnover Understand Employee Sentiment Governance 

Financial Loss HITL, Minimize False Positives, Staged 
Deployments 

Contract Renegotiation, Measurable ML 
Attributes in Contracts, Process Runtime 
Controls 

Information Asymmetry N/A Governance 

Loss of Control N/A Measurable ML Attributes in Contracts 

Loss of Job Meaning N/A N/A 

Loss of Job Security N/A N/A 

Low Predictive 
Performance 

HITL Explainable AI, Monitor Data, Monitor 
Models, Thresholding 

Low ROI N/A Governance 

Missed Servicing 
Opportunities 

N/A Random Sampling 
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Mistrust in Management N/A N/A 

Mistrust in Model 
Predictions 

Explainable AI, HITL Minimize False Positives, Random 
Sampling, Thresholding 

Performance Agreement 
Breaches 

Contract Renegotiation Measurable ML Attributes in Contracts, 
Staged Deployments 

Performance 
Degradation 

HITL, Monitor Models Monitor Data, Random Sampling, Self-
learning, Thresholding 

Prediction Accountability HITL Governance 

Reduced Understanding 
of Business Logic 

Governance Explainable AI, HITL, Random Sampling, 
Thresholding 

Reduced Work 
Preparedness 

N/A N/A 

Regulatory Thresholding Explainable AI, Governance, HITL, Process 
Runtime Controls 

Reputation Loss Staged Deployments, HITL Explainable AI, Minimize False Positives, 
Monitor Data, Monitor Models, Random 
Sampling, Thresholding 

Time Lag Effects HITL Random Sampling 

Transfer Learning Bias N/A N/A 

Unmeasurable ROI N/A Governance 

Worker Deskilling HITL, Thresholding Random Sampling 
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L. IA Risk Register 

Category Name Description Mitigations 

Socio-organizational / 
Environmental 

Compliance IA may complicate the compliance terms of existing 
regulations. Third-party ML vendors must also be 
compliant with necessary regulations 

Governance (surface and follow all relevant 
company policies), Process Runtime Controls 

Socio-organizational / 
Environmental 

Ethics Biases in the automated processing may lead to ethical 
concerns 

Governance (follow or create ethical guidelines 
for IA), Monitor Data. Monitor Models 

Socio-organizational / 
Environmental 

Regulatory Government regulations may appear in the future, 
governing how and when algorithmic decisions can be 
used 

Explainable AI, Governance (surface and follow 
all relevant company policies), HITL, Process 
Runtime Controls 

Socio-organizational / 
Enterprise 

Departmental 
Resistance 

Managers may worry that their headcounts of budgets 
will get frozen or reduced due to IA, leading to non-
cooperation or sabotage 

Provide IA training and involve managers in the 
process. Provide statistics on real-life headcount 
reduction data. Explicitly define how time saved 
by employees will be filled with value-adding 
tasks 

Socio-organizational / 
Enterprise 

Employee Turnover Employees may quit the organization in large amounts 
because of IA 

Governance (measure turnover intent over 
time), Understand Employee Sentiment 

Socio-organizational / 
Enterprise 

Financial Loss Incorrect IA work may lead to financial loss to the firm Contract Renegotiation, HITL, Measurable ML 
Attributes in Contracts, Minimize False 
Positives, Process Runtime Controls, Staged 
Deployments 

Socio-organizational / 
Enterprise 

Loss of Control If the firm relies on vendors to develop or host the ML 
predictions, there is a risk that their service will go 
offline or cease operating 

Measurable ML Attributes in Contracts 

Socio-organizational / 
Employee 

Cognitive Work 
Overload 

Removing simple cognitive work may leave only difficult 
cognitive work, leading to cognitive overload and 
increased job stress 

Governance (measure employee work overload 
over time) 

Socio-organizational / 
Employee 

Loss of Job 
Meaning 

IA may be automating work that is meaningful to 
employees, leaving them less satisfied with their jobs 

Measure meaningful work through WAMI over 
time. For affected staff, provide more 
autonomy, more significant work or increase 
corporate social responsibility more broadly at 
the firm-level 

Socio-organizational / 
Employee 

Loss of Job Security Knowledge-based automation can lead to a much larger 
group of employees to worry about their jobs, 
increasing their stress levels and impairing their health 

Measure Job Security Index and Job Security 
Satisfaction scores over time. Make the KPIs of 
IA known to all. Commit to not cutting jobs. 
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Prepare training plans and new job role 
descriptions for those affected 

Socio-organizational / 
Employee 

Mistrust in 
Management 

A push towards IA may lead to mistrust being formed 
between workers and management 

Implement IA based on genuine demand, 
communicate openly with affected employees 
and address their feedback. Measure 
organizational trust over time 

Socio-organizational / 
Employee 

Mistrust in Model 
Predictions 

A lack of trust in model predictions may lead employees 
to actively resist or sabotage IA efforts 

Explainable AI, HITL, Minimize False Positives, 
Random Sampling, Thresholding 

Socio-organizational / 
Employee 

Prediction 
Accountability 

Which employee(s) should be held responsible if a 
prediction or business outcome is incorrect? 

HITL, Governance (define and document who is 
responsible for incorrect predictions) 

Socio-organizational / 
Employee 

Reduced Work 
Preparedness 

When IA is in place, employees spend less time looking 
at work cases meaning that fewer details are known 
about a case if it needs to be manually worked on 

Make access to data processed by IA easier, 
through dashboards and reports 

Socio-organizational / 
Employee 

Worker Deskilling Worker’s skill in performing their knowledge tasks is 
reduced due to automation 

HITL, Random Sampling, Thresholding 

Socio-organizational / 
Third-Party 

Assignment of 
Liability 

When multiple companies are involved in the 
development and operations of ML predictions in IA, 
liability becomes unclear between the firms if 
something goes wrong 

Explainable AI, HITL, Measurable ML Attributes 
in Contracts 

Socio-organizational / 
Third-Party 

Attract Competitive 
Response 

Publicly investing in IA can trigger responses from 
competition, either encouraging them to pursue IA 
themselves or to decry your use of IA 

Governance (penalize processes that are visible 
to competitors and customer during process 
selection) 

Socio-organizational / 
Third-Party 

Conflicts of Interest AI Vendors may be incentivized towards rent seeking 
behaviour 

Measurable ML Attributes in Contracts 

Socio-organizational / 
Third-Party 

Missed Servicing 
Opportunities 

When narrow AI is used to interact with customers, 
there is no flexibility to discover additional ways in 
which the customer can be serviced  

Random Sampling 

Socio-organizational / 
Third-Party 

Performance 
Agreement 
Breaches 

Existing performance agreements or SLAs may need to 
be renegotiated after implementing IA 

Contract Renegotiation, Measurable ML 
Attributes in Contracts, Staged Deployments 

Socio-organizational / 
Third-Party 

Reputation Loss Incorrect IA work may lead to reputational loss to the 
firm 

Explainable AI, HITL, Monitor Data, Minimize 
False Positives, Monitor Models, Random 
Sampling, Staged Deployments, Thresholding 

Operational / Project Low Predictive 
Performance 

IA predictions may be less accurate or reliable than 
human predictions, resulting in worse outcomes after 
automation 

Explainable AI, HITL, Monitor Data, Monitor 
Models, Thresholding 
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Operational / Project Low ROI The ROI of IA may be unattractive compared to RPA due 
to the additional needs of constant monitoring, 
retraining of models, and the costs of data scientists 

Governance (evaluate processes for automation 
based on value-based analysis) 

Operational / Project Unmeasurable ROI The ROI of IA may not be measurable due to being 
unable to quantify the value of knowledge or decision 
work 

Governance (evaluate processes for automation 
based on value-based analysis) 

Operational / Process Control Flow Drifts Changing business process logic and pathing in the 
control flow may necessitate rebuilding ML models 

Governance (penalize processes that are apt to 
change during process selection) 

Operational / Process Difficult Error 
Detection 

The use of automated ML decisions may make detection 
of errors in the business process more complicated 

HITL, Monitor Data, Monitor Models, 
Thresholding, Random Sampling 

Operational / Process Reduced 
Understanding of 
Business Logic 

The overall knowledge about the business process may 
reduce over time if business decision making is 
automated 

Explainable AI, Governance (require 
documentation of process steps and explaining 
why they are performed), HITL, Random 
Sampling, Thresholding 

Operational / Process Time Lag Effects There is a time gap between when an error is detected 
and when the error actually occurred. Automatically 
processed work during this time gap needs to be 
reviewed to see if it needs correction or re-doing 

HITL, Random Sampling 

Operational / ML 
Model 

Adversarial Attacks ML algorithms used in IA are subject to adversarial 
attacks, which would propagate in unwanted automated 
work being processed 

Governance (use existing IT security and data 
security policies) 

Operational / ML 
Model 

Performance 
Degradation 

Model predictive performance are known to reduce 
over time unless actively managed 

HITL, Monitor Data, Monitor Models, Random 
Sampling, Self-learning, Thresholding 

Operational / ML 
Model 

Transfer Learning 
Bias 

If transfer learning is used to develop the model, the 
base model may have hidden biases, with no way to fix 
it 

Develop models in-house before trying transfer 
learning 

Operational / Data Data Bias The data may have biases and perform poorly on real 
life data 

Governance (require bias checking of data pre-
implementation), Monitor Data 

Operational / Data Data Drift The underlying nature or distributions of the data may 
change over time  

Governance (establish baseline data 
distributions), Monitor Data 

Operational / Data Data Privacy Sending sensitive data to third parties for use or model 
development may lead to data leaks 

Governance (use existing data privacy and data 
security policies), 

Operational / Data Data Quality The data quality may lead to poorly performing models Governance (define data quality standards), 
Monitor Data 
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