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ABSTRACT

Variable structure organizations are defined as decisionmaking organizations in which the
pattern of interactions between decisionmakers can vary. A quantitative methodology is
developed to evaluate their Effectiveness in the achievement of their mission. A model of
these organizations using Predicate Transition Nets is presented, in which the decisionmakers
are treated as an ordinary resource. The decisionmakers are modeled by tokens that move
from one pattern of interactions to the other, depending on designer defined protocols. An
example of a three member variable structure organization carrying out an air defense task is
presented. In that organization, the Headquarters sets the pattern of interactions of the Field
Units according to the characteristics of the incoming signals. Ranges of mission
requirements are computed in which this variable organization is the most effective, when
compared to corresponding organizations with a fixed structure of interactions.
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CHAPTER1

INTRODUCTION

1.1 PROBLEM DEFINITION

Most of the developments in decision and control theory have addressed the problem of
analyzing the performance of a given organizational form, or of designing an organization
whose performance would meet some specific set of requirements. The models of
organization which had been then obtained had always had a fixed structure. Some changes
in the topology of the interactions between their components may have been proposed, but
they have always remained incremental.

There is indeed a need to investigate the whole set that the variable decisionmaking
organizations constitute. They are organizations in which the interactions between the
decisionmakers can change, or which can process the same task with different combination
of resources. Variable structure organizations could be a possible design solution when no
fixed structure organization can meet the requirements of the mission. The concept of
variability in such a context could also lead, later on, to the investigation of properties such as
robustness or survivability. The modeling of variability in organizations constitutes then
another step towards the representation of more realistic decisionmaking organizations.

Three main problems need to be addressed in order to fully assess the property of
variability.

First, a framework needs to be developed which will specify the class of organizations
under consideration, and which will allow the mathematical formulation of the problem of the
comparison of organizational designs. Such a framework should include both fixed and
variable structure organizations.

Second, the concept of variability has to be sharpened; a distinction between different
types of variability should be made based on which parts of the organization vary, and which
do not, and on when they do so. The evaluation tools have then to be adapted to each kind of
variability.
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Third, a modeling tool needs to be developed to represent variable organizations. It
should have high enough modeling power to account for significant features of the
organizations, but also convenient enough to provide models that are easy to understand, and
figures that are easy to interpret. A compromise between modeling power and illustrative
power has therefore to be found.

1.2 THEORETICAL BACKGROUND

A quantitative methodology for the modeling, evaluation, and design of decisionmaking
organizations has been developed at the MIT Laboratory for Information and Decision
Systems (Boettcher and Levis, 1982; Andreadakis and Levis, 1987; Remy et al, 1987).
The organization has been depicted as a system performing a task in order to achieve a
mission. The extent to which it does so is assessed by using the formalism of the System
Effectiveness Analysis (SEA) methodology (Martin and Levis, 1987).

From a structural point of view, the processing of the task is achieved through the
execution of procedures or algorithms that the decisionmakers have. These algorithms are
connected together with a relation of precedence which is conveniently represented with Petri
Nets (Tabak and Levis, 1985). The internal processing of a given decisionmaker is modeled
so that it has a four stage structure, which allows to differentiate the types of interactions that
two decisionmakers can have.

The mathematical formulation of the problem of the modeling of variable structure
organizations is based on the theory of Predicate Transition Nets, which is an extension of
the Petri Net Theory using the language of first order predicate logic (Genrich and
Lautenbach, 1981).

1.3 GOALS AND CONTRIBUTION

In this Thesis, the Predicate Transition Net formalism as presented in Genrich and
Lautenbach (1981) is adapted to account for the particularities of variable structure
organizations: their resources, their patterns of interactions, and their switching protocols. In
particular, the connectors are defined in an original manner as sets of combinations of
individual tokens, instead of a formal sum of variables. A new formulation of the conflict
resolution rules is also proposed, and then applied in the context of the modeling of variable
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organizations.

The decisionmaking organizations are then viewed from a new perspective. The types of
interactions which can exist between the decisionmakers are first considered without taking
into account the identity of the decisionmakers themselves. The latter are represented by
individual tokens (instead of subnets of a Petri Net) moving from one interaction to the other,
and as such, are treated in the same manner as any other resources needed for the processing
of a task. Interactions, resources, and tasks are then modeled independently, and this new
way of describing decision making organizations allows the development of a modeling
methodology with a modular architecture. By modular is meant that the representation of the
basic components of the information processing (interactions, resources, and tasks) is done
separately in separate modules, and that modifications in one module can be made without
affecting the others. '

The System Effectiveness Analysis is extended in order to be applicable to variable
structure organizations. The concept of variability is made specific by distinguishing
different types of variability, depending on whether the organization adapts its pattern of
interactions to changes in the tasks it processes, or in the environment, or in the nature of its
components. A Measure of Effectiveness for variable organization is then defined for each
case.

The overall procedure is illustrated by an example of a three member decisionmaking
organization carrying out an air defense task.

1.4 THE THESIS IN OUTLINE

The Thesis is organized as follows: chapter II defines what is meant by decisionmaking
organization and limits the scope of the Thesis. It reviews the main features of System
Effectiveness Analysis, and gives to it a mathematical formulation. It adapts these concepts
to the case of variable structure organizations.

Chapter III and chapter IV develop the Predicate Transition Net formalism so that it can
be used for quantitative modeling. The first of these two chapters presents the primitives
used in that formalism, whereas the second one addresses some more advanced topics, such
as the problem of conflict resolution, and the linear algebra representation.
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Chapter V first illustrates the problems associated with the modeling of variable
organizations with Petri Nets with switches, and then integrates the concepts of the previous
chapters by developing a modular methodology for the modeling of variable structure
organizations. Chapter VI provides illustrative examples of the application of the
methodology.

Chapter VII illustrates the whole procedure with an example of a set of three design
candidates for a given mission, one of which is variable. It develops a convenient
representation of the effectiveness of these candidates, which allows to select the most
effective candidate for a specific mission.

Finally, chapter VIII concludes the Thesis by summarizing the results and suggesting
some developments for further research.

As it befits a Thesis on organizations with variable structure, an illustration of the
articulation of this Thesis in different chapters is provided in Figure 1.1. In accordance with
conventions used in such representations, a line from chapter A to chapter B means that
chapter A has to be read before chapter B.

Chapter II D| Chapter V —|>| Chapter VI
Chapter 1 Chapter VIII
Chapter III —l>| Chapter IV Dr Chapter VI

Figure 1.1 Structure of the Thesis.
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CHAPTER It

EVALUATION OF VARIABLE STRUCTURE ORGANIZATIONS

This chapter provides a review of the methodology used for the evaluation of
decisionmaking organizations (DMO?'s). First it defines the class of organizations which are
considered in this Thesis. The concept of variability in organizations is then introduced,
and three different types of variability are distinguished, depending on what feature of the
organization varies. A relation is established between these three types of variability and the
properties of flexibility, reconfigurabilty, and survivability that an organization may exhibit.
Finally, the methodology for assessing the effectiveness of DMO's is adapted to the class of
variable DMO's.

2.1 DECISIONMAKING ORGANIZATIONS
2.1.1 The System
The concepts which characterize DMO's are introduced in this section.

A system (from the Greek 'standing together') is a 'set of objects together with the
relationships between them, and between them and the environment, so as to form a whole".
A set refers here to a well-defined collection of elements where it is possible to tell beyond
doubt whether a given object belongs to the set.

The objects are the components of the system. They are considered from a static
viewpoint. They are the physical, technological or human components which receive,
manipulate, generate, and transmit information. They include the decisionmakers, the
physical communication links and the related devices, the computers, displays and other
decision-aids.

The relationships are the links which tie the objects together. They can be of different
kinds, such as symbiotic, if the connected parts of the system can not continue to function
separately; they can be synergistic, if the cooperative action produces a greater output than the
sum of the outputs of the separate parts alone; they can be redundant when they simply are a
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duplication of existing links. These relationships can be thought at three different levels: they
may address the physical arrangements of the components, or the relations linking the
components, or the rules and protocols describing the interactions between the components.
The demarcation line between the relationships and the components is sometimes difficult to
sketch: the chips in a computer are an example of that; they are components like any other
element of hardware, but they may work like pieces of software and interact with the
relationships between components.

The system forms a whole because of these relationships, and also because it carries out a
function. In the case of an organization (conceived as a system with human components),
the extent to which it carries out that function depends mainly on the commonality of goals of
its decision makers, or in other words, on the extent to which they constitute a team.

A boundary must be drawn which defines what is to be included in the system, and
what is to be excluded. It sets the limits of the part of the world which has to be structured.
Outside the boundary lie the environment and the context. The system is included in an
environment, which in turn is part of a context. The environment can act upon the system,
and the system has some effect on the environment. The context denotes the set of
conditions and assumptions within which system and environment exist (Bouthonnier and
Levis, 1982) (Fig. 2.1). Drawing the boundaries of the system may mean to isolate it, but
certainly not to ignore what lies beyond. The environment is also modeled in the sense that
the system has its own representation of it.

Context
¢ Environment w
System
N _ ),

Figure 2.1 System, Environment and Context.
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The interface between the system and the environment is composed of the sensors and
of the effectors. The sensors sense the environment and send information as inputs to the
system. Their dual parts, the effectors, achieve the responses that the system has selected for
the inputs it has processed, and in doing so, may modify the environment by transforming
these responses into real and tangible actions. There is in fact no precise distinction between
sensors and effectors, except when they are simple devices; but when they are themselves
complex subsystems such as aircraft or submarines they may be sensors or effectors
depending on the mission they have been assigned. The question of including the sensors
and the effectors inside the boundaries of the system is mission-dependent as well. This
issue is still debatable and must be considered in each particular case.

2.1.2 Decisionmaking Organizations

The organizations under consideration in this Thesis are restricted to the class of teams of
boundedly rational decisionmakers (DM's) (Boettcher and Levis, 1982). Each DM is well
trained and memoryless. He processes the information he receives with his algorithms which
are deterministic, i.e., their output is a deterministic function of their input.

A DM may possess a set of alternatives, i.e., a set of algorithms among which he
chooses one to process his input. In that case, he has knowledge, in a probabilistic sense, of
the decision ruling the choice among these algorithms. The probability distribution of that
choice is the DM's strategy; it can be conditioned on the input he processes. Each DM's
strategy is called an individual strategy.

The organization functions in a hostile environment where the tempo of operations is fast.
The DM's have therefore to perform under time pressure. Inputs or observations are
generated independently and repetitively, to which the DMO is supposed to respond in a
timely manner. Typical examples of such DMO's can be found in the C3 (Command,
Control, and Communications) area, such as a fire support system or an air defense
organization.

The organization is described with a set of parameters, which are independent
quantities specifying the system. For example, system parameters can be communication
delays between components, failure probabilities associated with the links or with the
elements of the organization, or characteristics of sensors and effectors.
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The DMO is performing a mission which is also specified by a set of parameters; these
parameters can be the tempo of operations, or the type of threats.

2.1.3 Measures of Performance

Measures of Performance (MOP's) are quantities which describe the system
properties. In the military environment, an attempt has been made (Rona, 1977) to develop a
unified conceptual framework for the evaluation of C3 systems; under the transformation of
these systems into a so-called canonical form, where sensors, decisionmaking units,
effectors and boundaries are clearly distinguished, a set of MOP's can be proposed, allowing
these systems to be compared, and eventually improved. This unification of the
interpretation of the basic concepts (as stated in sections 2.1.1 and 2.1.2) is indeed the basis
of the evaluation process for the DMO's.

The MOP's are functions of the system parameters and of the organizational strategy
adopted by the organization. If we denote by

(parj) j=1,..p the system parameters,
D the organizational strategy,

then m MOP's can be defined as
MOP; = (D, pary, ..., parp), fori=1,..,m.
Two MOP's will be considered in this Thesis, namely Accuracy and Timeliness.

Accuracy, denoted by J, is a measure of the degree to which the actual response of the
organization to a given input matches the ideal response for that same input.

If we denote by

X the alphabet of inputs x;: X = {Xy, X3, ..., Xp),

Y the alphabet of outputs yj: Y = {y1, ¥2...., o)

p(x;) the probability of occurence of the input x;, with Y’ p(xy) =1,
yd(x;) the ideal (or desired) response to x;,
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Yaj(X), J = 1,....q, the response that the DMO actually produces,
C(yg» Ya) the cost of the discrepancy between the ideal and the actual
responses,

then a measure of Accuracy of the DMO is:

1= ) px) 2 CO D 7,5 - PO %) 1%). @1
i=1 j=1

J is therefore the expected value of the Accuracy measure, and its expression as stated

above will be retained in the sequel.

Timeliness, denoted as T, is the ability to respond to the input with a time delay Ty
which is within the allotted time [Tpyin, Tmax]> called the window of opportunity.

If we denote by

Tq4(x;) the average processing delay of x;,
1, the characteristic function on the set £,

then a measure of Timeliness of the DMO is:

T=D, 00 I x T)) | .2)

i=1

The underlying assumption here is that the window of opportunity is independent of the
input x;. In fact, for practical reasons, the expected value of the processing delay will be
chosen instead, as a measure of Timeliness, in the sequel:
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T= Z p(xi) .Td(xi). 2.3)

i=1
2.1.4. Measures of Effectiveness

The allowable values of the system parameters are defined as a set P in the parameter
space Qp. The allowable organizational strategies are defined the same way as a set S in the
strategy space (. Consequently, when ({p;}, D) varies over its allowable range,
x = (T, J) describes a locus in the MOP space Qpnop called the system locus L.
Symmetrically, and independently, the mission requirements are translated in terms of
requirements on the MOP's, generating the mission locus L. The comparison of Lg and L,
leads to Measures of Effectiveness (MOE's).

The parameters are usually held constant. The system locus is therefore parametrized by
- the strategies (Fig. 2.2). Since a given point in Lg can be reached for more than one
organizational strategy, the values of the MOP's are not equally probable. A probability
distribution f on L has to be defined in the MOP space, as

f: Ly - [0,1]
x = {x), where x = (T, J).

We recall the following elementary notation:

f: Q — Q', an application from Q to Q.

L(), the set of subsets of Q.

VAe L(Q), f(A)={ye Q'IVxe A, f(x) = y}.
VBe L(Q), f1B)={xe QI f(x) € B}.

V(A), the volume of A subset of Q: V(A) = j Q 1 dr,
where dt is the elementary volume in the set Q.

Then the application f: Ly — [0,1] defined above is characterized by the following
property:
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V(E (A))

VAe L(Ls), f(A) = - 2.4)
V(F' (L)
The MOE which will be used throughout this Thesis is defined as follows:
E- | foa @5

LnNL
s m

In the example of Fig. 2.2, a given organizational strategy is described by a pair (uy, up)
in [0, 1] x [0, 1], which constitutes the strategy space . The function

w: (uy, up) — x(uy, up), where x(uy, up) = (T(uy, uz), J(uy, uy)),

realizes a mapping from the strategy space to the system locus in the MOP space. In this
example, Tpyin has been set equal to 0, for convenience.

The methodology developed above can be applied then for the explicit computation of the
MOE E (egs. 2.4 and 2.5). For a given mission described in terms of a Timeliness
requirement T° and an Accuracy requirement J°, E is computed by evaluating the volume of
the strategy space which is mapped into the part of the system locus which meets these
requirements, i.e., LqNLy,.

The mathematical expression yielding E is therefore:

E(°,T) = J £5) - T oy o™ 9% | 2.6)

pvop

which gives the following when the integration is done in the strategy space:
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J 1
low (L,AL)
EQe,T)= = . Q2.7)

J du
QSl

E defines the degree of coverage of the mission requirements by the system capabilities.
E does not discriminate between two system loci having the same intersection with L, (and
same probability distribution of this intersection), but different shapes outside Ly, (Fig. 2.3).
This inconvenience is overcome when the variations of E are investigated when the mission
requirements (T < T°, J < J°) vary. What is obtained then is a three-dimensional locus
(T°, J°, E(T", J°)) called the diagram of consistency of the organization. This type of

diagram serves as an ultimate tool to evaluate the different organizations which are
considered.

N
v

(o)
—
[u—y
o

u 0 T
T >

Strategy Space System and Mission Loci

Figure 2.2 System and Mission Loci (for Jipi, = 0 and Tryj = 0).
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DMO#1 DMO#2

Figure 2.3 Two different System Loci but with identical Ly N L.

2.2 VARIABLE STRUCTURE ORGANIZATIONS

2.2.1 Definitions

A variable structure decisionmaking organization (VDMO) is a DMO for which
the topology of interactions between the components can vary. Symmetrically, a DMO

which has a constant pattern of interactions between its components, i.e., a fixed structure, is
called a FDMO.

The relationships which tie the components together have been defined (in section 2.1.1)
as being of three different levels: physical arrangements, links between components, and
protocols ruling the arrangements of these links. The architecture of the organization allows
simply the topology of interactions to vary. The way it does vary is implemented in the
protocols themselves, but no matter what structure of interactions is chosen, it is still the
same organization.

The rules setting the interactions can be of any kind. We distinguish three types of

variability, each corresponding to characteristic properties that a VDMO may exhibit. These
properties are dealt with separately in the present section, so that the concept appear clearly.
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However, a VDMO may very well have these properties (to some extent) together and
simultaneously.

* Type 1 variability: The VDMO adapts its structure of interactions to the input it
processes. Admittedly, some patterns of interactions may be more suitable for the
processing of a given input than others. A VDMO which sets its structure of interactions
to the one which fits the best for each input is likely to achieve a higher performance.

* Type 2 variability: The VDMO adapts its structure of interactions to the
environment. The MOP's and the locus which have been obtained depend strongly on
the characteristics of the environment as perceived by the organization. In particular, for
an air defense organization, the type of threats, and their probabilities of occurence have
been set to specific values. Now, if the probability distribution of the occurence of the
inputs is modified, then the MOP's and the system locus change, and the organization
(with the interactions set as before the changes in the environment) may not meet the
mission requirements anymore. Other types of interactions may fit better. A VDMO
which can adapt to changes in the environment may then have better performance over
the possible changes.

* Type 3 variability: The VDMO adapts its structure of interactions to the
system's parameters. The performance of a system degrades strongly when
individual components are affected by physical destruction of nodes or sensors, or
electronic interference such as jamming of communications. For example, the removal
of a link in a DMO with a fixed structure may very well mean that deadlock will occur in
the flow of information within the DMO. The organization has ceased to function. A
VDMO which is able to adopt a pattern of interactions between the components which
remain, after changes in the system parameters, can still have a non-empty system locus.
The possibility of adapting the interactions to these kinds of changes works both ways.
In other words, the performance can also degrade when a resource or a link is added to
the organization, for instance in leading to longer delays or decrease of Accuracy
through inconsistency of information.

These three different types of variability can be related to the properties of Flexibility

and Reconfigurability, and to Survivability. Survivability is a goal, or a requirement
set by the designer of the organization. A DMO is survivable when it can still perform its
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missions, under some wide range of changes either in the environment, or in the
characteristics of the organization, or in the mission itself. The way to evaluate quantitatively
Survivability is outside the scope of the present Thesis. Nevertheless, the requirement that a
DMO be survivable can show in the extent to which it is flexible, and in the extent to which
it is reconfigurable. Flexibility means that the DMO may adapt to the tasks it has to process,
or to their relative frequency. Reconfigurability means that it can adapt to changes in its
resources or in its mission(s). Both properties overlap, and their quantitative evaluation
clearly falls outside the scope of this work. We will now adopt the framework of the three
kinds of variability and investigate the ways to evaluate the extent to which they lead to an
improvement of the effectiveness of the DMO, or the extent to which they do not.

2.2.2 DMO's with Type 1 Variability

Recall that a type 1 variable DMO is a VDMO which adapts its interactions, and hence its
functionality, to the input it is processing. The set of inputs X is partitioned in classes
(Xpi=1,...r » €ach of which corresponds to a specific pattern of interactions, called Int#.
Int#i is associated with FDMO#i. The partition of X has the usual properties of a partition,
which are stated as follows:

T
X = X

i=1
V@i j)e {L..t}x{l..1r}, G=)) = XNX;= ).

Let us assume that the set of inputs that the organization has to process is already
partitioned before its processing, for example by a preprocessor. Each input x; has attached a
parameter which indicates which pattern of interactions is required for its processing. x;
becomes (x;, Int(x;)), where Int(x;) is an integer in {1,...,r}. In that case, there is a one to
one mapping between the set of classes of inputs Q¢ = {Xj...., X;}, and the set of possible
interactions Q;p, = {Int#1,..., Int#r}. In other words, since Int(x) has a constant value
when x describes X;, the function Int can be also considered as an application from £ to
Qi - The assumption taken simply means that the function Int is bijective.

The FDMO#i's and the corresponding VDMO are all candidates to achieve a mission
defined in the MOP space by its mission locus. Their system loci are first computed and
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depicted in the MOP space (Fig. 2.4). Then the diagram of consistency for each design
candidate is constructed. These diagrams allow to evaluate the extent to which each
organization fulfills the requirements of its mission, over the possible ranges of these
requirements. Finally, for each set of mission requirements, the candidate with the highest
effectiveness is selected. Each candidate has therefore associated a range of mission
requirements, i.e., a subset of the MOP space, in which it is the most effective design of all
the considered candidates. The representation of this partition of the MOP space gives then a
convenient tool to select the most effective organization for any set of mission requirements.

] 4 LR §
L
S
J° J°
L
m
0 T 0 T
0 ™ v 0 T >
FDMO's (1 and 2) VDMO

Figure 2.4 Loci for FDMO's and VDMO.

2.2.3 DMO's with Type 2 Variability

As stated in section 2.2.1, a type 2 variable DMO is a VDMO which adapts its structure
of interactions to the environment. The changes in the environment are limited here to
changes in the probability distribution of occurence of the inputs (i.e., p(x;), for x; € X).
We take as an assumption that the DMO has a way to perceive these changes in the
environment, which happen on a much larger time scale than the inter-arrival times of the
inputs.

The system locus and, as a result, the effectiveness of the DMO are function of this
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probability distribution (p(x;)). For a given mission, when (p(x;)) varies over its possible
range, the effectiveness E of the DMO changes. If we denote by .,y the set of possible
modeled environments, i.e., the set of the n-dimensional vector of probabilities:

p = (P(Xp)i=1,...n’

and Q. the subset of Qep, encompassing the environments which are actually considered,
then the effectiveness E; of a DMO in a changing environment is defined as the minimum
effectiveness of the organization over the possible changes of environment. In formal
language, it can be writen as:

E = Inf E(p) 2.8)

pe Qfeas

where E(p) is the effectiveness of the DMO for an environment characterized by its
probability distribution p .

Consider now a set of r DMO's, labelled (DMO#i);—; . We define the upper bound of
the effectiveness ESUP(p) as the maximum of the effectiveness E;(p) which can be realized by
all of the r organizations in the accomplishment of the same mission, for a given p. In other
words, this maximum effectiveness ESUP(p) is the following:

E™(p)=Sup E(p) 2.9)

where E;(p) is the effectiveness of DMO#i in the environment p. Since the number r of
DMO's is finite, for any environment p, ESUP(p) is actually reached by at least one DMO. If
it is reached by several DMO's from the set (DMO#i);_; _ r, then by convention only the
DMO with the lowest index is retained. This index is noted i(p). We select therefore for
every environment p the organization DMO#i(p) which has the highest effectiveness:

E"¥(p) = E;,,,(P) (2.10)

This definition partitions Qepy in subsets (Qepy ;)i=1,..r» €ach corresponding to a specific
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DMO. The intersection of any two Qg j is the empty set, and the DMO which corresponds
t0 Qepy j is DMO#i(p). In other words:

V4, j)e (Lo, rx{l.,1}, (2] = (Qenvi N Lenv,j= D)
Vpe Qey, Vie (1,1}, (P € Qepvyp) & (p) =1).
Some subsets ¢,y ; may of course be empty.

Consider now a VDMO which would adopt the pattern of interaction of DMO#i whenever
the environment p lies within Qgny ;. This VDMO would be of Type 2, and its global
effectiveness in a changing environment could then be defined as the minimum of its local
effectiveness (i.e., its effectiveness for each environment p) when p describes ey

E(VDMO) = Inf E "(p) = Inf Sup E(p) (2.11)
i=1,..,1

PE Q. PEQeny e

Clearly enough, no other DMO has a higher global effectiveness than the VDMO which
has been so defined and constructed.

If the alphabet of inputs is too large, the selection process described above may very well
be intractable. In that case, the alphabet of inputs X is partitioned in R classes (Xj)i=1,.. R
The probability of occurence of a class Xj is simply the sum of the probability of occurence
of the elements of X;. This probability is denoted by p(X;). The approach described above
is then carried out for changes in (p(Xj)), instead of in (p(x;)). The results which it provides
can be illustrated in a very convenient way for R =2 and for R = 3.

Partitioning of X in two classes

When R = 2, only two classes of inputs make the partition of X, namely X; and X.
Changes in the environment are then modeled as changes in (pj, pp), where p1+py = 1. The
set of possible DMO's is, say, (DMO#1, DMO#2, DMO#3), generically called DMO#i. The
System Locus, and as a result the Effectiveness of each of these organizations depend on the
environment in which it functions (Fig. 2.5). The function E(py) is then plotted (Fig. 2.6),
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which allows to select the organization with the highest effectiveness for any value of pq,
i.e., for any value of the parameters (p;, pp) describing the environment.

pl=a pl=b pl=c

Figure 2.5 Loci for changing environments.

E (VDMO)
¢ DMO3

a b |

» p

Figure 2.6 Comparative Effectiveness.
_Then, assuming that it has a way to perceive these changés in the environment, a variable

DMO, adapting to any environment p the pattern of interactions of the DMO#i which is the
most effective, would be type 2 variable.
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In this example, the most effective DMO's are the following:
0<p1 <o :DMO#I. o <p1 <P : DMO#2. B <p1<1:DMO#3.

Partitioning of X in three classes

When R = 3, i.e., when the set of inputs X has been partitioned in three classes X, X»,
and X3, then the environment has its changes modeled by the values taken by the triplet
p = (P1, P2, P3)» With py + pa + p3 = L.

The effectiveness E of the different DMO's is then evaluated, for every possible
environment p. The design with the highest Effectiveness is then selected, as a function of p.

A convenient way to represent the results of this analysis is to use the barycentric

coordinates of a point inside a triangle. A given environment p is represented in a
3-dimensional space by a point M of coordinates (py, P2, P3)- Since p; + py + p3 =1, the
locus of M is a triangle (A, B, C) (Fig. 2.7). The triangle (A, B, C) can be represented in a
2-dimensional space, in which the environment p is represented by a point M of barycentric
coordinates (p1, Py, P3) inside the triangle.

Figure 2.7 Comparative Effectiveness.
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The triangle represents the set of possible environments Q.. The selection of the most
effective design leads to the definition of the zones g, ; within the triangle €. In other
words, for any environment p in Q¢ ;, the candidate DMO#i is the most effective among the
candidates functioning in that environment.

Then a variable DMO, which for any environment p = (p;, p, p3) adopts the pattern of
interactions of DMO#i if p € Qg ;, Would be type 2 variable.

2.2.4 DMO's with Type 3 Variability

Recall that a type 3 variable DMO is a VDMO which adapts the structure of its
interactions to changes in the system parameters. Many of these parameters may be actually
required to describe the decisionmaking process, and it seems unrealistic indeed to investigate
the impact of each of them on the Effectiveness of a given DMO. There is a need therefore to
identify some generic parameter types for which a tool for assessing the impact on the
Effectiveness of the organization has to be developed.

Two main types of parameters are selected:

- those that describe the characteristics of the communications between the DM's, or
between the DM's and the environment, or between the DM's and the decision-aids
that they may use in their processing of the task

- and those that characteristize the components of the organization, such as the sensors
and effectors, the decision-aids, the decisionmakers themselves, or any other
resource used by the organization.

Characteristics of the communications

Two groups of characteristics (or attributes) can be defined, one addressing the time
delay induced by the communications, and the others addressing the reliability of the
information they carry (Bouthonnier, 1982).

The time delays of the communication links can be critical for the Timeliness of the DMO.
They can be affected by the environment, or by the limited capacity of the links.
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The delay to transmit a message can be modeled by associating a transmission time to any
communication link and multiplying it by a factor k defined as the following:

k=1/(1-a)

where o is the degree of jamming (Andreadakis and Levis, 1987). The degree of jamming
varies between 0 and 1. When « is equal to 0, there is no jamming in the communication
links. When o is equal to 0.5, for example, there is a twofold increase in the communication
delay. When « is equal to 1, no message can be transmitted through the corresponding link.
When a particular link is too jammed, the organization may achieve higher Effectiveness by
reconfiguring and performing with a pattern of interactions where the use of that link is
minimized.

The same remarks apply to the reliability of the links. It can be affected by the
environment (aging, weather) or by the enemy through his electronic warfare capability. If a
given link gives unreliable information, the organization may have a higher Effectiveness by
changing the pattern of its interactions.

Consider a set of DMO's (DMO#i);—1 __ ;, achieving the same mission. We select a set
Q.om of communication attributes which are considered to affect the Effectiveness of the
organization the most, or the most likely to vary. The current element of Qg ,, is denoted as
g. As in section 2.2.3, the maximum effectiveness ESUP(q) is defined as the upper bound of
the Effectiveness which can be realized by all the r DMO's for a given set q of attributes of
the communication links. Qcqn, is partitioned in subsets Qc,m ; which correspond to ranges
of the communication attributes for which DMO#i achieve the highest Effectiveness.

A variable DMO which adopts the pattern of interactions of DMO#i when q is in Qo ; is
type 3 variable, and its global effectiveness can be evaluated as the minimum of ESUP(q) when
q describes the set Q o, of allowable attributes.

Characteristics of the components

We consider in this section the attributes which describe the type of resources used by the
organization, and in particular the decisionmakers themselves. A decisionmaker can be
associated with a set of attributes that determine his identity as far as the model of the
organization is concerned. In other words, two DM's with the same attributes could be
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interchangable. The same argument holds for the characteristics of the resources used by the
organization. The impact of variations of these attributes on the Effectiveness of an
organization can be treated in the same manner as in the previous section.

Now the removal of a resource (or of a decisionmaker) from the organization is not
gradual, as the variations of the attributes already described. The same methodology
(partition of set of allowable values for the attributes) is not appropriate in that case, but
these changes are still included in type 3 variability.

In the two last sections, a methodology for the evaluation of the effectiveness of variable
DMO's has been addressed. The issue of when changes in the environment or changes in the
system parameters occur, however, has not been addressed. We assume that the
organization can determine such changes, and then trigger the reconfiguration of its
interactions. What is of interest here is only the evaluation of such variable DMO's.
However, before being evaluated, they need to be modeled; the mathematical tools used to
model them are developed in the next two chapters.
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CHAPTER III

PREDICATE TRANSITION NETS

Petri Nets are a very convenient tool to model and analyse concurrent and asynchronous
processes. Since the information processing in a DMO exhibits these properties, Petri Nets
have been used for their modeling (Tabak and Levis, 1985). They can show explicitly the
structure of interactions between DM's, and allow their study at different levels of
aggregation. This chapter reviews the basic definitions of the Petri Net formalism. More
introductory material can be found in Peterson (1981), Brams (1983) and Reisig (1985).
The Ordinary Petri Net formalism, however, is unable to treat large nets in a simple way, nor
can it represent nets with changing structure. Its grammar has to be extended. One possible
extension is the Predicate Transition Net formalism (PrTN). Since this formalism has been
presented and developed in the literature under several different forms, all with the same
basic ideas, we have chosen a particular approach called High Level Petri Nets (Genrich and
Lautenbach, 1981), which seems the most intuitive. This chapter provides an introduction to
these nets, but the motivation for their use in the modeling of variable DMO's (VDMO's) will
appear in chapter V. Introductory material on the general theory of Pr'TN's can be found in
Brams (1983).

3.1 PETRINET REVIEW
3.1.1 Basic Definitions

Petri Net
A Petri Net is a bipartite directed graph represented by PN = (P, T, I, O), where:

P = {py» P2,---» P} is a finite set of n places.
T = {ty, t,..., t,} is a finite set of m transitions.
I is a mapping from PxT to {0, 1}, corresponding to the set of directed arcs

from places to transitions. I(p, t) = 1 means that the place p is connected to the
transition t, in the sense that there exists a directed connector from p to t.
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O is a mapping from TxP to {0, 1} corresponding to the set of directed arcs
from transitions to places. O(t, p) = 1 means that place p is an output place of
transition t.

An example of a Petri Net is shown in Fig. 3.1.

P '
t
P3 J}iﬁ \: p 4
Figure 3.1 Petri Net PN1
In the case of PN1, we have:

P = {p1, P2, P3, P4}
T = {ty, to, t3},

and :

I(p1, tp) =1 I(pp, t1) =0 I(p3, 1)) =0 I(pg> t1) =0
I(p1, 1) =0 I(p, i) =1 I(p3, 1) =0 I(ps, 1) =0
I(py, 3) =0 I(py, t3) =0 I(p3, t3) =1 I(ps, 13) =0
O(t;, p1) =0 O(t2, p1) =0 O3, p1) =1
O(ty, p2) =1 O(ty, p2) =0 O(t3,p2) =0
Oy, p3) =1 O(t2, p3) =0 O(t3, p3) =0
O(t1,p4) =0 O(tz, po) =1 O(t3,pa) =1
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A Node is either a place or a transition.

A Petri Net is Ordinary when the mappings I and O take their values in {0, 1}. All the
Petri Nets we consider in this Thesis are Ordinary.

A Petri Net is Pure if and only if it has no self loop, i.e., no place can be both an input
and an output of the same transition. PN1 is pure.

We will denote throughout this Thesis the set of integers by Z, and the set of
non-negative integers by N.

Marking

A Marking of a Petri Net PN is a mapping M from P to N which assigns a non-negative
number of tokens to each place of the net. M is represented as a (nx1)-vector of non-negative
integers.

In the example of Fig. 3.1, since none of the places of PN1 contains any token, the
marking of PN1 is :

S O O O

Firing

A transition t of a Petri Net PN is enabled for a marking M if and only if for each place
of the net, we have:  M(p) = I(p, t). In other words, each input place of t must contain at
least one token.

When a transition t is enabled, it can fire, removing one token from each of its input

places, and adding one in each of its output places. The new marking M' reached after the
firing of t is defined as follows:
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Vpe P, M'(p) = M(p) + O(t, p) - I(p, 1) (3.1)

Reachability set
The sequential firing of transitions t;q, tjp, ..., t;s is denoted:

Gg = tig - ti(s-l) NN T

The set of all the firing sequences which are feasible in PN, with M0 as an original
marking, is called T*(MY%). When a transition t is involved in a firing sequence o, it is
denoted as:

t € O.

The marking M of the net after the firing of a sequence G from the original marking MO is
equal to M = 6(M9). Then, given a Petri Net PN with an initial marking MO, we call
reachability set of MO the set of all possible markings of PN reachable from MO by some
sequence © of allowable firings of transitions:

RMDO) = (M 13 6 e T*(M0), c(MO0) = M}. (3.2)
If the initial marking of PN1 is: M9 = (0, 1, 0, 0)T, then the reachability set of MO is:
RMDO) = {MO, M1}, where M! = (0, 0, 0, 1)T.
3.1.2 Linear Algebra Results
Incidence matrix

The structure of a pure ordinary Petri Net can be represented by an integer matrix C,
called the incidence matrix, whose elements C;; are:

Cij=0(t, p) - I(pyp 1), for 1<i<n, 1<j<m. (3.3)

Cij can therefore only take the values O, 1, and -1.

We call C* and C- the following integer matrices: C+ = (C*yj) = (O(t;,py)), and
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C- = (Cy) = AUpity)-
The relation between C, Ct, and C- is then obviously: C=Ct-C-.

The incidence matrix of PN1 is indicated as follows.

-1 0 1]
1 -1 0
C(PN1) =
(PN1) 1 0 -1
0 1 1
Firing a transition

The new marking M' reached from M after the firing of a transition t; enabled by M is:
M'=M+C N; (3.4)
where N; is the (mx1)-firing vector (5jk)k=1,..., mand &, the Kronecker symbol.

In the example of PN1, with MO = (0, 1, 0, 0)T, if we consider the firing vector
N; = (0, 1, 0)T, then we have:

0] [-1 0 1 [0
1 w1 [0]
1 . 1 1 -1 0 0
M =M +C(PN1).N, = + 1 =
+CEND Ny =) 1 0 -1 0
0
0] [0 1 1] 1]

S- invariants
A S-invariant is a n-dimensional non-negative integer vector X of the null-space of CT,
i.e., such that :

CT X=0.
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Support

The set of places whose corresponding components in X are strictly positive is the
support of the invariant, noted <X>. The support of an invariant is minimal if it does not
contain the support of any other invariant but itself and the empty set.

S- components

The S-component associated with an S-invariant X is the subnet of PN whose places
are the places of X and whose transitions are the input and output transitions of the places of
X.

Theorem
X is a S-invariant of PN iff for any initial marking MO and for any marking M reachable
from MO, we have:
X'M = X' MO (3.5)
The proof is straightforward, when Eq. (3.4) is invoked.

3.1.3 Properties of Petri Nets

Two properties that Petri Nets can have and which will be relevant in the further
development of this Thesis are Boundedness and Liveness.

Boundedness

A marking MO is bounded if and only if there exists an integer k which bounds the
number of tokens of any place of the net for any marking in the reachability set of MO, or, in
other words, if:

Jdke N,VMe RMY),Vpe P, M(p)<k. (3.6)
A Petri Net is structurally bounded iff it is bounded for any initial marking MO,

PN1 is not bounded since for: M0 = (1, 0, 0, 0)T, the number of tokens in P4 can be
arbitrarily high.



Liveness
A marking M0 is live (or deadlock free) if and only if for any marking M in the
reachability set of MO, there is at least one transition t which is enabled:

VMe RMO),3te T,3ce T*(M), te . (3.7)

A Petri Net is structurally live iff it is live for any initial marking MO.

PN1 is live for MO = (1, 0, 0, 0)T, but is not live for M0 = (0, 1, 0, 0)T.
3.1.4 Petri Nets with Switches

The grammar of ordinary Petri Nets has been extended to take into account the possibility
of alternatives in the firing of a transition (Levis, 1984). A new kind of transition is defined,
called a switch. A switch is a node of the Petri Net which can only be connected to places,
which is enabled whenever there is at least a token is each of its input places, and when it
fires, puts a token in only one of its output places. The output places of the switch are called

the branches of the switch.

For example, the switch s; in the Petri Net PN2 (Fig. 3.2) has two branches p; and p,.

Figure 3.2 Petri Net with switch, PN2.
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The decision rules which determine the branch of the switch which is activated in the
firing process can be virtually anything. They can be deterministic functions of the input of
the switch, or stochastic, i.e., defined as a probability distribution over the set of branches of
the switch. They can also be dependent on the state of the entire net.

Petri Nets with switches are represented analytically by an incidence matrix which is
(nx(m+s)) dimensional, where n is the number of places in the net, m, the number of

transitions, and s, the number of switches.

The Petri Net with switch PN2 (Fig. 3.2) has then the following incidence matrix:

0o 0 1 - P,
1 0 0 1 P,
CPND= 19 1 0 1 p
2
1 1 1 0| p,
Loy oS

The incidence matrix accounts only for the topological structure of the net. It does not tell
anything about the nature of the decision rules of the switches.

3.2 PREDICATE TRANSITION NETS: PRIMITIVES

As stated in the introduction of this chapter, we shall call Predicate Transition Nets
(Pr'TN's) the formalism introduced by its original authors (Genrich and Lautenbach, 1981)
under the name of High Level Petri Nets. The formalism developed in the present
Thesis is slightly different from the one of High Level Petri Nets, as described in the
literature. Some specific features, such as the meaning of the connectors, have been added to
suit better the systems these nets will be used to model.

In PrTN's, the tokens have an identity: they are objects of more generic classes called
variables. They are thus individual tokens, and as such, are the arguments of Predicates,
which are associated with places, and of the formulas, which are associated with transitions.
The transitions fire according to their built-in formulas.
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These nets have a fixed part and a variable part, which are represented separately. The
fixed part is an ordinary relational structure, comparable to that of Ordinary Petri Nets. It is
called the support of the net. The variable part consists of the annotations of the net. The
variable relations between individual tokens appear at the places of the net: they are
Predicates, or relation symbols. The variable functions, according to which the individual
tokens operate, appear at the transitions of the net: the transitions have attached an operator
(or formula), or function symbol. Relation and function symbols are formally described in
terms of the language of first order predicate logic. This section, however, will not enter in
much detail into the formalism, but will describe the relevant concepts at their intuitive level.

PrTN's are then very convenient for the treatment of processes which involve tokens
with an identity, distinguish among them, and establish variable relations between them.

3.2.1 Tokens

Definition

Each token may have an identity. If it is the case, it is called individual token. The
set of individual tokens of the net is partitioned in classes called variables. A given variable
can also receive different names.

Example
For example, we define the variable x as a variable which can take the identities a, b, or
c. In other words, the allowable alphabet of the variable x is the set x:

x ={a, b, c}.

The variable x can only take one of these three distinct identities. If a, b, and c are
themselves variables, then there would exist some instances in which they could have the
same identities. However, as far as x is concerned, they are distinct individual tokens, and
are treated that way. Though x has been defined as being allowed to take its identities only
from the set {a, b, ¢}, more than one instance of a given individual token can coexist in the
net, or even at the same place in the net.

The variable x can also be called y, or z:
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x=y=z={ab,c}

Unary and n-ary variables

Variables like x are called unary. They are variables which consist of only one
component. Unary variables can be aggregated in n-ary variables which are then
represented as follows:

x=y=z={a,b,c}.

u={a, B, 7, 8)}.

<x.u> = {<a, 0>, <a,pf>, <b,y>, <c,0>}.
<x.y> = {<a,b>, <a,a>, <a,c>}.

<x,u> is a 2-ary (or binary) variable made up with the unary variables x and u. Although
x and u have had their respective identities defined as elements of sets, the identities that
<x,u> can actually take are restricted to the indicated set. Finally, x can be aggregated with
itself, in which case two different names for x have to be used.

Note that had the alphabet of <x,u> been restricted to {<a,a>, <b,b>, <c,c>}, <x,x>
would have been an acceptable notation. Note also that <x,u> # <u,x>.

The reason why tokens can be aggregated together according to some predefined rules is
that a means is provided for relating individual tokens and for making them move together
within the net in the firing process. Then tokens of different kinds can stay in the same
place, and be the arguments of the same predicate. (see section 3.2.2, Places).

The tokens which have no identity, i.e., are indistinguishable, are labeled ¢ (for "no
color"). Such tokens are considered as elements of a 0-ary variable.

3.2.2 Places

Definition

A place p of a Pr'TN is associated with a n-ary variable x. It may also be associated with
a Predicate H, which in that case is n-ary as well. The predicate H(x) is a proposition with
changing truth value whose arguments are the components of the variable x. A place p can
only host individual tokens of the same variable x attached to p.
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For example, a place p allowing tokens of variable <x,u> is associated with a predicate
H(x, u). This Predicate is a relation symbol, which states a property that individual tokens
of variables x and u have when they stand together at that particular place. If p contains only
one individual token <a, a>, then H(a, o) is true, but H(x, u) is false for any <x,u> such
that (x # a) and (t # o). If p contains two tokens, namely <a,o> and <a,B>, then H(x, u)
is true for each of these two identities of <x,u>, and only for them.

Example

An example of what the predicates can be is the following. Assume that in the formalism
of modeling the decision process in a DMO with a Petri Net, the tokens have an identity: they
are elements of the alphabet x. If the information process is modeled by a Petri Net
(Fig. 3.3) whose two transitions are respectively labeled as the Situation Assessment stage
and the Response Selection stage, then its three places, which can all carry tokens of variable
X, are associated with the following predicates:

t t
P 1 P 2 b5
(SA) (RS)
Figure 3.3 Predicates in PrTN
Py : Hj(x) = 'The input x is ready to be processed in the SA stage'.
P2 : Hy(x) = 'The input x is ready to be processed in the RS stage'.

p3: H3(x) = "The input x has been processed completely'.

If p; contains a token a, then Hj (a) is true: the input represented by the token a is ready to
be processed by an algorithm in the SA stage.

Places supporting indistinguishable tokens ¢ are just like usual places in an ordinary Petri

Net (Fig. 3.4). For completeness, these places are associated with 0-ary predicate; a 0-ary
predicate H in a place p has no argument like a variable. H is true whenever there is at least
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one token ¢ in p.

Places need not be associated with any predicate at all. The predicates translate the
relations between tokens in terms of what these tokens represent and of what the net is
modeling. When the structure and behavior of the net are the only concerns, they can be left
aside in the analysis of the net.

Marking
The marking of a Pr'TN with n places and m transitions is a n-dimensional vector whose

components are the formal sum of the individual tokens present in the places.

For example, a place p of the net containing the individual tokens a and b would have the
following marking:

M(p)=a+b.

Formally, the Marking M(p) of a place is an application from x (i.e., the alphabet of
the variable x) to N, which associates to each element of the alphabet (i.e., each individual
token of x) a positive integer.

If x={a, b, c, d}, then the application M(p) is defined as follows:

M(p):x = N,suchthat: a—-1,b—>1,c—>0,d >0,

but M(p) is denoted, for convenience, as the symbolic sum M(p) =a + b. For completeness,
the marking of a place p which does not contain any token is denoted as being O:

M(p) =0.

The Marking of the net is then a n-dimensional vector whose components are the
M(p)'s:
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The Marking of a PrTN is therefore an application M from (x;)i=1, . n to N, such that:

Vie {1,.,n},V x e x4 M: x; > M(ppxy)-

OO

M(p) =2

M(p)=a M(pp)=2a+b M(p) = <a,b>

Figure 3.4 Places and Marking of Places.

3.2.3 Connectors

Definition

A connector is labeled with a formal sum of variables, which indicates the kind of tokens
it can carry. It can only support individual tokens of the same given variable.

With the examples of variables and individual tokens which have been defined in section
3.2.1, we have the following possibilities for a label:

nn

IIXH

||2x"

The connector carries only individual tokens a, and one at a time.

The connector can carry any individual token of variable x, one at a time.

The connector can carry two instances of variable x, i.e., two individual tokens
at a time provided that they have the same identity. For example, {a, a}, or

{b, b} are acceptable. It cannot carry only one individual token.

The connector can carry two individual tokens of x, one of which has to be a.
It cannot carry a alone.

The connector can carry two individual tokens of x without restriction on their
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identity whatsoever. For example, {a, a} or {a, b}.

"x+2y" The same as above, with three tokens, two being identical. For example,
{a, b, b}.

"g" Carries tokens without identity.
"x+¢", and "x+u", are not valid expressions.

The labels of the connectors have a formal definition. In order to state it, let us first
introduce some notation: '

x: the alphabet of the variable x; x is assumed to be finite.

A: an application from x to Z.

A ={ne NIl3Ix e x,n=Ax)}.

L*(x): the set of all the applications A from x to N.

conn: generic name for a connector from a node to another node.

An element A of L*(x) can also be represented with a symbolic sum (as for a Marking)
where the non-negative weighting coefficients are the A(x)'s (Eq. 3.8):

A= Z Mx) . x, (3.8)

X. € X
i

The label of a connector conn is a set L, of elements A of L*(x) such that any A in
Lconn Uses in its symbolic sum representation the same set of weighting coefficients.

The support of an element A of Ly, noted supp(A), is the set of individual tokens to
which it corresponds. Throughout the Thesis, the term label is either designating L, or its

aggregated symbolic sum representation (for instance x+y), if it exists.

Examples
A possible label for a connector is the following, where x={a, b, ¢, d}:
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A:x—>N,a—=1,b—>2,¢c—-0,d->0.

A can be expressed as the symbolic sum: A = a + 2b. It carries two instances of the
individual tokens b together with the individual token a:

a+2b
RN

The support of A is then {a, b, b}.

Let us consider the following connectors: A =a+ 2b,A'=2a+b,and A" =a + b. Since A
and A' use the same set of weighting coefficients {1, 2} in their symbolic representation,
they can be elements of the same set L.on,. However A" uses a different set of coefficients,
{1, 1}, and can not belong to the same L.ynn as A or A",

Now if A, Ay, A, Aq are the following applications:

Ayt x—>N,a—>1,b—>0,c—>0,d—0.
Ap: x—>N,a—>0,b—>1,c—0,d—>0.
Aet x>N,a—50,b>50,c—>1,d->0.
Ag: x>N,a—>0,b>50,c>0,d— 1.

then the set {A,, Ay, Ac, Ay} is the label of a connector which has an aggregated
representation, called x:

For completeness, the label of uncolored connectors is also defined within the same
formalism: L*(¢) =N. The label of such a connector is an element m of N (A = m or,
equivalently, A = m ¢).

A place p associated with a predicate whose n arguments are the components of a n-ary

variable x is related to its input and output transitions with connectors labeled by subsets of
L*(x). In the example (a) of Fig. 3.5, the place is of an ordinary Petri Net: the connectors
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are labeled ¢, and can only carry one uncolored token at a time. The label is an element of N,
namely 1, since ¢ has been matched to 1.

In example (b), the place is associated with a predicate whose argument is the variable x.
The input connector is labeled x: it can carry any individual token of variable x. If x =
{a, b, c,d}, as in the example above, then the input connector is labeled by the subset

{Aa Aps Mg, Mg} of L*(x). However, the output connector is labeled by the subset {A,} of
L*(x), since only the individual token a can leave the place through this connector.

LD@—“—D

(@) (b)

<a,b, @ <x,y>
» >

© @

Figure 3.5 Places and Connectors.

In example (c), the place is associated with a binary variable <x,y>. If a predicate is also
attached to the place, it is binary as well and its arguments are the components x and y of the
binary variable. The marking of the place is <a,b>; as depicted in Fig. 3.5, the input

connector can only carry individual tokens <a,b>. However, any kind of individual token of
the variable <x,y> can leave the place.

In example (d), the variable associated with the place is x. One input connector can only
carry individual tokens a, whereas the other labeled x can carry any individual token of
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variable x. The output connector labeled a+b carries only couples of individual tokens equal
to {a, b}. The connector labeled x+a supports couples of individual tokens of variable x,
one which has to be a. Finally, the connector labeled 2x+y carries 3-uples of individual
tokens, two of which are the same, for instance {a, a, b}. If the marking of the place is
{a, b}, these two tokens can leave the place either through the connector a+b or the one
labeled x+a.

Finally, in example (e), the place is associated with the variable x, and has two input
connectors labeled x. For instance, an individual token a can be added to the place through
one of them, and another token b can be added to the place through the other. These two
individual tokens can leave the place together through the output connector x+y, which
carries any couple of individual tokens of variable x.

3.2.4 Transitions

Definition

The transitions may have attached a logical formula, built from operations or relations
on the components of the variables and on the identities of the components of the individual
tokens which are involved in the labels of the input connectors. The formula has a truth
value which depends on the tokens present in the input places of the transition. When the
truth value is True, the transition is enabled.

Example
The transition t; shown in Fig. 3.6 has only one input connector, which is labeled x.
The logical formula attached to t; has therefore x and the identities that x can have as its
arguments. In the case of Fig. 3.6, the formula is the following:
t;: @ x e pp, x#a).
If there is no token in p,, or if there is a token a in py, then

t; = False.

If there is one token in p; different from a, then
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t; = True,
and the transition t; is enabled.
If there are several tokens in p; which are different from a, then there is a conflict in

knowing for which token the transition t; is enabled. This problem will be deferred until
section 4.2 on Conflict Resolution.

X
P
X
¢ Vv
1| x#a

Figure 3.6 Operator associated with a transition.

Operator

The formula indicated in the transition is only a part P of the actual operator, the part
which ignores the quantifiers. It has the form of P((A));), where the expression P((A;);) is a
logical statement whose arguments are the terms of the symbolic sum indicated in A;, element
of L*(x;). Its truth value depends on the A;'s. The whole logical formula is then restated
with the knowledge of the allowed variables and of the label of the input places of the
transition. Before developing the way this is done, a further definition is needed:

Let A and A' be two elements of L+(Q), which is the set of applications from a finite set
QtoN. Then A < A' (resp. A < A) if and only if we have:

Y we Q, AMw) £ A'(w). (resp. Mm) < A'(w)).

We denote by:
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t: a transition of the net.

P: the part of the operator associated with t which is indicated in it.
I(t): the number of input places of t.

p;: the input places of t, for i=1,..., I(t).

x;: the variables (argument) of the predicates Hj(x;) associated with p;.
conn(i): the connector from p; to t.

A: operator AND.

v: operator OR.

Then the complete logical formula is the following:

I(t)
(A @%ie Leomgy M € M) ) A PRy (3.9)

i=1

which says that each input place p; of t has a set supp(A;) of individual tokens, such that the
formula P be true.

This chapter has presented a review of the fundamental concepts of the Petri Net
formalism. Predicate Transition Nets have been introduced, and their primitives have been
described. This modeling tool was adapted from those found in the literature to suit the
problem of this Thesis, which is the modeling of VDMO's. The tokens of a Pr'TN can be
distinguished, and are the arguments of predicates associated with the places which host
them. These predicates have their meaning derived from the real system that the net models.
The transitions have attached a formula which allows the processes of the individual tokens
in the net to be different, depending on their identity. The next chapter will deal with more
advanced topics, and in particular with the way the transitions fire, and how the conflicts
which may arise during that firing process are solved.
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CHAPTER IV

PREDICATE TRANSITION NETS:
ADVANCED TOPICS

The development in the preceding section has introduced the primitives of Predicate
Transition Nets, namely the concepts of individual tokens and variables, places and
Predicates, connectors and Labels, transitions and Operators. In this chapter, these concepts
are extended to the study of the firing process: the way the individual tokens are removed
from or added to the places is developed; the conditions of enablement of a transition which
have already been established in section 3.2.4 are recalled; the rules which are used to solve
the conflicts during the firing process are then described. The representation of both the
structure and the behavior of the net using the linear algebra formalism is proposed. These
ideas can be applied to a very convenient modeling of the switches, as introduced in section
3.1.4, and to the folding of nets, which is a methodology leading to an aggregated
representation of large nets exhibiting some symmetry. These two applications will be
extensively used in the development of the Thesis. Finally, the concept of time in PrTN's is
introduced.

4.1 FIRING PROCESS

4.1.1 Definition

In PrTN's, transitions behave like rules of an inference net, i.e., their generic form is the
following:

if (Statement 1)
then
do (statement 2)

(Statementl) determines the conditions of enablement of the transition and has been
investigated in the previous chapter: it is the complete logical formula (3.9) associated with
the transition.
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Now (Statement 2) can be anything indeed: it can be justa simple removal and addition of
tokens, taking place in the input and output places of the transition, with no change of
identity. It can also do so while changing the identity of the tokens involved in that firing
process according to some arbitrary rules. At this point, it seems important to narrow the
scope and to consider only cases for which changes of identity of tokens are dictated by the
labels of the output connectors. In other words, the only statement which appears in a
transition is the part of the operator which corresponds to the left-hand side of the rule
described above (i.e., statement 1), without quantifiers (these latter can be deduced from the
labels of the input connectors). The right-hand side of the rule embodied in the transition is
not shown either (i.e., statement 2), since we make the assumption that it can be inferred
from the labels of the output connectors in the course of a matching process which is
described in this section.

Let us consider a transition t with a logical formula attached to it, with I(t) input places p;,
and O(t) output places p;. If the logical formula (i.e., the left-hand side of the rule) has a
truth value equal to True for some combination of A;,1 € {1,..., I(t)}, then t is enabled. We
suppose that all conflicts have been solved in this selection process (see section 4.2), and that
only one A is selected for each p;. The extension of the methodology to the case of several
connectors A; (i.e., several combinations of individual tokens) being selected simultaneously,
does not require new concepts or tools, only cumbersome notation. Then the individual
tokens corresponding to the support of the A;'s are removed from the input places whereas
other individual tokens are added to the output places of t, according to the labels of its output
connectors.

Let A and A' be two applications from Q to N, i.e., two elements of L*(Q). We define
the following operations on LH(Q):

VAAM e LQ2Z2Vowe Q, A+A)w) =An) +A'(0).
Vze N, (A0 =zA0).

If any two elements A and A' in L+(x) are such that: A <A’ (see section 3.2.4), then the
operation subtraction of A from A' can be defined as:
Voe Q, A'-A)(w) =A(m)-A(m).

The application A" = A' - A is also an element of L(x).
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When the transition t fires, the marking M of the net becomes M'. M'(p) is equal to M(p)
if and only if p is neither an input place, nor an output place of t. If p is an input place of t,
M'(p) is deduced from M(p) by the removal of the support of the connector (see section
3.2.3) which has been selected. For:

t, I(t), pj, X, conn(i), A;
as previously defined, we have:

Vie (1., 10}, M = My - A;. (4.1
We denote then by:

O(t) the number of output places of t.

p;j the output places of t, for j = 1,..., O(t).

Xj the variables (arguments) of the predicates H assomated with Pj» i.e., H; ( )
conn(j) the connectors from t to p;.

The components of the variables involved in the labels of the input connectors are then
matched to those of the output connectors conn(j). Their identities, which have been selected
in the enablement process, are transferred to the components of the output variables.

The information carried by the components of the individual tokens which are not
matched, and therefore not transferred, is lost. The transition t acts for them as a sink.
Conversely, the terms of the output variables which are not matched have their identities
generated as indicated in the label of the connector. In that case, t behaves like a source of
information.

The matching process allows to select an element 7\.]- in Leonngj), for any j = 1,..., O(D).

Then the corresponding individual tokens in supp(lj) are added to the output place p; of t
according to the following relation:

Vje {1.., O@®}, M(pp = M(py) + A;. (4.2)
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4.1.2 Examples

Some examples of transitions, places, and connectors are shown in Fig. 4.1.

]
t
1 X#a

(a) (b)

Figure 4.1 Firing Process: examples.

Example (a)

Py3

<x,y>

t3 y=X+1

p32 p33

©)

In example (a), the complete logical formula associated with t; is displayed as follows:

t;: @xe p1p) @ye pro) (y=2a) A (x#a)).

The initial marking MO of the net is such that: MO(p;;) = a + b, M0(p;,) = a, and

MO(p13) =0. We denote also by:

conn(1), the connector from py; to ty,
conn(2), the connector from pyy to ty,
conn(3), the connector from t; to p;3,
and x = {a, b, ¢, d}.
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The label of the connector conn(1) is the set {A,, Ap, A¢, A}, whose elements are the
following:

Ayt x-N, a—1, b0, c—0, d—0.
Ap: XN, a—0, b—1, c—=0, d—0.
Ac: x—N, a—0, b=0, c—1, d—0.
Ag: x©N, a—0, b—0, c—0, d—1.

The label of the connector conn(2) is the set {A,}.

P is defined as the following boolean operation:
Ve Lconn(l)’ VANe Lconn(Z)’ P(l, 7\.') = (A. # la)

In other words, P(A, L") is True whenever A is not equal to A,, regardless of what the
actual value of A' is.

The complete logical formula attached to t1 is given by Eq. (3.9), and if we denote by M
a generic marking of the net, it is the following:

3 A € Leonn(1)y M1 S MP11) A @ A € Leonn(2), A2 S M(P12)) A PRy, Ay)).
For the marking MO, the formula displayed above is True since we have:

A= 7"b’ 7"b € Lconn(l)’ and l’b =b < Mo(pll) =a+b.
A2 =2z A€ Leonn(a), and Ay =a < MO(p1p) = a.
P (A1, Ao) = P(Ay, Ay) = True, since b # a.

t; is therefore enabled, and can fire. The new marking M' of the input places py; and pqp
of t; is given by:

M'(p11) =M(i11) - M
=(a+b)-(b)
= a.
and
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M'(p12) =M(p1p) -2,
=a-a
=0.

Now since the output connector conn(3) is labeled ¢, all the information carried by
conn(1l) and conn(2) is lost. No matching and transferring of terms and variables is
achieved in that case. A token is generated by t; according to the label of conn(3), which is
¢. With the notation which has been adopted so far, the label A3 of the connector conn(3) is
A3 = 1. Then the new marking of py5 is:

M'(p13) =M(p13) + 25
=0+1

=1, since M(p;3) =0.

In summary, the transition t; is enabled for the marking M and the firing process changes
M into a new marking M’ as follows:

MPN)=(a+b,a, )T — M'(PN) = (b, 0, DT,
Example (b)

In example (b), a partial order relation (R) has to be defined on the set x. Recall that:
Xx={a,b,c,d}. R)is simply defined as being the lexicographic order. In other words,
(R) is the only partial order relation on x which satisfies the following:

a<b, b<c, c<d.

The complete logical formula associated with t, is then:

1 @xepy)@ye P2) (3 ze py) (x< y).

The logical statement which appears in ty involves two terms, x and y, and the partial
order relation (R). In the enabling process and for the initial marking considered in Fig. 4.1,

X is matched successively to a, and b, whereas y is matched to b, and z to c. The only
combination (x, y, z) for which the logical formula is True is: x = ainpy;,y=bin P22, and
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z = c in pp3. Although the variable z does not appear in the logical statement without
quantifiers, it does appear in the formula as a whole, precisely through these quantifiers: the
label of the input connector from ps3 to t; is precisely 2z. t; is then enabled.

When t, fires, a is removed from pj1, b is removed from pj,, and two instances of c,
from py3. x and y, with their respective values, are matched into the terms of <x,y>, the
label of the output connector. z is lost in the matching process. Finally, an individual token
<a,b> is added to py4. Some information has been lost in that process, and the variables x
and y have been aggregated.

Example (c)
In example (c), an operation needs to be defined on x: x = y =x + 1. In that particular
case, x + 1 is defined as follows:

b=a+1.
c=b+1.
d=c+1.
a=d+1.

The complete logical formula associated with t3 is then:

t3: (A <x,y>€ p3p) (y=x+1)

The transition t3 is then clearly enabled for <x,y> = <b,c>. Then the term x of <x,y> is
matched into an unary variable, and an individual token of variable x, namely b, is put in p3».
The term y does not appear in the labels of the output connectors, thus the information it
contains is lost. Whenever the transition fires, since the output connector allows only
individual tokens a, a token a is generated and added to p33. In that case, some information
has been lost, some has been generated, and the components of a binary variable <x, y> have
been taken apart.

4.2 CONFLICT RESOLUTION

The development of the preceding section and of the preceding chapter left aside the issue
of the resolution of conflicts, which is addressed here. This issue arises after the enablement
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process, and its aim is to derive from the set of possible combinations of tokens which enable
the transition, the subset of these combinations which will actually participate in the firing
process and will be removed from the input places.

Conflicts in Ordinary Petri Nets only happen when a place has two (or more) output
transitions. In that case, a token in that place enables each of these transitions, but only one
can fire. In PrTN's, however, conflicts can be found in two different areas:

- In the selection in a given input place of the set of tokens which will participate in the
firing process. Indeed, since the tokens are not indistinguishable any more, it matters
which individual token will actually participate in the firing process, when the same
transition is enabled for more than one possible token.

- In the selection of the transitions which will actually fire, if several of them are output
nodes of the same place, and enabled for the marking of their common input place.
This is the kind of conflict occuring in Ordinary Petri Nets.

The first type of conflicts arises in every firing of transitions of a Pr'TN, provided that
more than one token is present in their input places. The second type happens only when one
place has more than one output transition. In that case, however, the two types of conflicts
may arise simultaneously.

4.2.1 Token Selection

Ore input place

Let us first consider a transition t with only one input place p; (Fig. 4.2). The variable x
is the argument of the predicate associated with pj, and has still its set of values equal to
{a, b, c,d}. The operator in the transition t is named Op(x), without further explanation.
Assume that the marking M of the net is such that:

M(p,)=a+b+c+ d.

In that case, the enablement process first scans the set of possible combinations of tokens
in p1 (combination according to the label of the connector), and then determines a subset
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QenabM, py) of those for which t is enabled (i.e., Op(x) is true).

P t P
Oo——}—=0
Op(x)

Figure 4.2 Token selection: one input place.

The selection within that subset of the combination of tokens which will actually
participate in the firing process is then carried out by a rule R of conflict resolution,
determined by the designer. This rule R can be anything, and the designer of the net has full
freedom to implement any rule he can think of. Some examples follow:

* R =random: an individual token is selected at random in Q¢p,,p(M, py). It, and only
it, is removed in the firing of t.

* R = Sup: an order relation is defined on the set x and can then be extended to the
set of linear combinations of values of x. The rule R is then to select the maximal
element of Q.p.p(M, py).

* R = Sup,: this is a variant of the preceding relation, and selects at most the n first
elements of Qqn.,(M, py) as ordered by the order relation previously defined.

*

R =Inf: R selects the minimal element of Qgp,,(M, Pp).

The set of combinations of individual tokens which are selected by R is then given by the
transformation of Qgp,p(M, py) under R, leading to the set Qg..(M, p1) of combinations of
tokens which will actually be removed from the input place p; of t:

QfireM, p1) = R(QenaM, p1))- (4.3)
Several input places
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