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Abstract 
 

As more and more exoplanets are discovered, searching for biosignature gases is becoming 

one of the crucial ways to find extraterrestrial life. Biosignature gases are gases produced 

by living organisms that can accumulate to detectable levels in the atmosphere. Once 

detected, it can be attributed to signs of life on the planet. So far, only a few molecules have 

been studied as potential biosignature gases. A recent paper proposes that we should 

systematically evaluate All Small Molecules (ASM) as possible biosignature gases. This 

thesis summarizes my work in identifying and studying three new potential biosignature 

gases in terrestrial exoplanet atmospheres. In my research, I use various approaches, from 

simple Henry's law to our comprehensive photochemistry code and transmission spectra 

model, to study the biosignature potential of ammonia (NH3) and methanol (CH3OH). I also 

developed a simplified chloride steady-state chemical model to examine whether hydrogen 

chloride (HCl) is a good bioindicator in an H2-dominated atmosphere. First, we find that 

NH3 in a terrestrial planet's atmosphere is generally a good biosignature gas, primarily 

because terrestrial planets have no significant known abiotic NH3 source. NH3 can 

accumulate in the atmosphere only if life is a net source of NH3 and produces enough NH3 

to saturate the surface sinks. Second, we consider CH3OH a poor biosignature gas in 

terrestrial exoplanet atmospheres due to the enormous production flux required to reach its 

detection limit. Although CH3OH can theoretically accumulate on exoplanets with CO2- or 

N2-dominated atmospheres, such planets' small atmospheric scale height and weak 

atmosphere signals put them out of reach for near-term observations. Finally, albeit HCl has 

many advantages of being a potential bioindicator, we find it is not a suitable bioindicator 

because it cannot accumulate to detectable levels on an exoplanet with an H2-dominated 

atmosphere orbiting an M5V dwarf star. The extremely high water solubility of HCl means 

that wet deposition can efficiently remove it from the atmosphere, preventing HCl from 

accumulating to detectable levels in the atmosphere. Overall, my thesis aims to improve our 

understanding of biosignature gases and provide more diverse research methods and a more 

comprehensive framework for future work. 
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Chapter 1 
 

Introduction 
 

Ever since humanity learned to look up at the stars in the sky, people have wondered if we 

are alone in this universe. Is there life similar to ours on other planets? Are there habitable 

planets other than Earth in our solar system or Milky Way? These questions, perhaps as old 

as human civilization itself, have been motivating people to create new tools and models to 

study the universe: from Nicolaus Copernicus put forward his heliocentric theory in 1543, 

ushering into the modern age of astronomy, to Johannes Kepler proposed his Kepler's laws 

of planetary motion in 1609, giving people a simple mathematical model to describe the 

motion of celestial bodies; from Galileo Galilei discovered the four moons of Jupiter in 

1610 with his homemade telescope, confirming the existence of moons that orbit other 

planets, to Edwin Hubble discovered that the universe was expanding, revolutionizing 

modern astronomy and astrophysics. All these advancements not only give people a 

relatively comprehensive view of our universe but also bring people closer to being able to 

answer these millennia-old questions. Perhaps, one of the most impactful breakthroughs of 

the past few decades was the discovery in 1995 of a Jupiter-mass exoplanet orbiting a main-

sequence star (51 Pegasi) by two astronomers, Michel Mayor and Didier Queloz. Their 

discovery marked the birth of an entirely new field of study, 'exoplanet research.' In this 

chapter, I first briefly describe what exoplanets are and how we can discover them (Chapter 

1.1). I then introduce biosignature gases in Chapter 1.2. I discuss the motivations for my 

research in Chapter 1.3. Finally, I provide a general overview (i.e., outline) of my thesis in 

Chapter 1.4. 

 

 

1.1 Introduction to exoplanets  
 

Exoplanets, sometimes referred to as 'extrasolar planets,' are planets that orbit stars outside 

the solar system. Over the past decade, hundreds of new exoplanets have been discovered 

every year, thanks to advances in telescope technology. As of July 2022, the number of 

exoplanets confirmed by NASA exceeds 5,000. Exoplanets come in different sizes, and we 

can roughly group them into four categories. Terrestrial planets are rocky exoplanets with 

Earth-like masses and possibly iron-rich cores. Super-Earths, as the name suggests, are 

much more massive than Earth but smaller than Uranus or Neptune. Neptune-like 

exoplanets typically have thick H2/He-dominated atmospheres similar to Neptune's and may 

have liquid oceans and ice deep in the atmospheres. We refer to those Neptune-like planets 

less massive than Neptune as 'mini-Neptunes.' Finally, gas giants are gas-dominated planets 

with a size similar to or much larger than Saturn or Jupiter. We call those gas giants that 

orbit very close to their stars, have short orbital periods, and have scorching surfaces 'hot 

Jupiters.' I summarize the characteristics of each type of exoplanet in the table below (Table 

1-1). Data is collected from the NASA Exoplanet Archive. 

 

Table 1-1. Different types of exoplanets and their respective characteristics.  

 Size Example Note 

Terrestrial Between 0.5 and TRAPPIST-1e Bulk composition dominated by silicate 
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 Size Example Note 

exoplanets 2 REarth and/or carbon 

Super-Earths 
Between 2 and 

10 REarth 
Kepler-186f 

Can be very strange (e.g., water worlds, 

snowball planets) 

Neptune-like 

exoplanets 

Similar in size to 

Neptune 
GJ 436 b 

Typically have thick H2/He-dominated 

atmospheres 

Gas giants 

Similar to or 

larger than 

Jupiter 

Kepler-7b 
Easy to detect using the radial velocity 

method 

 

In general, there are four techniques we can use to find and study exoplanets: the transit 

method, the radial velocity method, microlensing, and direct imaging. The transit method is 

the most commonly used technique in our research. In recent years, more and more 

exoplanets have been discovered through the transit method. A transit occurs whenever an 

exoplanet passes in front of its host star. During transit, some of the light from the star is 

absorbed by the exoplanet's atmosphere, giving us clues about the atmosphere's chemical 

compositions and the planet's habitability. I summarize the advantages and disadvantages of 

each detection method in the table below (Table 1-2). 

 

Table 1-2. Advantages and disadvantages of each detection method. 

[1]. The transit method 

Pro 1 Can help us constrain the size of the exoplanet 

Pro 2 Combined with the radial velocity method, we can estimate the planet's average 

density and composition.  

Pro 3 We can study the exoplanet's atmosphere through transmission spectroscopy. 

Con 1 Sensitive to planet size: the smaller the planet, the smaller the transit depth 

Con 2 Exoplanet's orbit must be aligned with the observer's line of sight 

(i.e., sensitive to orbital inclination)  

[2]. The radial velocity method 

Pro 1 Can help us constrain the mass of the exoplanet (i.e., minimum mass) 

Pro 2 Good at detecting planets around low-mass stars (such as M dwarfs) 

Con 1 This method does not work on planets with highly inclined orbits 

[3]. Microlensing 

Pro 1 Can detect planets far from their host stars (i.e., planets with large semi-major 

axis) 

Con 1 Since microlensing events are rare, repeated observations are virtually impossible. 

[4]. Direct imaging 

Pro 1 The only method astronomers can directly 'see' the exoplanets 

Pro 2 Can detect exoplanets with an orbital inclination of 90 degrees (i.e., face-on) 

Con 1 This method doesn't work well when the planet is small (e.g., a terrestrial planet) 

or when the plant orbits close to its star.  
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1.2 Introduction to Biosignature Gases 
 

Looking for biosignature gases is becoming one of the most promising methods of studying 

planetary habitability. Biosignature gases are gases produced by living organisms that can 

accumulate to detectable levels in the atmosphere. Once detected, it can be attributed to 

signs of life on the planet. A biosignature gas can be a by-product or a final product of 

biochemical metabolism. For a chemical to be a good biosignature gas, it must be detectable 

(i.e., it must be able to accumulate in the atmosphere) and distinguishable (i.e., we can 

distinguish it from other gases). So far, only a few molecules have been studied as potential 

biosignature gases. The most famous example has to be O2 (e.g., Jeans, 1930; Meadows et 

al., 2018). Other biosignature gas candidates studied include methane (CH4) (Leger et al., 

1996; Des Marais et al., 2002; Kaltenegger et al., 2007; Dlugokencky et al., 2011), methyl 

chloride (CH3Cl) (Segura et al., 2005), nitrous oxide (N2O) (Des Marais et al., 2002; Segura 

et al., 2005; Tian et al., 2015; Rugheimer et al., 2018), methanethiol (CH3SH) (Domagal-

Goldman et al. 2011), DMS ((CH3)2S) (Domagal-Goldman et al., 2011; Seager et al., 2012; 

Arney et al., 2018), among others. I have listed some biosignature gases and their associated 

information in the table below (Table 1-3). 

 

Table 1-3. Some biosignature gases that people have studied. 

Oxygen (O2) 

Biological source Photosynthesis 

Abiotic sources Can be produced by photolysis of H2O and CO2 

Related references Jeans, 1930; Meadows et al., 2018 

Methane (CH4) 

Biological source Methanogenesis (a type of anaerobic respiration that reduces CO2 to 

CH4)  

Abiotic sources Geothermal; Outgassing of CH4 accumulated from planet formation 

Related references Kaltenegger et al., 2007; Dlugokencky et al., 2011 

Nitrous oxide (N2O) 

Biological source Denitrification (A microbial process that reduces nitrate and nitrite to 

N2O (or sometimes N2))  

Abiotic sources Chemodenitrification (the abiotic reaction between nitrite (NO2
-) and 

Fe(II))  

Related references Tian et al., 2015; Rugheimer et al., 2018 

Methanethiol (CH3SH) 

Biological source Most likely microbes 

Abiotic sources No known significant abiotic sources 

Related references Domagal-Goldman et al. 2011 

Dimethyl sulfide DMS ((CH3)2S) 

Biological source Phytoplankton 

Abiotic sources No known significant abiotic sources 
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Related references Seager et al., 2012; Arney et al., 2018 

Methyl chloride CH3Cl 

Biological source Marine plants (e.g., seaweeds and phytoplankton), unicellular marine 

eukaryotes and tropical plants  

Abiotic sources No known significant abiotic sources 

Related references Segura et al., 2005 

 

In a recent paper published by our group (Seager et al., 2016), we propose that we should 

systematically evaluate All Small Molecules (ASM) as possible biosignature gases. Of the 

millions of organisms living on Earth, only a tiny fraction has been studied for their 

production of gases. There are many more biologically produced gases yet to be identified 

and studied. Life on other planets may have different biochemistry than life on Earth and 

thus could produce a completely different set of chemicals than life on Earth. Inspired by 

this idea, in recent years, our group has studied some new and even exotic biosignature 

gases, such as phosphine (PH3) (Sousa-Silva et al., 2020), isoprene (C5H8) (Zhan et al., 

2021), and ammonia (NH3) (Huang et al., 2022), to name a few (Table 1-4). 

 

Table 1-4. Phosphine, isoprene, and ammonia as biosignature gases. 

Phosphine (PH3) 

Biological source Likely associated with anaerobic microbial processes 

Abiotic sources No known significant abiotic sources 

Related references Sousa-Silva et al., 2020; Greaves et al., 2020 

Isoprene (C5H8) 

Biological source Almost the entire biosphere (plants, animals, bacteria) 

Abiotic sources No known significant abiotic sources 

Related references Zhan et al., 2021 

Ammonia (NH3) 

Biological source Biological nitrogen fixation by diazotrophic bacteria and Archaea; 

Bacterial and fungal ammonification of animal waste; Dissimilatory 

nitrate reduction to ammonium by prokaryotes 
 

Abiotic sources Volcanic eruptions; photochemically produced on iron-doped TiO2 

containing sands (very minor); Lightning (very minor) 

Related references Seager et al., 2013; Huang et al., 2022 

 

  

1.3 The Motivations for My Research 
 

This thesis summarizes my work in identifying and characterizing potential biosignature 

gases. In my research, I use a variety of approaches, ranging from simple Henry's law to our 

comprehensive photochemistry code and transmission spectra model, to study the 

biosignature potential of ammonia (NH3), methanol (CH3OH), and hydrogen chloride 

(HCl).  
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I am motivated to study the biosignature potential of NH3 since NH3 plays a significant role 

in biochemistry. Due to its high bio-usability, plants and various microorganisms can easily 

absorb NH3. NH3 is an ideal nitrogen source for life on Earth since it can be integrated into 

various amino acids and other organic molecules without life having to break the strong N2 

triple bond. Additionally, some life can use NH3 as an energy source by oxidizing NH3. 

Furthermore, NH3 stands out from all the previously studied biosignature gases because 

NH3 has a very high solubility in water. NH3’s high water solubility means the atmospheric 

accumulation of NH3 is highly dependent on planetary conditions such as whether life 

produces a substantial amount of NH3 and whether there are active NH3-removal sinks on 

the surface (including land and ocean). If life does not produce enough NH3 to saturate the 

surface sinks, rain can much more efficiently remove NH3 from the atmosphere than other 

atmospheric gases.  

 

Atmospheric methanol (CH3OH) is another exciting biosignature gas candidate I would like 

to study. CH3OH is an important precursor molecule for life's biochemistry, as it is the 

building block of a diverse set of biochemicals such as acetic acid, methylamines, and 

methyl esters, to name a few. In the atmosphere, CH3OH is a significant source of 

formaldehyde (CH2O) and carbon monoxide (CO) (Tie et al., 2003; Solomon et al., 2005; 

Millet et al., 2008; Hu et al., 2011). CH3OH stands out from other biosignature gas 

candidates because there is no significant known abiotic CH3OH source on terrestrial 

planets. Furthermore, due to CH3OH's high water solubility, the limited amount of abiotic 

CH3OH produced can be easily removed by rain, making it extremely difficult to 

accumulate. As a result, only when life generates a substantial amount of CH3OH can it 

reach detectable levels in the atmosphere. People have not thoroughly studied CH3OH as a 

biosignature gas before.  

 

In the atmosphere, some biosignature gases do not survive photochemical destruction. 

These biosignature gases themselves cannot accumulate to detectable levels in the 

atmosphere. We can only infer the presence of biosignature gases by detecting their 

photochemical products. We refer to the final products of the chemical reactions of 

biosignature gases as bioindicators (Seager et al., 2013). I am motivated to study hydrogen 

chloride (HCl) for its many advantages as a bioindicator in H2-dominated atmospheres. In 

highly reducing atmospheres, many gases are converted to their most hydrogenated (i.e., 

reduced) form: dimethyl sulfide (DMS) will be turned into H2S and CH4; N2O will be 

turned into H2O and N2 (Seager et al., 2013). Since the most reduced form of Cl element is 

HCl, atmospheric methyl chloride (CH3Cl) and chlorine (Cl2) gas will end up as HCl in H2-

dominated atmospheres. In addition, there are very few abiotic sources of HCl, the only 

exception being volcanic activity. The high water solubility of HCl means that only when 

life converts enough non-volatile forms of Cl into HCl gas can HCl accumulate in the 

atmosphere to detectable levels. (Seager et al., 2013) very briefly mentions HCl as a 

potential bioindicator. In this work, I will take a closer look at the bioindicator potential of 

HCl.  

 

 

1.4 Thesis Overview 
 

My thesis aims not only to improve our understanding of biosignature/bioindicator gases, 
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but also to provide a more robust photochemical model and a more comprehensive 

framework for future work. In chapter 2, I describe in detail the various research methods I 

use in my research. In Chapter 2.1, I review the solubility of chemicals in water and 

introduce Henry's equation and Henry's law constant. I then briefly describe how Henry's 

law constants change with the temperature (the van't Hoff equation). In Chapter 2.2, I detail 

my simplified chloride steady-state chemical model. I start by describing why I develop this 

model. Then I compare the strengths and weaknesses of my simplified chloride steady-state 

chemical model compared to our full-fledged photochemistry code. I go on to describe the 

basic assumptions and ideas behind my model. Next, I thoroughly discuss several essential 

formulas in my simplified chloride steady-state chemical model and how I used these 

formulas to estimate chemical species' rainout and photolysis flux. In Chapter 2.3, I 

introduced our photochemical code, including how it differs from other open source 

simulation models and how we can use this valuable tool in planetary science research.  

 

In Chapter 3, I present my work in accessing NH3 as a biosignature gas in exoplanet 

atmospheres. To examine the biosignature potential of NH3, I first need to review how NH3 

is produced and destroyed on Earth. Therefore, I present in Chapter 3.2 the known 

production pathways and possible removal mechanisms of NH3 on Earth. In Chapter 3.3, I 

introduce the various methods I used in this project, including solubility and Henry's law 

(Chapter 3.3.1), my ocean-NH3 Interaction Model (Chapter 3.3.2), the photochemistry 

Model (Chapter 3.3.3), and our group's transmission spectra model (Chapter 3.3.4). I 

present our results in Chapter 3.4. In Chapter 3.5, I first compare NH3's solubility in water 

with other atmospheric gases (Chapter 3.5.1). Next, I discuss how horizontal atmospheric 

transport might limit NH3 accumulation above land (Chapter 3.5.2). I also discuss other 

minor sources and sinks of ammonia, including NH3 production by lightning (Chapter 

3.5.3) and additional ocean-related sinks for dissolved NH3 and NH4
+ ions (Chapter 3.5.4). I 

discuss amines viability as biosignature gases by proxy with NH3 (Chapter 3.5.4 and 

Chapter 3.5.6). Additionally, I briefly discuss NH3-induced hazes (Chapter 3.5.7), NH3's 

greenhouse effect (Chapter 3.5.8), and NH3 detectability with future telescopes (Chapter 

3.5.9). I end the discussion with a brief comparison of the significance of atmospheric NH3 

in mini-Neptunes vs. super-Earths (Chapter 3.5.10). 

 

In Chapter 4, I present my work in exploring the biosignature potential of methanol 

(CH3OH). Similar to Chapter 3, I first discuss CH3OH sources and CH3OH removal 

mechanisms. For CH3OH emission and production mechanisms, I first discuss Earth's 

atmospheric CH3OH concentrations and lifetime in Chapter 4.2.1. Then I review the 

CH3OH production flux on Earth in Chapter 4.2.2. Next, I discuss biological CH3OH 

production in Chapter 4.2.3 and minor CH3OH sources on Earth in Chapter 4.2.4. For 

CH3OH removal mechanisms: I look into CH3OH atmospheric sinks in Chapter 4.3.1. We 

then explore CH3OH's deposition to land and ocean uptake in Chapter 4.3.2. I briefly 

describe the research methods I used in this project in Chapter 4.4. Next, I present our 

results in Chapter 4.5. Specifically, I discuss the possibility of accumulation of CH3OH on 

exoplanets with H2-dominated atmospheres and the flux required to reach its detection level 

in the atmosphere. I also show that CH3OH can experience a phenomenon called 

'photochemical runway' (Ranjan et al., 2022), albeit the condition is very stringent (Chapter 

4.5.1). In Chapter 4.6, I first review alcohols' solubility in water (Chapter 4.6.1). I then 

examine the antifreeze properties of CH3OH in Chapter 4.6.2. Next, I briefly discuss 
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CH3OH as a biosignature gas on exoplanets with CO2- and N2-dominated atmospheres in 

Chapter 4.6.3. Additionally, in Chapter 4.6.4, I explore how volatility impacts the 

biosignature potential of alcohols. I comment on CH3OH and atmospheric hazes in Chapter 

4.6.5. Finally, I discuss the plausibility of high bioproduction fluxes in Chapter 4.6.6. 

 

In chapter 5, I study whether hydrogen chloride (HCl) is a suitable bioindicator on 

exoplanets with H2-dominated atmospheres. I provide a comprehensive literature review on 

chlorine's abundance, distribution, and circulation on Earth (Chapter 5.2). Of the 94 

naturally-occurring elements, chlorine ranks in the top 20 in terms of abundance (Graedel et 

al., 1996; Öberg 2002; Sharp et al., 2013; Atashgahi et al., 2018; Svensson et al., 2021). 

However, chlorine is not evenly distributed on Earth but concentrated in its three major 

reservoirs: the mantle, the crust, and the ocean (Graedel et al., 1996; Sharp et al., 2013; 

Svensson et al., 2021) (Chapter 5.2.1). In Chapter 5.2.2, I go into detail about the natural 

transfer of chlorine between different reservoirs. I briefly mention my research methods in 

Chapter 5.3. In Chapter 5.4, I thoroughly discuss the results of my simplified chloride 

steady-state chemical model. Specifically, I explain in detail how I came to my conclusion, 

the approximations I made throughout my calculations, and how these approximations 

affect my calculations and overall conclusion (Chapter 5.4). In Chapter 5.5, I first review 

the solubility of chlorine-containing gas molecules (Chapter 5.5.1). I then discuss the 

acidity of chlorine-containing acids in Chapter 5.5.2. Finally, I explore naturally occurring 

chloride minerals and their properties in Chapter 5.5.3. Finally, I summarize the main 

conclusions of my thesis and discuss possible future work in Chapter 6.   
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Chapter 2 
 

Methods 
 

In this chapter, I will comprehensively review the various methods I have used in my 

research. Specifically, I will focus on the following three methods: Henry's law equation 

and Henry's law constants (Chapter 2.1), my simplified chlorine steady-state chemical 

model (Chapter 2.2), and our comprehensive photochemistry model (Chapter 2.3). Note that 

each of my three main chapters (Chapter 3, Chapter 4, and Chapter 5) also has its method 

section, where I briefly describe the methods I used in each project. Therefore, some of the 

content in this chapter will be repeated in subsequent chapters. 

 

 

2.1 Solubility and Henry's law 
 

In our study, we find that the solubility of a chemical species can profoundly affect whether 

it can accumulate in the atmosphere. Specifically, suppose a molecule has very high water 

solubility. In that case, this molecule can easily dissolve in cloud droplets and rainwater and 

fall back to the ground, making it difficult to accumulate to detectable levels in the 

atmosphere. Conversely, if a molecule has low water solubility, it will be difficult to 

remove the molecule from the atmosphere by rainout (i.e., wet deposition) alone.  

 

We usually use Henry's law to describe the solubility of a substance. Henry's law was 

developed by the English chemist William Henry in the early 19th century to describe the 

amount of gas that can be absorbed by water. After research, he found that the amount of 

gas that can be dissolved in water is proportional to its (partial) pressure above the liquid, 

and the proportionality constant is Henry's law constant. We want to point out that, in 

reality, the amount of gas that can be dissolved in water is not only proportional to Henry's 

law constant but also related to some other factors, such as the ionic strength of the solution 

(i.e., the presence of other substances in the water), and temperature (which we'll get to 

later). Currently, many excellent review papers go into great detail about Henry's law and 

Henry's law constant (e.g., Mills et al., 1993; Gamsjäger et al., 2008; R. Sander, 2015; 

Gamsjäger et al., 2010). We recommend reading these papers if you want to know more 

details. Here in this section, I'll briefly address some key points. 

 

There are many types (i.e., variants) of Henry's law constants, the most common and 

simplest of which is the physical Henry's law constant (also referred to as 'intrinsic Henry's 

law constant'). The physical Henry's law constant can be expressed as the ratio of the 

concentration of a substance in a solution to its partial pressure above the liquid. 

 

𝐻(𝑋)
𝐶𝑃 =  

𝐶(𝑋)

𝑃
 

 

Eq. 2-1 

Here HCP
(x) is Henry's law constant for a species X in mol Pa−1m−3. P is the partial pressure 

of that species in Pascal, and C(x) is the dissolved concentration (in mol m-3) under the 

equilibrium condition. The larger HCP, the more soluble the species is. In addition to being 

defined by the concentration of a substance (unit: mol Pa−1m−3), Henry's law constant can 
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also be defined by other quantities: for example, by the molality of a substance (unit: mol 

Pa-1 kg-1), or by the aqueous-phase mixing (i.e., mass) ratio (unit: Pa-1). For unit 

conversions between variants of Henry's law constants, please see (R. Sander, 2015). 

 

As the simplest method, in our research, we often compare Henry's law constants of the 

biosignature gas candidates we want to study with those of some common atmospheric 

gases. In this way, we can intuitively feel the impact of wet deposition on the biosignature 

gas and make preliminary predictions about whether it can accumulate in the atmosphere. 

Here, we compare the solubility of 30 molecules at 1 atm and 298 K (Table 2-1). The list 

includes 11 atmospheric gases, 4 studied biosignature gases, 5 representative amines, 4 

representative alcohols, and 6 Cl-containing molecules. We collected the data from (R. 

Sander, 2015). 

 

Table 2-1. Henry’s law constants for some representative gases in water (R. Sander, 2015). 

 Chemical Hcp [mol/(m3Pa)] Hcp (+) Hcp (-) 

1 Tetrafluoromethane CF4 2.10×10-6 0.00×100 0.00×100 

2 Helium He 3.83×10-6 6.67×10-8 3.33×10-8 

3 nitrogen N2 6.43×10-6 6.67×10-8 3.33×10-8 

4 hydrogen H2 7.75×10-6 5.00×10-8 5.00×10-8 

5 Oxygen O2 1.30×10-5 0.00×100 0.00×100 

6 methane CH4 1.41×10-5 8.57×10-7 1.43×10-7 

7 Ethylene C2H4 4.92×10-5 9.80×10-6 1.42×10-5 

8 Phosphine PH3 7.00×10-5 1.10×10-5 1.10×10-5 

9 Nitrogen dioxide NO2 1.20×10-4 2.03×10-5 2.08×10-5 

10 Isoprene C5H8 1.53×10-4 1.37×10-4 2.29×10-5 

11 Nitrous oxide N2O 2.40×10-4 0.00×100 0.00×100 

12 Carbon dioxide CO2 3.36×10-4 4.44×10-6 5.56×10-6 

13 Carbon tetrachloride CCl4 3.44×10-4 1.60×10-5 4.00×10-6 

14 Acetylene C2H2 4.10×10-4 0.00×100 0.00×100 

15 Chlorine Cl2 9.20×10-4 0.00×100 0.00×100 

16 Methyl chloride CH3Cl 1.15×10-3 1.50×10-4 1.50×10-4 

17 Chloroform CHCl3 2.52×10-3 8.00×10-5 2.00×10-5 

18 Methylene chloride CH2Cl2 3.66×10-3 2.40×10-4 6.00×10-5 

19 Dimethyl sulfide CH3SCH3 5.34×10-3 2.60×10-4 1.40×10-4 

20 Sulfur dioxide SO2 1.27×10-2 1.33×10-3 6.67×10-4 

21 1-butylamine C4H9NH2 4.41×10-1 2.09×10-1 2.21×10-1 

22 1-propylamine C3H7NH2 5.56×10-1 2.24×10-1 1.96×10-1 

23 Ethanamine C2H5NH2 5.80×10-1 4.10×10-1 2.80×10-1 

24 Ammonia NH3 5.90×10-1 1.00×10-2 1.00×10-2 

25 Methylamine CH3NH2 6.00×10-1 2.90×10-1 2.50×10-1 

26 1-butanol C4H9OH 1.20×100 1.00×10-1 1.00×10-1 

27 1-propanol C3H7OH 1.38×100 2.50×10-2 7.50×10-2 

28 Ethanol C2H5OH 1.86×100 1.40×10-1 1.60×10-1 

29 Methanol CH3OH 2.08×100 1.25×10-1 7.50×10-2 

30 Hydrogen chloride HCl 1.50×10+1 0.00×100 0.00×100 

 

As we mentioned earlier, Henry's law constant is also a function of temperature, which can 
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be approximated by the van't Hoff equation. 

 

𝑑𝑙𝑛(𝐻𝐶𝑃)

𝑑(1/𝑇)
=  −

∆𝐻𝑑𝑖𝑠𝑠

𝑅
 

 

Eq. 2-2 

Here T is the temperature in Kelvin, R is the universal gas constant in J·K·mol-1, and ∆Hdiss 

is the enthalpy change in dissolution. We can see from the van't Hoff equation that there is 

an inverse relationship between Henry's law constant and temperature. Therefore, unlike the 

solubility of solids, the solubility of gases in water decreases with increasing temperature. 

Here, we use five simple amines as examples to demonstrate the effect of temperature on 

Henry's law constant (Figure 2-1). 

 

 

Figure 2-1. The effect of temperature on Henry's law constant. The y-axis shows Henry's law 

constant in mol Pa−1m−3, and the x-axis shows temperature in Kelvin. Henry's law constants of 

gases decrease as the temperature increases, and so does their solubility in water. 

 

We want to point out that Henry's law constants we use in our research work best for dilute 

solutions and when the temperature is below 373 K and the pressure is below 1000 hPa (~1 

atm). This is not a bad assumption for our studies, given that our research focuses on 

temperate terrestrial planets and the atmospheric concentrations of the biosignature gases 

we study are usually very low (~ppm levels). 

 

 

2.2 Simplified Chlorine Steady-state Chemical Model 
 

I developed a simplified chloride steady-state chemical model to study whether hydrogen 

chloride (HCl) is a good bioindicator in an H2-dominated atmosphere. Thanks to this 

simplified model, we can have a rough idea of whether HCl gas would accumulate to 

detectable levels in an H2-dominated atmosphere without running our complicated 
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photochemistry code. One advantage of my simplified chlorine steady-state chemical model 

is that it is easy to use (i.e., Excel will do). Compared to our full-fledged photochemistry 

model, which contains pages and pages of complex formulas and theorems, my simplified 

chlorine steady-state chemical model uses far fewer formulas and is therefore relatively 

easy to understand. It is worth pointing out in advance that my simplified chlorine steady-

state chemical model is not meant to be a replacement for our photochemistry code. In fact, 

after we have upgraded our existing photochemistry code by adding a comprehensive Cl-

reaction network, we plan to run our photochemistry code and quantitatively confirm our 

results here. 

 

The question we want to answer with my simplified chloride steady-state chemical model is 

whether we can detect signs of life on an exoplanet with an H2-dominated atmosphere by 

detecting HCl gas in the atmosphere. The idea is that life on such a planet produces CH3Cl 

gas. In highly reducing atmospheres, many gases are converted to their most hydrogenated 

(i.e., reduced) form: dimethyl sulfide (DMS) will be turned into H2S and CH4; N2O will be 

turned into H2O and N2 (Seager et al., 2013). Since the most reduced form of Cl element is 

HCl, atmospheric methyl chloride (CH3Cl) gas will end up as HCl in H2-dominated 

atmospheres. For my simplified chloride steady-state chemical model to work, I have to 

make two key assumptions. First, we assume that HCl and CH3Cl are trace gases in the 

atmosphere, and their respective production flux is small. Therefore, their presence does not 

affect the concentration of other major chemical species in the atmosphere. Second, we 

assume that HCl and CH3Cl are well-mixed in the atmosphere. In other words, their 

concentrations do not change with height (i.e., not a function of altitude). It's worth noting 

that these two assumptions/approximations are not physically accurate. The concentrations 

of the vast majority of the biosignature gases we've studied do change with altitude 

(pressure), and their presence also changes the concentrations of other chemicals in the 

atmosphere to a greater or lesser degree. However, these two assumptions are critical 

because they greatly simplify our calculations and effectively enable our simplified model 

to work. In this chapter, we use the symbol '[ ]' to denote a chemical's number density with 

a unit of molecules cm-3. Based on our two assumptions, we can get the concentration of 

oxygen radicals ([O]), H radicals ([H]), OH radicals ([OH]), and H2O ([H2O]) from our 

existing benchmark case (i.e., base scenario). We assume that HCl is in a steady state in the 

atmosphere. As a result, its production flux (in molecules cm-2 s-1) must equal its total 

removal flux (in molecules cm-2 s-1). Here, we consider three removal pathways for HCl: 

wet deposition, dry deposition, and photochemical destruction. In the following few 

paragraphs, I will explain how we roughly estimate the flux of each removal pathway. 

 

First, to estimate the wet deposition flux of HCl, we have to calculate the rainout rate of 

HCl. We can use this formula (Giorgi et al., 1985; Hu et al., 2012): 

 

kR(z) =  
fR ∙ [H2O](z) ∙ kH2O

55Av ∙ [L ∙ 10−9 + (H′(T) ∙ R ∙ T(z))−1]
 

 

Eq. 2-3 

Here, KR(z) is the rainout rate in s-1. fR is the rainout reduction factor that we can adjust. 

Since we assume that the exoplanet we are studying here has an Earth-like rainout intensity, 

we set fR to 1. [H2O](z) is water number density as a function of altitude (in molecules cm-

3). KH2O(z) is the precipitation rate constant with a value of 2.0×10-6 s-1 (Hu et al., 2012). Av 
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is Avogadro's number in mL atm K-1 mol-1. L is the liquid water content with a value of 1 g 

m−3 in the convective layer near the surface (Hu et al., 2012). H'(T) is the temperature-

dependent effective Henry's law constant. The most significant difference between the 

effective Henry's law constant used in this formula and the physical Henry's law constant is 

that the effective Henry's law constant takes into account the chemical equilibrium in the 

solution (Giorgi et al., 1985; Hu et al., 2012; R. Sander, 2015). For a chemical that can 

dissociate in water, its effective Henry's law constant might be larger than its physical 

Henry's law constant. Our photochemistry code uses both the physical Henry's law constant 

and the effective Henry's law constant (Hu et al., 2012). R is the universal gas constant in 

mL atm K-1 mol-1, and T(z) is the atmospheric temperature as a function of altitude, which 

we can get from our baseline scenario. To calculate KR(z) for HCl, we only need to find the 

temperature-dependent Henry's law constant for HCl. Since KR(z) is the rainout rate (in s-1), 

to calculate the wet deposition flux (in molecule cm-2 s-1), we need to multiply that by the 

width of each atmospheric bin (in cm), as well as the number density of HCl (i.e., [HCl], in 

molecules cm-3). HCl's dry deposition flux (in molecule cm-2 s-1) is much easier to estimate 

than wet deposition flux. We can calculate HCl's dry deposition flux by multiplying HCl's 

dry deposition velocity (in cm s-1) and the number density of HCl (in molecules cm-3). 

 

There are four items in photochemistry destruction, each of which corresponds to a 

photochemical reaction of HCl: the reaction between HCl and O (O + HCl → OH + Cl), the 

reaction between HCl and H (H + HCl → H2 + Cl), the reaction between HCl and OH (OH 

+ HCl → H2O + Cl), and the direct photolysis of HCl (HCl → H + Cl). We can calculate 

the individual reaction rate between HCl and O, H, and OH (in molecules cm-3 s-1) using 

this expression: Rate = k·[HCl]·[the other reactant]. We can get the number density of O, H, 

and OH (i.e., [O], [H], and [OH]) from our baseline scenario. Once we have the respective 

reaction rates between HCl and O, H, and OH only, we can multiply it by the width of each 

atmospheric bin (in cm) to get the corresponding reaction flux (in molecules cm-2 s-1). To 

estimate the photolysis flux of HCl, we have to calculate its photolysis rate first using this 

formula (e.g., Hu et al., 2012; Brasseur et al., 2017): 

 

J(z) =  
1

2
 ∫ q(λ) ∙ σa(λ) ∙ L(λ, z)dλ 

Eq. 2-4 

 

The 1/2 factor accounts for diurnal variation (Hu et al., 2012). q(λ) is the quantum yield, 

defined as the ratio between the yield of the photolysis product and the number of photons 

absorbed. σa(λ) is the absorption cross-section of HCl, available from the JPL database. L(λ, 

z) is the actinic flux with a unit of quanta cm-2 s-1 nm-1. When UV hits the atmosphere, most 

short-wavelength radiation is absorbed in the upper atmosphere. Longer-wavelength UV 

can penetrate deeper into the atmosphere, which is why the actinic flux is a function of both 

the wavelength (λ) and height (z). Based on our assumption that the presence of HCl does 

not affect the concentration of other major chemical species in the atmosphere, we can get 

L(λ, z) from our baseline scenario. It is worth noting that the unit of J(z) is s-1. To get 

photolysis flux (in molecules cm-2 s-1), we need to multiply it by [HCl] (i.e., the number 

density of HCl) and the width of each atmospheric bin (in cm). 

 

Next, we need to estimate the production flux of HCl. As a reminder, one of our key 

assumptions in our model is that life produces CH3Cl gas, which is later photochemically 
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converted to HCl in a high-reducing H2-dominated atmosphere through this reaction: CH3Cl 

+ H → CH3 + HCl. Hence, the production flux of HCl is equal to the reaction flux between 

CH3Cl and H. To get the reaction flux between CH3Cl and H (in molecules cm-2 s-1), we 

need to multiply the reaction rate (in molecules cm-3 s-1) with the width of each atmospheric 

bin (in cm). We can express the reaction rate as: Rate = k·[H]·[CH3Cl], where k is the 

reaction rate constant (in cm3 molecule-1 s-1). Then the question is, how do we estimate the 

number density of CH3Cl (i.e., [CH3Cl]) in the atmosphere. In short, we must repeat all the 

above calculations with CH3Cl to get [CH3Cl]. We assume that CH3Cl is in a steady state, 

so its production flux must equal its total removal flux. The production flux of CH3Cl (in 

molecules cm-2 s-1) is the input to our model (i.e., a free parameter). To simplify our model, 

for CH3Cl, we only consider three of its dominant removal pathways: wet deposition, dry 

deposition, and direct photolysis, each of which can be calculated using the equations and 

methods already mentioned (e.g., Equation 2-3 and Equation 2-4). Combining all of the 

above, we can write the following equation: 

 

Bioproduction flux of CH3Cl = (kR(z)CH3Cl ∙ [CH3Cl] ∙ widthbin) + 

(Vdep_CH3Cl ∙ [CH3Cl]) + (J(z)CH3Cl ∙ [CH3Cl] ∙ widthbin)  

 

Eq. 2-5 

There is only one unknown in this seemingly complicated equation: [CH3Cl]. When we 

give our model an input value (i.e., the bioproduction flux of CH3Cl), we can solve for 

[CH3Cl]. Once we have [CH3Cl], we can then use the following equation to solve for the 

number density of HCl in the atmosphere (i.e., [HCl]): 

 

 

k1 ∙ [H] ∙ [CH3Cl] ∙ widthbin =  (kR(z)HCl ∙ [HCl] ∙ widthbin) +  
(VdepHCl

∙ [HCl]) + (J(z)HCl ∙ [HCl] ∙ widthbin) + (k2 ∙ [O] ∙ [HCl] ∙ widthbin 

+ (k3 ∙ [H] ∙ [HCl] ∙ widthbin) + (k4 ∙ [OH] ∙ [HCl] ∙ widthbin)  
 

Eq. 2-6 

 

 

2.3 In-depth Introduction to Our Photochemistry Model 
 

In this chapter, we will introduce our photochemistry code in detail, including how it differs 

from other open source simulation models and how we use this valuable tool in our 

planetary science research.  

 

In our research, we often use our one-dimensional photochemistry model (Hu et al., 2012) 

to calculate the mixing ratio of the biosignature gas we want to study as a function of 

vertical altitude in an exoplanet atmosphere. Our photochemical code (Hu et al., 2012) can 

simulate various planetary atmospheres (e.g., reduced or oxidized) by calculating the 

steady-state chemical composition of the atmospheres. Our photochemistry model includes 

surface emission and formation, wet and dry deposition, and thermal escape of H, N, C, O, 

and S-containing molecules. Our model also has UV photolysis of atmospheric species and 

deposition of sulfur-bearing (both elemental sulfur and sulfuric acid) aerosols. Our model 

includes Rayleigh scattering, molecular absorption, and aerosol Mie scattering to determine 

the optical depth. Our model uses the delta-Eddington two-stream method to calculate 
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ultraviolet and visible radiation in the atmosphere. We have validated our photochemistry 

model by simulating the atmospheric compositions of modern Earth and Mars, matching 

observations of major trace gases in both cases. For applications of our photochemistry 

code, see (Hu et al., 2012; Seager et al., 2013; Hu et al., 2013; Sousa-Silva et al., 2020; 

Zhan et al., 2022; Huang et al., 2022; Ranjan et al., 2022). 

 

The most prominent feature of our photochemistry code is that it is very flexible: we can 

use it to simulate different types of planets with different atmospheres orbiting a wide 

variety of host stars. First, we can simulate planets orbiting different stars by using different 

stellar radiation profiles as input to our code. The choice of the host star is crucial. For an 

active Sun-like star (i.e., a G-type main-sequence star), the accumulation of biosignature 

gases is extremely difficult due to the presence of UV-generated destructive species in the 

atmosphere. The accumulation of biosignature gases is relatively favorable if the central star 

is a UV-quiet M dwarf star (e.g., GJ 876 or TRAPPIST-1). We list some representative 

stars that our photochemistry code currently has in the table below (Table 2-2). Data are 

collected from the MUSCLES (Measurements of the Ultraviolet Spectral Characteristics of 

Low-mass Exoplanet host Stars) database. Generally speaking, G-type stars are brighter and 

hotter than K-type stars, which in turn are brighter than M-dwarf stars. The letter 'V' 

indicates that it is a variable star (i.e., a star that varies in brightness). 

 

Table 2-2. Some representative stars and their respective spectral types. 

Name Spectral type Mass [solar mass] Radius [solar radius] 

Sun G2V 1.0 1.0 

eps Eri K2V 0.8 0.7 

HD 85512 K6V 0.7 0.5 

GJ 832 M1V 0.5 0.5 

GJ 876 M5V 0.4 0.4 

TRAPPIST-1 M8V 0.1 0.1 

 

In our research, we often use GJ 876 as the host star for our simulated exoplanets because 

GJ 876 has the lowest near-ultraviolet (NUV) and far-ultraviolet (FUV) output of all the 

available stars. Therefore, exoplanets orbiting M dwarf stars (like GJ 876) represent the best 

opportunity for the accumulation and detection of potential biosignature gases. Our model 

currently doesn't include high-energy electrons or protons. Therefore, we might slightly 

underestimate the overall removal flux of chemicals in the atmosphere. Below we compare 

the stellar radiation spectrum of GJ 876 and our sun. Compared to our sun, the UV output 

of GJ 876 is much lower (Figure 2-2). 
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Figure 2-2. The synthetic stellar spectrum input of our photochemistry model (Loyd et al., 2016; 

France et al., 2016). The y-axis shows spectral irradiance in W·m-2·nm-1, and the x-axis shows 

wavelength in nm. Compared to our sun, the UV output of GJ 876 is much lower 

 

We can also use photochemistry code to simulate a wide range of exoplanets with different 

types of atmospheres. In our studies, we often choose the following three atmospheres as 

our benchmark scenarios: CO2-dominated highly oxidizing atmospheres, N2-dominated 

weakly oxidizing atmospheres, and H2-dominated reducing atmospheres. Each atmosphere's 

main chemical compositions are different, and we summarize them in the table below 

(Table 2-3). 

 

Table 2-3. Atmospheric compositions of our three benchmark scenarios (Hu et al., 2012). 

Benchmark  

scenarios 

Redox  

state 

Main  

composition 

Mean molecular  

weight 

H2-dominated reducing  90% H2 + 10% N2 4.6 

N2-dominated weakly oxidizing  >99% N2 28.0 

CO2-dominated highly oxidizing 90% CO2 + 10% N2 42.4 

 

Each atmosphere's dominant reactive species (i.e., radicals) are also different. In an H2-

dominated atmosphere, the most dominant reactive species are H (hydrogen) radicals, 

followed by OH (hydroxyl) radicals. The primary source of H radicals and OH radicals is 

the direct photolysis of water vapor in the atmosphere. Another minor source of H radicals 

is the photodissociation of H2 gas. Compared to the primary pathway, H production via H2 

photolysis is much less efficient due to the need for shorter UV (< 85 nm) (Hu et al., 2012). 

In an H2-dominated atmosphere, the abundance of H radicals is several orders of magnitude 

higher than that of OH radicals. The reason is that OH radicals can react with H2 gas to 

form H and water vapor, thereby increasing the amount of H in the atmosphere (Hu et al., 

2012). In an N2-dominated atmosphere, H radicals, OH radicals, and O (oxygen) radicals 

are all relatively abundant (Hu et al., 2012). In a CO2-dominated atmosphere, the dominant 
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reactive species are O radicals. The direct photolysis of atmospheric CO2 can produce a 

series of products, such as O, CO, and O2. Compared with O radicals, H and OH radicals 

are much less abundant since H can react with O2 to form O and OH, which can further 

react with CO to form H and CO2 (Hu et al., 2012). 

 

We have different temperature-pressure profiles for exoplanets with different types of 

atmospheres. For each of the scenarios we study, we set the planet's surface pressure to 1 

bar and temperature to 288 K. We divide the atmosphere into two layers: a lower 

convective layer and a higher radiative layer (Hu et al., 2012). We set the temperature of the 

convective layer to follow the dry adiabatic lapse rate. We set the stratospheric temperature 

in our model according to (Hu et al. 2012). We set the temperature above tropopause to 

160K, 200K, and 175K for the H2-dominated, N2-dominated, and CO2-dominated 

atmosphere. The temperature of the tropopause depends on the main chemical composition 

of the atmosphere. Since H2 is a much better coolant than N2 or CO2, an H2-dominated 

atmosphere has the lowest tropopause temperature. For an H2-dominated atmosphere, we 

assume the stratosphere is very cold due to efficient radiative cooling from abundant H2 

(Birnbaum et al. 1996). Since we do not have a climate model coupled with our 

photochemistry code, we do not consider heating in the upper atmosphere. Hence, we 

assume the temperature to be constant (isothermal) in the radiative layer (Hu et al., 2012). 

The temperature profiles we set are consistent with significant greenhouse effects in the 

convective layer (Hu et al., 2012). It is worth noting that we currently include a cold trap in 

each of our existing photochemical simulations. The Earth's tropopause temperature is 

about 217 K (US Standard Atmosphere 1976). The tropopause temperatures we set for the 

H2-dominated, N2-dominated, and CO2-dominated atmospheres are all lower than Earth's 

cold trap temperature. Please note that a cold trap does not require a thermal inversion. A 

cold trap is a part of the (upper) atmosphere where the temperature is low enough to 

condense volatiles like water (Wordsworth et al., 2013, Wordsworth et al., 2014). In our 

studies, we sometimes conduct sensitivity tests on the temperature-pressure profile (i.e., the 

strength of the cold trap) to verify the robustness of our photochemical simulation results. 

We choose the H2-dominated atmosphere as our example here. To simulate an atmosphere 

with a reduced cold trap, we set the temperature above tropopause to 220 K. In this case, we 

assume the planet has a relatively hot stratosphere due to UV absorbers in the atmosphere. 

Here, we present the temperature-pressure profiles of the simulated exoplanets with H2-

dominated, CO2-dominated, and N2-dominated atmospheres (Figure 2-3). 
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Figure 2-3. The temperature-pressure profiles of the simulated exoplanets with H2-dominated, 

CO2-dominated, and N2-dominated atmospheres. The y-axis shows atmospheric pressure (Pa) on a 

log scale, and the x-axis shows temperature in Kelvin (K). 

 

We also have different eddy diffusion profiles for exoplanets with different types of 

atmospheres. In our model, the vertical mixing processes are parameterized by the 

atmosphere's eddy diffusion coefficient (kzz). The choice of eddy diffusion coefficient (Kzz) 

can impact whether the biosignature gas can accumulate in the atmosphere because 

photochemistry is most important in the upper atmosphere layers, whereas we assume that 

most biosignature gases are primarily produced at the planet's surface. In essence, the eddy 

diffusion coefficient (Kzz) reflects the atmosphere's diffusiveness. The larger Kzz, the more 

likely the biosignature gas will be transported to the upper atmosphere before being 

removed by wet or dry deposition. Compared to other parameters in our photochemistry 

code, kzz is more speculative; hence, it is one of the major uncertainties in our model (Hu et 

al., 2012). Kzz is measured or inferred for solar system planets but is not known for 

exoplanets. In our studies, we often use the known Earth's eddy diffusion profile and scale it 

up to approximate the eddy diffusion profile of our simulated exoplanets. In our studies, we 

adopt the eddy diffusion scaling factor of 0.68 for the CO2-dominated atmosphere, 1.0 for 

the N2-dominated atmosphere, and 6.3 for the H2-dominated atmosphere (Hu et al., 2012). 

We want to point out that this approximation is not physically accurate for exoplanets. The 

Earth's diffusion profile takes this shape because of the absorption of UV by O3. The eddy 

diffusion profiles will likely have different shapes on exoplanets without ozone layers. We 

present our simulated exoplanets' eddy diffusion profiles in the figures below (Figure 2-4, 

Figure 2-5, and Figure 2-6). 
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Figure 2-4. The eddy diffusion profile of the simulated exoplanets with H2-dominated 

atmospheres. The y-axis shows altitude in km, and the x-axis shows the eddy diffusion coefficient 

in cm2 s-1. 

 

 

Figure 2-5. The eddy diffusion profile of the simulated exoplanets with N2-dominated 

atmospheres. The y-axis shows altitude in km, and the x-axis shows the eddy diffusion coefficient 

in cm2 s-1. 
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Figure 2-6. The eddy diffusion profile of the exoplanets with CO2-dominated atmospheres. The 

y-axis shows altitude in km, and the x-axis shows the eddy diffusion coefficient in cm2 s-1. 

 

Currently, our full photochemistry model encodes 111 species. Our photochemistry model 

demarcates chemical species into four types: type “X”, for species for which the full 

photochemical transport equation is solved, type “F” for species assumed to be in 

photochemical equilibrium (i.e., for which transport is neglected), type “C” for chemically 

inert species which are assumed not to react or transport and type “A” for aerosol species. 

In addition, for the lower boundary condition, we can either specify a fixed surface mixing 

ratio (type “1”) or a fixed emission/deposition velocity (type “2") (Hu et al., 2012). 

Furthermore, our photochemistry code includes more than 800 chemical reactions. We 

classify them into four types: bimolecular reactions ('R type'), termolecular reactions ('M 

type') (i.e., reactions depend on ambient pressure), thermal dissociation reactions ('T type') 

and direct photolysis ('P type') (Hu et al., 2012). In our simulations, we include all the 

reactions mentioned in (Hu et al., 2012) except for reactions that involve more than two 

carbon atoms (C>2-chem), HSO2 thermal decay, and high-temperature reactions (Hu et al., 

2012). Moreover, we set the surface deposition (including both rainout and dry deposition) 

of H2, CO, CH4, N2, C2H2, C2H4, C2H6, and O2 to zero to facilitate robust comparison with 

reference benchmark scenarios from (Hu et al., 2012). Such assumption corresponds to the 

situation where surface biology is not an efficient sink for these gases, which does not hold 

for modern Earth. However, our results are robust to this assumption as the main removal 

mechanisms of the biosignature gas we study are likely surface deposition and direct 

photolysis. It is worth pointing out that we did not include atmospheric escape in our 

simulations. 
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Chapter 3 
 

Assessment of Ammonia as a Biosignature Gas in Exoplanet Atmospheres 
 

 

The results presented in this chapter have been published in Astrobiology 

(https://doi.org/10.1089/ast.2020.2358). I would like to thank the following co-authors for 

their contributions to this project: Prof. Sara Seager, Dr. Janusz J. Petkowski, Dr. Sukrit 

Ranjan, and Dr. Zhuchang Zhan. Each of them played an essential role in the publication of 

the paper. 

 

 

Abstract 
 

Ammonia (NH3) in a terrestrial planet atmosphere is generally a good biosignature gas, 

primarily because terrestrial planets have no significant known abiotic NH3 source. The 

conditions required for NH3 to accumulate in the atmosphere are, however, stringent. NH3's 

high water solubility and high bio-useability likely prevent NH3 from accumulating in the 

atmosphere to detectable levels unless life is a net source of NH3 and produces enough NH3 

to saturate the surface sinks. Only then can NH3 accumulate in the atmosphere with a 

reasonable surface production flux.  

 

For the highly favorable planetary scenario of terrestrial planets with H2-dominated 

atmospheres orbiting M dwarf stars (M5V), we find a minimum of about 5 ppm column-

averaged mixing ratio is needed for NH3 to be detectable with JWST, considering a 10 ppm 

JWST systematic noise floor. When the surface is saturated with NH3 (i.e., there are no 

NH3-removal reactions on the surface), the required biological surface flux to reach 5 ppm 

is on the order of 1010 molecules cm-2 s-1, comparable to the terrestrial biological production 

of CH4. However, when the surface is unsaturated with NH3, due to additional sinks present 

on the surface, life would have to produce NH3 at surface flux levels on the order of 1015 

molecules cm-2 s-1 (~4.5×106 Tg year-1). This value is roughly 20,000 times greater than the 

biological production of NH3 on Earth and about 10,000 times greater than Earth’s CH4 

biological production. 

 

Volatile amines have similar solubilities and reactivities to NH3 and hence share NH3's 

weaknesses and strengths as a biosignature. Finally, to establish NH3 as a biosignature gas, 

we must rule out mini-Neptunes with deep atmospheres, where temperatures and pressures 

are high enough for NH3’s atmospheric production. 

 

 

3.1 Introduction 
 

A growing part of exoplanet research focuses on the search for biosignature gases with 

future telescopes. Biosignature gases are gases produced by living organisms either as final 

products or by-products from biochemical pathways. A viable biosignature gas must have 

spectral features that are both detectable and distinguishable from other molecular species 

https://doi.org/10.1089/ast.2020.2358
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(e.g., Zhan et al., 2021). A growing number of gases have been proposed as biosignatures. 

The most well-known example is O2 (e.g., Jeans, 1930; Meadows et al., 2018). Other 

biosignature gas candidates include DMS ((CH3)2S) (Domagal-Goldman et al., 2011; 

Seager et al., 2012; Arney et al., 2018), methane (CH4) (Leger et al., 1996; Des Marais et 

al., 2002; Kaltenegger et al., 2007; Dlugokencky et al., 2011), nitrous oxide (N2O) (Des 

Marais et al., 2002; Tian et al., 2015), ammonia (NH3) (Seager et al., 2013), methyl chloride 

(CH3Cl) (Segura et al., 2005), phosphine (PH3) (Sousa-Silva et al., 2019), and isoprene 

(C5H8) (Zhan et al., 2021). 

 

We are motivated to study the biosignature potential of NH3 since NH3 plays a significant 

role in biochemistry. Due to its high bio-usability, plants and various microorganisms can 

easily absorb NH3. NH3 is an ideal nitrogen source for life on Earth since it can be 

integrated into various amino acids and other organic molecules without life having to 

break the strong N2 triple bond. Additionally, some life can use NH3 as an energy source by 

oxidizing NH3. Furthermore, NH3 stands out from all the previously studied biosignature 

gases because NH3 has a very high solubility in water. NH3’s high water solubility means 

the atmospheric accumulation of NH3 is highly dependent on planetary conditions such as 

whether life produces a substantial amount of NH3 and whether there are active NH3-

removal sinks on the surface (including land and ocean). If life does not produce enough 

NH3 to saturate the surface sinks, rain can much more efficiently remove NH3 from the 

atmosphere than other atmospheric gases. 

 

NH3 has been studied before. Early studies suggest NH3 is unlikely to be present in an early 

Earth atmosphere because it is easily destroyed photochemically (Kasting et al., 1982; 

Sagan and Chyba, 1997). In a separate paper, we studied NH3 as a biosignature gas for a 

specific, optimistic planetary scenario of a planet with an H2 - N2 atmosphere termed the 

‘cold Haber World' (Seager et al., 2013). On such a planet, life may have evolved catalytic 

machinery to break the N2 triple bond and extract energy by fixing atmospheric H2 and N2 

into NH3 (Seager et al., 2013). A somewhat similar catalytic process occurs in the industry 

(the Haber process) at specific temperatures and pressures. 

 

In this work, we reassess NH3 as a biosignature gas by considering different planetary 

scenarios and surface conditions. We first summarize NH3’s sources and sinks on Earth in 

Chapter 3.2. We then describe our models in Chapter 3.3. We present our results in Chapter 

3.4. Finally, we conclude our paper with a discussion of our results and a description of 

limitations in Chapter 3.5. 

 

 

3.2 Ammonia Sources and Sinks 
 

To assess the biosignature potential of NH3, we first need to review how NH3 is produced 

(Chapter 3.2.1) and destroyed (Chapter 3.2.2) on Earth. NH3 sources on Earth are few and 

either anthropogenic (Chapter 3.2.1.1) or biological (Chapter 3.2.1.2), with limited abiotic 

sources (Chapter 3.2.1.3). In contrast, NH3 has many destruction pathways. We discuss NH3 

atmospheric sinks in Chapter 3.2.2.1 and NH3 biological sinks in Chapter 3.2.2.2.  

 

3.2.1 Ammonia Sources on Earth 
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Ammonia is a trace gas (< 1 ppbv) in modern Earth’s atmosphere, with a residence time of 

less than a day (Zhu et al., 2015). Current data on NH3 emissions at a global level have 

significant uncertainties due to the lack of measurements in most parts of Earth’s 

atmosphere (Olivier et al., 1998; Bouwman et al., 2002; Zhu et al., 2015; Van Damme et al., 

2018). It is worth noting that anthropogenic NH3 production is a significant NH3 source on 

Earth (Söderlund et al., 1976; Dentener and Crutzen, 1994; Olivier et al., 1998).     

 

3.2.1.1 Anthropogenic NH3 Production 

 

On Earth, most global NH3 emissions are due to anthropogenic activities, especially 

agriculture (Behera et al., 2013). Large quantities of ammonia are directly applied on farm 

fields as fertilizer (anhydrous NH3) or are used to produce secondary nitrogen fertilizers. 

Besides anhydrous NH3, synthetic N fertilizers such as urea ((NH2)2CO) and ammonium 

bicarbonate (NH4HCO3) are also popular N fertilizers (Behera et al., 2013). Both 

applications result in very high localized NH3 emissions from farmlands (e.g., Dong et al., 

2009; Hou and Yu, 2020). NH3 emissions from N fertilizers depend on many factors, 

including the type of fertilizers, local meteorological conditions, and soil properties (Behera 

et al., 2013). It has been estimated that up to 10% of N content is lost through NH3 emission 

when anhydrous NH3 fertilizer is used. This number rises to 18.7% for urea fertilizer 

(Behera et al., 2013). Animal husbandry also significantly contributes to global NH3 

emissions (through the microbial decomposition of animal waste, see Chapter 3.2.1.2 

below). Coal-burning also produces NH3, even though the quantity is relatively small 

(Soderlund et al., 1976, Behera et al., 2013). 

 

Industrial NH3 sources come from the production of nitric acid, fuel, explosives, and 

refrigerants. Other minor global NH3 emissions include agriculture-related biomass 

decomposition and motor vehicles (Zhu et al., 2015). We summarize the major NH3 sources 

and their flux in Table 3-1. 

 

Table 3-1. Major anthropogenic NH3 sources and their estimated flux (Soderlund et al., 

1976). 

Ammonia sources Rate [Tg/year] 

Domestic animals and human 20 - 35 

Burning of coal 4 - 12 

Wild animals 2 - 6 

Total 26 - 53 

 

Global NH3 emission flux is extremely hard to estimate because most NH3 measurements 

are local, and NH3 abundance varies widely (Olivier et al., 1998; Zhu et al., 2015; Van 

Damme et al., 2018). It has been reported that global NH3 emissions may have quadrupled 

in the past few years due to the increasing demand for food and other agricultural products 

(Lamarque et al., 2011 and Zhu et al., 2015). Global NH3 emissions will likely keep 

growing in the near future (Moss et al., 2010, Behera et al., 2013). The fact that the NH3 

emission rate has a strong dependency on climate (Sutton et al., 2013) makes an accurate 

NH3 emission estimate even more difficult. We summarize some estimates of global 

anthropogenic NH3 emission from the past few decades in Table 3-2. 
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Table 3-2.  A summary of global anthropogenic NH3 emission estimates (Zhu et al., 2015). 

Global NH3 emission rate [Tg/year] Source 

38.5 Moss et al., 2010 

53 Soderlund et al., 1976 

54 Bouwman et al., 1997 

75 Schlesinger et al., 1992 

 

As an aside, anthropogenic NH3 is produced by the Haber-Bosch process. The Haber-Bosch 

process reduces unreactive atmospheric nitrogen (N2) to ammonia with molecular hydrogen 

(H2). This reaction requires a metal catalyst (e.g., iron and other catalysts), high 

temperatures (450 ~ 550 °C), and high pressures (250 ~ 350 bar). 

 

3H2 + N2 → 2NH3    ∆Gf
o = -32.8 kJ/mol  Eq. 3-1 

 

The Haber-Bosch reaction has a standard Gibbs free energy change (∆Gf
o) of -32.8 kJ/mol 

and standard enthalpy change (∆Hf
o) of -91.8 kJ/mol. Even though this reaction is 

thermodynamically favorable at room temperatures (~300 K), it is kinetically disfavored. 

The use of catalysts significantly lowers the activation energy required for breaking the 

triple bond in the N2 gas. It is worth noting that the reaction becomes thermodynamically 

unfavorable at high temperatures (~550°C). Nevertheless, with high pressures, the forward 

reaction proceeds fast enough to give an industrially acceptable NH3 yield. 

 

3.2.1.2 Biological NH3 Production 

 

Three known biological processes generate ammonia (Figure 7). We briefly summarize 

them below.  

 

Nitrogen fixation: Biological nitrogen fixation by diazotrophic bacteria and Archaea 

converts atmospheric N2 to NH3. The chemical reaction is catalyzed by a nitrogenase 

enzyme's metal cluster iron-molybdenum cofactor (FeMoco) (Burgess et al., 1996). The 

biosynthesis of NH3 is highly energetically costly and is coupled to the hydrolysis of 16 

ATP molecules. 

  

N2 + 8H+ + 8e- + 16Mg-ATP → 2NH3 + H2 + 16Mg-ADP + 16Pi  Eq. 3-2 

 

Note that because the nitrogenase enzyme is susceptible to O2, many nitrogen-fixing 

organisms inhabit strictly anaerobic conditions. Despite its complex catalytic mechanism, 

biological nitrogen fixation likely originated very early in the evolution of life on Earth. 

Nitrogen isotopic studies suggest that molybdenum-based nitrogenase arose earlier than 3.2 

Gya (Stüeken et al., 2015).  

 

Ammonification: Many microorganisms convert organic nitrogen within organic matter 

(e.g., animal and plant waste, etc.) into NH3. Bacterial and fungal ammonification of animal 
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waste is one of the main processes contributing to the agricultural flux of atmospheric NH3 

(see section 2.1.1). 

 

Dissimilatory nitrate reduction to ammonium (DNRA): Dissimilatory nitrate reduction to 

ammonium (DNRA; nitrate/nitrite ammonification) is a process of anaerobic 

chemoorganoheterotrophic respiration that uses nitrate (NO3
-), instead of O2, as a final 

electron acceptor (Lam et al., 2011 and Kraft et al., 2011). As a result of DNRA, organic 

matter is oxidized anaerobically with a simultaneous reduction of nitrate to nitrite and 

subsequently to ammonia (or ammonium ion) (NO3
- → NO2

- → NH4
+) (Lam et al., 2011). 

Dissimilatory nitrate reduction to ammonium is typically found in prokaryotes. However, 

eukaryotic microorganisms can also carry out DNRA (Kuypers et al., 2018; Preisler et al., 

2007; and Stief et al., 2014). Note that in contrast to denitrification (the production of N2 

gas), the DNRA process conserves nitrogen, as soluble NH4
+ can be efficiently utilized in 

biochemical processes (Marchant et al., 2014). 

 

 

Figure 3-1. Interconversions between the main nitrogen species. 

 

Of the three processes above (excluding ammonification that results from human 

industrialized agricultural activity (see Chapter 3.2.1.1)), biological nitrogen fixation at 200 

Tg/year dominates the biological production of NH3 (Rascio and Rocca 2013). We compare 

the annual biological production of ammonia (NH3) to that of nitrogen gas (N2), methane 

(CH4), isoprene (C5H8), nitrous oxide (N2O), and methyl chloride (CH3Cl) in Figure 3-2. 
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Figure 3-2. Biological production of six different gases in Tg year-1. The biological production of 

ammonia is significantly smaller than that of methane or isoprene. Specifically, the bioproduction 

of ammonia is only about half of that of biologically produced nitrogen gas. References: Isoprene 

(Zhan et al., 2021); methane (Guenther et al., 2006); nitrogen gas (Yeung et al., 2019); ammonia 

(Rascio and Rocca, 2013); nitrous oxide and methyl chloride: (Tian et al., 2015), (Yokouchi et al., 

2015) and (Korhonen et al., 2008). 

 

3.2.1.3 Minor NH3 Abiotic Sources 

 

There are very few minor abiotic NH3 sources on Earth1. We briefly summarize them 

below. 

 

NH3 is a trace component of volcanic gases erupted by some, but not all, volcanoes on 

Earth (see (Möller 2014) and their Table 2.38). For example, (Uematsu et al., 2004) 

reported an emission of volcanic NH3 from the Miyake-jima volcano that reached 5 ppb 

locally. The volcanic NH3 is likely emitted due to the thermal breakdown of organic matter 

of biological origin (Sigurdsson et al., 2015), rather than the reduction of more oxidized N 

species, like N2. Due to Earth’s oxidizing conditions, volcanic outgassing includes some 

oxidized nitrogen species such as NO and HNO3 (Mather et al., 2004, Martin et al., 2007, 

Gaillard & Scaillet, 2014). In contrast to Earth, on a planet with a reducing upper mantle 

condition, nitrogen would be predominately in the form of NH4
+ in the fluids and could be 

degassed as NH3 (Mikhail et al., 2014 and Mikhail et al., 2017). Detailed modeling is 

required to explore the plausibility of this scenario further. 

 

NH3 can be photochemically produced on iron-doped TiO2 containing sands without 

microorganisms’ aid (Kasting et al., 1982; Schrauzer et al., 1983). When exposed to 

sunlight or UV, TiO2 containing sands can reduce N2 to NH3 and trace N2H4. However, 

only up to 107 tons (or 10 Tg) of NH3 can be photochemically produced on desert sands 

every year (Schrauzer et al. 1983). Furthermore, this abiotic N2 photo-fixation is only 

significant in arid and semiarid regions but not in areas with abundant rainfall and covered 

 
1
 See Appendix H for our NH3 abiotic false-positive analysis. 
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by vegetation, where biological N2 fixation dominates (Schrauzer et al. 1983). 

 

In the presence of dissolved Ni3Fe, NiFe, Ni0, and Fe0 in the ocean, N2, NO2
- and NO3

- can 

be converted to NH3/NH4
+ (Smirnov et al. 2008). This potential abiotic NH3/NH4

+ synthesis 

can happen in anaerobic (oxygen-depleted) conditions or reducing (H2-rich) environments. 

Such conditions can potentially be present around the Hadean submarine hydrothermal 

vents (Smirnov et al. 2008). However, this reduction process is strongly temperature-

dependent and only becomes efficient at high temperatures (~200°C and above). 

 

NH3 is very unlikely to be produced in hydrothermal vents on modern Earth, and even if it 

were, NH3 would dissolve in Earth’s ocean. The hydrothermal vents are not known to reach 

conditions for net NH3 synthesis. There may be one extreme exception: the Piccard 

hydrothermal field. The Piccard hydrothermal system is the deepest known seafloor hot-

spring (4957 ~ 4987 m) with pressures (~500 bar), temperatures (~500 °C), and H2 gas 

abundances (from serpentinization) to enable some limited N2 reduction (McDermott et al., 

2018) if a suitable catalyst is present. 

 

Lightning might produce NH3 in the Earth’s atmosphere, but only in tiny amounts if at all 

(see Section 5.3 for further discussion). In Earth's atmosphere, most of NH3 is generated (or 

'recycled') from NH2 radicals, which likely originate from the photolysis of NH3 itself (see 

Table 2-3). Hence, we do not consider Earth's atmospheric chemistry as a net source of 

NH3. For completeness, we include the high-temperature reactions in Table 3-3 even though 

the rates are extremely low at Earth temperatures. 

 

Table 3-3. NH3-producing reactions. The reaction rates are in units of cm3·molecule-1·s-1. 

Chemical Reaction Rate at 298K Rate law Source 

H2 + NH2 → NH3 + H 
High temp 

reaction 
6.75 ∙ 10−14 ∙ (𝑇 298⁄ )2.6 ∙ exp[−3006.8 𝑇⁄ ] NIST 

NH2 + C2H2 → C2H + NH3 
High temp 

reaction 
8.2 ∙ 10−13 ∙ exp[−2780 𝑇⁄ ] NIST 

NH2 + C2H4 → C2H3 + NH3 4.07 × 10-16 3.42 ∙ 10−14 ∙ exp[−1320.6/𝑇] NIST 

NH2 + C2H4O → C2H3O + 

NH3 
5.28 × 10-15 3.50 ∙ 10−13 ∙ exp[−1250/𝑇] NIST 

NH2 + C2H6 → C2H5 + NH3 2.13 × 10-18 2.74 ∙ 10−14 ∙ (𝑇 298⁄ )3.46 ∙ exp[−2820/𝑇] NIST 

NH2 + CH4 → CH3 + NH3 6.90 × 10-18 8.77 ∙ 10−15 ∙ (𝑇 298⁄ )3 ∙ exp[−2130/𝑇] NIST 

NH2 + H2O → OH + NH3 9.52 × 10-22 2.1 ∙ 10−13 ∙ (𝑇 298⁄ )1.9 ∙ exp[−5725/𝑇] NIST 

NH2 + HO2 → NH3 + O2 3.40 × 10-11 3.4 ∙ 10−11 JPL 

N2H3 + N2H3 → 2NH3 + N2 
High temp 

reaction 
5.0 ∙ 10−12 NIST 

NH2 + OH → NH3 + O 1.43 × 10-13 3.32 ∙ 10−13 ∙ (𝑇 298⁄ )0.4 ∙ exp[−250.2/𝑇] NIST 

H + NH2 → NH3 3.00 × 10-30 3.00 ∙ 10−30 NIST 

 

 

3.2.2 Ammonia Sinks on Earth 

 

Compared to NH3’s few formation pathways on Earth, there are numerous routes through 

which NH3 can be removed. This section focuses on NH3 atmospheric sinks (Section 



42  

3.2.2.1) and biological sinks (Section 3.2.2.2).   

 

3.2.2.1 NH3 Atmospheric Sinks 

 

NH3 is highly reactive in Earth’s atmosphere and is destroyed by direct photolysis and 

reactions with UV-generated radicals. In Earth’s oxic atmosphere, OH is the dominant 

radical. In exoplanet atmospheres with different bulk compositions, other radicals may 

become dominant. In particular, for an H2-dominated (highly reducing) atmosphere, the 

most abundant reactive species are H radicals, produced by photolysis of atmospheric water 

vapor (Hu et al., 2012). In N2 or CO2-dominated atmospheres, O may also be important, 

though this needs to be further explored (Hu et al., 2012; Ranjan et al., 2020). We list the 

reactions between NH3 and O, H, and OH radicals in Table 3-4. 

 

Table 3-4. Reactions between NH3 and H, O and OH radicals in the atmosphere. The 

reaction rates have units of cm3·molecule-1·s-1. (Reference: NIST) 

Reactions Rate at 298K Rate law 

NH3 + H· → H2 + NH2 8.27 × 10-20 
4.27 ∙ 10−14 ∙ (𝑇 298⁄ )3.87

∙ exp[−32.59 𝑅𝑇⁄ ] 

NH3 + O· → ·OH + NH2 4.37 × 10-17 
2.87 ∙ 10−13 ∙ (𝑇 298⁄ )2.10

∙ exp[−21.78 𝑅𝑇⁄ ] 
NH3 + ·OH → H2O + NH2 1.57 × 10-13  3.50 ∙ 10−12 ∙ exp[−7.69 ± 1.66 𝑅𝑇⁄ ] 

 

NH3 can also photodissociate under UV conditions. The photolysis rate coefficient JA can 

be quantified by (e.g., Brasseur et al., 2017): 

 

𝐽𝐴 =  ∫ 𝑞𝜆 ∙ 𝐼𝜆 ∙ 𝜎𝜆 ∙ 𝑒−𝜏𝜆 𝑑𝜆 Eq. 3-3 

 

Here qλ is the quantum yield of NH3 photolysis. Iλ is the solar intensity at the top of the 

atmosphere, τλ is the optical depth, and σλ is the absorption cross-section of NH3. Ammonia 

photolysis has two pathways, which we summarize in Table 3-5. Reaction rates are 

computed in (Hu et al., 2012). 

 

Table 3-5. Photolysis reactions of NH3 (Hu et al., 2012). 

Reaction Quantum yields Reaction rate at 295 K [s-1] 

 <106nm: 0.3  

NH3 + hv → NH2 + H 106-165 nm: linear interpolation 6.89 × 10-5 

 >165nm: 1.0  

 <106nm: 0.7  

NH3 + hv → NH + H2 106-165 nm: linear interpolation 1.55 × 10-6 

 >165nm: 0  

 

Atmospheric NH3 will react with nonradical molecules in the atmosphere. In total, we 

identified five other reactions that can remove NH3 (Table 2-6), and this list is complete for 

reactions that remove NH3, according to the NIST database (Manion et al., 2008). As in 

Table 3-6, we include the high-temperature reactions for completeness. 
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Table 3-6. NH3-removing reactions. The reaction rates are in units of cm3·molecule-1·s-1. 

Chemical Reaction Rate at 298K Rate law Source 

NH + NH3 → NH2 + NH2 
High temp 

reaction 
5.25 ∙ 10−10 ∙ exp[−13470 𝑇⁄ ] NIST 

NH3 + CH → HCN + H2 + H 2.50 × 10-11 7.24 ∙ 10−11 ∙ exp[−317 𝑇⁄ ] NIST 

NH3 + CH3 → CH4 + NH2 
High temp 

reaction 
9.55 ∙ 10−14 ∙ exp[−4895 𝑇⁄ ] NIST 

NH3 + CN → HCN + NH2 1.66 × 10-11 1.66 ∙ 10−11 NIST 

NH3 + CNO → CO + N2H3 1.20 × 10-14 6.29 ∙ 10−14 ∙ (𝑇 298⁄ )2.48 ∙ exp[−493 𝑇⁄ ] NIST 

 

3.2.2.2 NH3 Biological Sinks 

 

On Earth, life is a significant sink for NH3. Three biological processes are critical for NH3 

depletion by life: nitrification, anammox, and direct assimilation of NH3 into nitrogen-

containing organic building blocks of life (i.e., amino acids) (Figure 3-1). We discuss 

nitrification and anammox briefly below. 

 

Nitrification is a process of oxidation of ammonia (NH3) to nitrate (NO3
-) (Wendeborn 

2020). NH3 oxidizing bacteria and archaea harvest energy by aerobic oxidation of NH3 to 

NO3
- via a two-step process (Schimel et al., 2004). In the first step NH3 is oxidized to NO2

- 

by chemoautotrophs according to the following formula: NH3 + O2 + 2e- + 2H+→ NO2
- + 

4e- + 5H+ (ΔG° = −275 kJ mol−1) (Daims et al., 2015, Caranto et al., 2017). In the second 

step NO2
- is further oxidized to nitrate: NO2

- + H2O → NO3
- + 2H+ + 2e- (ΔG° = 

−74 kJ mol−1) (Schimel et al., 2004; Daims et al., 2015). Nitrification is performed primarily 

by soil bacteria (e.g., Nitrosomonas sp., Nitrospira sp.). 

 

The second major biological sink of NH3 is called anammox. Anammox is a process of 

anaerobic oxidation of NH3. Obligately anaerobic chemolithoautotrophs can perform 

anammox. (Kartal et al., 2011; Van Niftrik et al., 2012). According to the following 

formula, anammox-capable bacteria convert nitrite and ammonia directly to N2 gas: NH4
+ + 

NO2
- → N2 + 2H2O (ΔG° = −357 kJ·mol−1). Anammox is especially prominent in the 

oceans, even around hydrothermal vents along the Mid-Atlantic Ridge (Byrne 2009). 

Anammox is responsible for 50% of marine N2 production (Strous et al., 2006; Devol, 

2004). 

 

 

3.3. Methods 
 

We now describe our methods for assessing NH3 as a biosignature gas. To study the 

biosignature potential of NH3, we have to determine under which conditions can NH3 

accumulate in the atmosphere, considering NH3's high water solubility and high bio-

usability. We first review solubility and Henry’s law (Chapter 3.3.1). We then introduce our 

simplified ocean-NH3 interaction model (Chapter 3.3.2), followed by a description of our 

one-dimensional photochemistry model (Chapter 3.3.3) and our transmission spectra model 

(Chapter 3.3.4).  
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3.3.1 Solubility and Henry's law 

 

We use Henry’s law to study the solubility of NH3. There are multiple ways to define 

Henry’s law constant (R. Sander 2015). We choose the following form. 

 

𝐻(𝑋)
𝐶𝑃 =  

𝐶(𝑋)

𝑃
 Eq. 3-4 

 

Here HCP(X) is Henry’s law constant for a species X in mol·Pa-1·m-3. C(X) is the dissolved 

concentration in the solution with units of mol·m-3. P is the partial pressure in Pascal (1 atm 

≅ 101325 Pa). Henry's law constant is also a function of temperature, which can be 

approximated by the van't Hoff equation. 

 

𝑑𝑙𝑛(𝐻𝐶𝑃)

𝑑(1/𝑇)
=  −

∆𝐻𝑑𝑖𝑠𝑠

𝑅
 Eq. 3-5 

 

Here T is the temperature in Kelvin, R is the universal gas constant in J·K·mol-1, and ∆Hdiss 

is the enthalpy change in dissolution. Since there is an inverse relationship between Henry’s 

law constant and temperature, NH3 will be more soluble as temperature decreases. 

 

 

3.3.2 Ocean-NH3 Interaction Model 

 

To show that NH3 can accumulate in the atmosphere when life is a net source of NH3 and 

produces enough NH3 to saturate the surface sinks, we use a simplified ocean-NH3 

interaction model. Specifically, we study the partitioning between the atmosphere and the 

ocean, assuming equilibrium chemistry. 

 

Our model has two variables: the ocean pH and the planet’s total NH3 reserve maintained 

through biological production. We assume the exoplanet has an Earth-sized ocean, roughly 

1.335×1021 L (Amante et al., 2009). Additionally, we assume there are no biological or 

geochemical sinks on the surface. In this case, the ocean is a reservoir. Once NH3 dissolves 

in the ocean, it will react with water to form NH4
+ and OH- ions. We calculate the dissolved 

ammonia concentration ([NH3]) and the ammonium ion concentration ([NH4
+]) by using the 

Henderson–Hasselbalch equation. 

  

𝑝𝐻 =  𝑝𝐾𝑎 +  𝑙𝑜𝑔10( 
[𝑁𝐻3]

[𝑁𝐻4
+]

 ) Eq. 3-6 

 

Ammonia has a pKa (acid dissociation constant at log scale) of about 9.25 (David R. Lide et 

al., 2005). We can derive [NH3] by solving the system of equations, 
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[𝑁𝐻3]

[𝑁𝐻4
+]

=  10 ( 𝑝𝐻−9.25) Eq. 3-7 

[𝑁𝐻3] + [𝑁𝐻4
+] =

 𝑇𝑁𝐻3 

𝑉𝑂𝑐𝑒𝑎𝑛−𝐸  
 Eq. 3-8 

 

Here pH is the ocean's overall pH, TNH3 is the planet’s total NH3 reserve in mol, and VOcean-E 

is the volume of the Earth’s ocean in liters. We solve [NH3] and express it as a function of 

pH and the planet’s total NH3 reserve. 

 

[𝑁𝐻3] =  
𝑇𝑁𝐻3

∙ 10 𝑝𝐻

(1.77828 × 109 + 1 × 10𝑝𝐻) ∙ 𝑉𝑂𝑐𝑒𝑎𝑛−𝐸  
 Eq. 3-9 

 

Using Henry's law (Eq. 3-1), we calculate NH3 partial pressure from [NH3] and plot NH3 

volume mixing ratio as a function of pH and TNH3.  

 

 

3.3.3 Photochemistry Model 

 

We use our photochemistry code (Hu et al., 2012) to calculate the NH3 mixing ratio as a 

function of vertical altitude in exoplanet atmospheres. In this section, we briefly describe 

how we use this computational approach to explore atmospheric NH3 accumulation. 

 

Our photochemistry code (Hu et al., 2012) can simulate a wide variety of planetary 

atmosphere scenarios by calculating the atmosphere's steady-state chemical composition. 

Our full photochemistry model encodes more than 800 chemical reactions and UV 

photolysis of atmospheric molecules. Our model also includes both wet and dry depositions, 

thermal escape of O, C, H, N, and S containing molecules, surface emission, and formation 

and deposition of sulfur-bearing (both elemental sulfur and sulfuric acid) aerosols. The one-

dimensional chemical transport model has been validated by simulating modern Earth’s and 

Mars' atmospheric composition, matching observations of major trace gases in both 

scenarios. We can flexibly implement this model to simulate oxidized, oxic, and reduced 

atmospheres. Both ultraviolet and visible radiation in the atmosphere is computed by the 

delta-Eddington two-stream method. This model also includes molecular absorption, 

Rayleigh scattering, and aerosol Mie scattering to compute the optical depth.  For 

applications of our photochemistry code, see (Hu et al., 2012, Seager et al., 2013(a)(b), Hu 

et al., 2013, Sousa-Silva et al., 2020, Zhan et al., 2021).  

 

In this work, we consider an exoplanet orbiting an M dwarf star (M5V). We use the stellar 

radiation model of GJ 876 (Loyd et al., 2016; France et al., 2016). We study three different 

atmospheric scenarios: N2-dominated weakly oxidizing atmospheres, CO2-dominated 

highly oxidizing atmospheres, and H2-dominated reducing atmospheres. For exoplanets 

with N2-dominated, CO2-dominated, and H2-dominated atmospheres, the semi-major axes 

are 0.026 AU, 0.034 AU, and 0.042 AU, respectively. We choose the semi-major axes to 

ensure the surface temperature is maintained at 290 K across all scenarios. We model 
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massive super-Earths with 10 MEarth and 1.75 REarth because these large planets are more 

likely to retain an H2-dominated atmosphere than Earth-mass planets due to a higher escape 

velocity.  

 

In each atmosphere scenario, we consider two cases: one with NH3 deposition (both dry 

deposition and rainout included) and one without NH3 deposition (dry deposition and 

rainout are both set to 0). In both cases, we assume the atmospheric NH3 is maintained 

through biological production (i.e., life is a net source of NH3). The case with NH3 

deposition corresponds to active NH3-removal sinks on the surface, where the surface is not 

saturated with NH3. The case without NH3 deposition corresponds to conditions in which 

life produces enough NH3 to saturate the surface sinks. In this case, the ocean is a reservoir 

of NH3, and NH3 is only removed by photochemistry. 

 

For each of the scenarios we study, we set the planet's surface pressure to 1 bar and 

temperature to 288 K. We divide the atmosphere into two layers: a lower convective layer 

and a higher radiative layer (Hu et al., 2012). We set the temperature of the convective layer 

to follow the dry adiabatic lapse rate. We set the stratospheric temperature in our model 

according to (Hu et al. 2012). We set the temperature above tropopause to 160K, 200K, and 

175K for the H2-dominated, N2-dominated, and CO2-dominated atmosphere. For an H2-

dominated atmosphere, we assume the stratosphere is very cold due to efficient radiative 

cooling from abundant H2 (Birnbaum et al. 1996). Since we do not have a climate model 

coupled with our photochemistry code, we do not consider heating in the upper atmosphere. 

Hence, we assume the temperature to be constant (isothermal) in the radiative layer (Hu et 

al., 2012). The temperature profiles we set are consistent with significant greenhouse effects 

in the convective layer (Hu et al., 2012). 

 

To study NH3 as a biosignature gas, we only use 735 reactions in our simulations. 

Specifically, we include all the reactions mentioned in (Hu et al., 2012), except for reactions 

that involve more than 2 carbon atoms (C>2-chem), high-temperature reactions (Hu et al., 

2012), and HSO2 thermal decay. Furthermore, we do not consider rainout and biological 

sinks for H2, CO, CH4, N2, C2H2, C2H4, C2H6, and O2. We make the assumptions mentioned 

above to facilitate robust comparison to our reference benchmark scenarios from (Hu et al., 

2012). We present our simulation parameters (including the stellar spectrum input, 

atmospheric temperature-pressure profiles, the eddy diffusion profiles, and the planetary 

surface boundary information) in Appendix A. 

 

 

3.3.4 Transmission Spectra Model and Simulated Observation 

 

To assess future possibilities for the detection of NH3 in each of the exoplanet atmospheric 

scenarios, we simulate transmission spectra for each scenario using our “Simulated 

Exoplanet Atmosphere Spectra'' (SEAS) code (Zhan et al., 2021). We simulate atmospheric 

detection using the community JWST exposure time calculator and noise simulator 

Pandexo (Batalha et al., 2017) and assess the confidence in detecting NH3 for each given 

scenario via a reduced chi-squared test.  

 

3.3.4.1 Simulated Exoplanet Atmosphere Spectra Model (SEAS) 
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The SEAS transmission code takes in the output of the photochemistry code (temperature-

pressure profiles and mixing ratio profiles) and calculates the optical depth along the limb 

path (Seager et al., 2013(a)(b); Zhan et al., 2021). The SEAS transmission code has been 

validated by reproducing Earth’s atmosphere spectra by comparing the SEAS simulated 

results with data from the Atmospheric Chemistry Experiment database (Bernath et al., 

2005). Currently, our SEAS code does not have refraction. Hence our transmission spectra 

model works best for M dwarf planets, where refraction has a minimum impact on 

observations (Misra et al., 2014, Bétrémieux et al., 2014). Details of the code are described 

in (Zhan et al., 2021). Here we provide a very brief description of the transmission code.  

 

We divide the entire atmosphere (from the surface to the top of the atmosphere) into layers, 

and the width of each layer is one atmospheric scale height. Within each layer, we assume 

the atmosphere is in local thermodynamic equilibrium (LTE). The stellar radiation will 

penetrate along each layer's limb path, which we approximate as stellar radiation passing 

through multiple LTE chunks. We calculate the absorption along each beam path by using 

the following equation.  

 

𝐴 = 𝑛𝑖,𝑗 × 𝜎𝑖,𝑗 × 𝑙𝑖 Eq. 3-10 

 

Here A is absorption, n is number density, σ is absorption cross-section, and l is the path 

length. The subscript i denotes each chunk, and subscript j denotes each molecule. We then 

compute the transmittance (T) of each beam by using the Beer-Lambert law. The amount of 

flux attenuated along each beam's path is determined by multiplying the absorbance (1-T) 

by each base chunk's scale height. Finally, we calculate the transit depth of the atmosphere 

by summing all the attenuated fluxes. 

 

3.3.4.2 Simulated Exoplanet Observation 

 

We assess an exoplanet atmospheres' detectability by using the metrics described in (Seager 

et al., 2013(a)(b)), (Batalha et al., 2017), and (Zhan et al., 2021). We calculate the signal-to-

noise ratio (SNR) of an atmosphere using the following equation. 

 

𝑆𝑁𝑅 =  
|𝐹𝑜𝑢𝑡 − 𝐹𝑖𝑛|

√𝜎𝐹𝑜𝑢𝑡

2 + 𝜎𝐹𝑖𝑛

2  

 
Eq. 3-11 

 

Fin is the flux density within the absorption feature, Fout is the flux density of the 

surrounding continuum of the feature, and σFout and σFin is the respective uncertainty. More 

specifically, we calculate the uncertainty using the Pandexo JWST instrumental noise 

calculator using the NIRSpec (G140M, G235M, G395M) and MIRI (LRS) observation 

modes. The two instruments combined provided a spectral coverage from 1 to about 13 μm.  

 

To analyze the transmission detectability of weakly oxidizing (N2-dominated), highly 

oxidizing (CO2-dominated), and reducing (H2-dominated) atmospheres (Chapter 3.3.3), we 
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consider a 10 MEarth, 1.75 REarth Super-Earth orbiting a host star with a visual magnitude of 

10. The central star can be either a Sun-like (G) star or a 0.2 RSun M dwarf star. To observe 

a terrestrial exoplanet’s atmosphere, we explore a total integration time between 10 transits 

and 100 transits (which may be impractical for G stars, but we include it for comparison). 

 

3.3.4.3 Detection Assessment Metrics 

 

We compare the difference in SNR to assess whether it is possible to distinguish between 

an H2-dominated atmosphere with and without a significant NH3 surface flux (Chapter 

3.4.4). We assess whether the models are good fits for the simulated observational data. We 

use the following equation to compute the reduced chi-square statistics between the data 

with several different models. 

 

𝑥𝑣
2 =

 𝑥2

𝑣
=  

1

𝑣
∙ [∑

(𝑂𝑖 − 𝐶𝑖)
2

𝜎𝑖
2

𝑖

] Eq. 3-12 

 

Here χν
2 is the reduced chi-square, ν is the degree of freedom (or the number of wavelength 

bins), χ2 is the chi-square, Oi is simulated observational data, Ci is the simulated model, σi is 

the variance (or error as calculated from Pandexo noise simulator for a specific instrument), 

and finally i denotes each wavelength bin. We note that binning the spectra reduces the 

variance at the expense of reducing the degree of freedom. Due to NH3 containing multiple 

broadband spectral features (peaks around 1.5 μm, 2 μm, 2.3 μm, 3 μm, 6 μm, and 10 μm), 

in practice, we find bin the spectra to a resolution of R = 10 ~ 20 is a good balance between 

maximizing SNR and preserving spectral information. 

 

More specifically, we first apply a null-hypothesis test to see if the data can be explained by 

a straight line (i.e., no atmosphere can be detected). If the null hypothesis can be ruled out, 

we then compare the data for models with a variety of NH3 (column-averaged mixing ratio 

from 0.1 ppm to 100 ppm) and assess which model best fits the data.  

 

 

3.4. Results 
 

In this section, we assess the possibility of NH3 accumulation to detectable levels in various 

planetary scenarios. In brief, we find that NH3 can theoretically accumulate the JWST 

detectable level in the atmosphere with a reasonable surface production flux (i.e., 

comparable to the terrestrial biological production of CH4) only when life is a net source of 

NH3 and produces enough NH3 to saturate the surface sinks. 

 

We first illustrate NH3's high water solubility by comparing NH3's Henry's law constant 

with other representative gases (Chapter 3.4.1). Using our simplified ocean-NH3 interaction 

model and considering the atmosphere-ocean partitioning of NH3, we demonstrate that NH3 

can theoretically accumulate if there are no NH3-removal sinks on the surface (Chapter 

3.4.2). Utilizing our transmission spectra model, we learn that detection of NH3 is possible 

for exoplanets with H2-dominated atmospheres using JWST if the NH3 column-averaged 
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mixing ratio reaches 5 ppm (Chapter 3.4.3). Finally, we run our photochemistry code to 

quantify the NH3 flux needed to reach the 5 ppm detection limit under various planetary 

atmosphere conditions (Chapter 3.4.4). 

 

3.4.1 NH3’s High Water Solubility Limits its Ability to Accumulate in the Atmosphere 

 

NH3 is highly water-soluble, at least two orders of magnitude more soluble than other 

planetary atmospheric gases. NH3's high water solubility means that atmospheric 

accumulation of NH3 is highly dependent on whether there are active NH3-removal sinks on 

the surface (i.e., whether the surface is saturated with NH3). When life does not produce 

enough NH3 to saturate the surface sinks, rain (wet deposition) can much more efficiently 

remove NH3 from the atmosphere than other gases, limiting NH3's ability to accumulate in 

the atmosphere. 

 

We can quantitatively compare the solubility of different gases to each other based on 

Henry’s law constants. Since Henry’s law constant is a measure of solubility in water, the 

larger Henry’s law constant, the more water-soluble the gas is. We summarize Henry's law 

constants for some representative gases at standard temperature and pressure (T = 298.15K 

and P ≅ 1atm) in Table 3-7 (R. Sander, 2015). 

 

Table 3-7. Henry’s law constant for some representative gases in water (R. Sander et al., 

2015). 

Chemical species HCP [
mol

 Pa∙m3] 

Ammonia NH3 5.90 × 10-1 

Dimethyl Sulfide CH3SCH3 5.34 × 10-3 

Methyl Chloride CH3Cl 1.15 × 10-3 

Carbon dioxide CO2 3.36 × 10-4 

Isoprene C5H8 1.53 × 10-4 

Nitrogen dioxide NO2 1.20 × 10-4 

Phosphine PH3 7.00 × 10-5 

Methane CH4 1.41 × 10-5 

Oxygen O2 1.30 × 10-5 

Hydrogen H2 7.75 × 10-6 

Nitrogen N2 6.43 × 10-6 

Helium He 3.83 × 10-6 

 

The high solubility of NH3 and other amines (especially aliphatic amines) in water is due to 

their ability to form hydrogen bonds with water molecules and themselves. Even tertiary 

amines (three substituents are connected to N) can form hydrogen bonds between the lone 

pair of electrons carried by the central nitrogen atom and the H in a water molecule that 

carries a partial positive charge. As a result, NH3 and other volatile amines are much more 

soluble than any previously studied biosignature gas candidates (Figure 8). 

 

 

3.4.2 NH3 Can Accumulate if Life Produces Enough NH3 to Saturate the Surface 

 

Using our simplified ocean-NH3 interaction model, we find that NH3 can theoretically 
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accumulate to a detectable level in the atmosphere when life is a net source of NH3 and 

produces enough NH3 to saturate the surface sinks. By detectable level, we mean a volume 

mixing ratio of 5 ppm (see Chapter 3.4.3 for a detailed assessment of detectability of NH3).  

 

To reach this conclusion, we assess how ocean-atmosphere equilibrium NH3 partial 

pressure changes with the planet's total NH3 reserve and ocean pH. As a reminder, we 

assume the atmospheric NH3 is maintained through biological production (as postulated by 

Seager et al., 2013). We also assume no NH3-removal sinks on the land and in the ocean 

(see Chapter 3.3.2). 

 

We find that life must produce enough NH3 to maintain an NH3 inventory of 6×1018 mol to 

reach a detectable level (5 ppm) in the atmosphere. This inventory is 10,000 times that of 

Earth’s (1×1014 mol). One might ask if there is enough N to support such a sizeable NH3 

inventory. The answer is yes, compared with Earth’s total N reservoir estimated at 4×1020 

mol (Ranjan et al., 2019, Johnson et al., 2015). About ~1.5% of such a total N reservoir 

would be needed. Life on such planets2 can theoretically maintain this NH3 inventory by 

breaking down N2 and H2 gas to form NH3, analogous to the Haber–Bosch process (Seager 

et al., 2013(b)). 

 

In our model, the planet's total NH3 reserve is limited by the planet's total N reservoir. 

Unfortunately, the upper bound of the total N reservoir cannot be known for an exoplanet. 

Here, we assume the planet has an Earth-sized total N reservoir of 4×1020 mol. In an 

extreme situation where life manages to convert almost all of the planetary N reservoir into 

NH3, the NH3 volume mixing ratio can reach 0.5% (Figure 3-3). In this case, NH3 becomes 

one of the major chemical species in the atmosphere, and the ocean becomes basic. 

However, if life cannot produce a substantial amount of NH3 and only maintain an Earth-

like NH3 inventory (~1014 mol), NH3 will not be detectable regardless of the ocean’s pH 

levels (Figure 3-3). 

 

  

 
2
 We note that H2-dominated atmospheres are not detrimental for life and that life can survive and 

thrive in an H2-dominated environment (Seager et al., 2020). 
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Figure 3-3. Equilibrium volume mixing ratio of NH3 as a function of the planet's total NH3 

reserve and ocean pH. The x-axis is the ocean pH, and the y-axis is the planet's total NH3 reserve 

in mol. The contours are NH3 volume mixing ratios. We assume the planet has an Earth-sized 

total N reservoir (4×1020 mol) and an Earth-sized ocean (1.335×1021 L). (a): If life cannot produce 

a substantial amount of NH3 and only maintain an Earth-like NH3 inventory (~1014 mol), the NH3 

volume mixing ratio is extremely low regardless of the ocean pH level (4 ≤ pH ≤ 11). (b): If life 

manages to convert almost all of the planetary N reservoir into NH3 (~1020 mol), NH3 will become 

one of the major chemical species in the atmosphere. 

 

 

3.4.3 Detectability of NH3 in Transmission Spectra 

 

We study the detectability of NH3 in transmission spectra using our ‘Simulated Exoplanet 

Atmosphere Spectra’ (SEAS) code. For exoplanets with H2-dominated atmospheres orbiting 

M dwarf stars (M5V), we find that a minimum of about 5 ppm column-averaged mixing 

ratio is needed to detect NH3 with JWST, considering NH3's 1.5 μm feature and a 10 ppm 

JWST systematic noise floor (Figure 10). Furthermore, we find that exoplanets with high 

molecular-weight atmospheres (i.e., CO2-dominated and N2-dominated atmospheres) and 

those orbiting Sun-like stars have atmosphere signals too weak to be detected by JWST. 
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Figure 3-4. Simulated spectra of an exoplanet with an H2-dominated atmosphere transiting an 

M5V star for a range of NH3 column-averaged mixing ratios. The y-axis shows transit depth 

(ppm), and the x-axis shows wavelength (μm). The spectra are simulated from 0.3 - 23 μm, 

covering the wavelength span of most of JWST’s observation modes. The yellow, green and blue 

region shows the spectral coverage of NIRSpec, and the red region shows that of MIRI LRS. We 

simulate the spectra with varying NH3 column-averaged mixing ratios from 0 (no NH3) to 10 

ppm. We calculate the NH3 mixing ratio as a function of vertical altitude using our 

photochemistry code (Chapter 3.3.3). At lower surface mixing ratios, the NH3 spectral features are 

not prominent as NH3 is mostly concentrated near the surface and rapidly decays as a function of 

altitude. Increasing the abundance of NH3 amplifies the spectral feature of NH3, as more NH3 can 

accumulate in the upper part of the atmosphere. 

 

For exoplanets with high molecular-weight atmospheres (i.e., CO2-dominated and N2-

dominated atmospheres), the transit depth resulting from the small atmosphere scale height 

is too small compared to the assumed 10 ppm JWST observational noise floor. Similarly, 

for exoplanets orbiting Sun-like stars, the transit depth (around 2 ~ 3 ppm for H2-dominated 

atmospheres) is too small given the size of the host star. To support this argument, we 

conduct a null hypothesis test. We check whether our model is a better fit than a flat line. 

We find that only exoplanets with H2-dominated atmospheres orbiting M5V stars pass this 

test3. 

 

To demonstrate that a minimum of about 5 ppm is needed for NH3 to be detected, we 

simulate JWST observations using the Pandexo JWST noise simulator with a detection 

noise floor of 10 ppm and a realistic noise model for JWST instrumentation (Batalha et al., 

2017). We compare a simulated spectrum with 5 ppm of NH3 and a spectrum with no NH3 

(Figure 3-5). We find that the spectrum with 5 ppm of NH3 has spectral features 10 ~ 40 

ppm larger than the spectrum with no NH3. The inclusion of detection noise is the main 

reason why our 5 ppm detection limit is higher than the 0.1 ppm value stated in (Seager et 

al., 2013). 

 

 
3 Except for TRAPPIST-1 planets (details see Appendix I) 
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Figure 3-5. Upper Panel: Simulated JWST exoplanet atmosphere observation for a 10 MEarth, 

1.75 REarth super-Earth with an H2-dominated atmosphere transiting an M5V star given 20 transit 

per instrument (80 transits in total), and comparing a model with no surface NH3 (blue line) and a 

model with a column average mixing ratio of 5 ppm (orange line), which we also show in Figure 

4. The y-axis shows transit depth (ppm), and the x-axis shows wavelength (μm). The simulated 

observation spans the wavelength range of the NIRSpec and MIRI instruments. The error bars are 

95% confidence interval for each model with 5 ppm NH3 (red) and green for no NH3 (green) 

uniformly binned to a spectral resolution of R=10. We show that the difference between the two 

models achieves statistical significance within each instrument, indicating a confident simulated 

detection of NH3. Lower Panel: Model difference in ppm between the two simulated spectra 

showing the spectral feature of NH3 peaks around 1.5 μm, 2 μm, 3 μm, 6 μm, and 10 μm. 

Negative values denote that the increase of NH3 caused a decrease of CH4 in the atmosphere. 

 

Even though we find that a minimum of about 5 ppm is needed for NH3 to be detected, with 

one JWST instrument (e.g., NIRSpec) and one mode (i.e., G395M, which encompasses the 

NH3's 3 μm feature), constraining the amount of NH3 will be challenging. A better 

quantification is possible with more modes covered. We have analyzed an ideal case with 

observations of all NH3 spectral features in the wavelength range of 1.6 to 10 μm (three 

modes of NIRSPEC and MIRI LRS, i.e., 80 transits). In this case, we can further constraint 

the NH3 mixing ratio to 1 ~ 10 ppm. 

 

For illustration purposes, we also show an instance of a simulated observation of an 

exoplanet with H2-dominated atmospheres transiting an M5V star, with both a reasonable 

number of transits (20 transits; Figure 3-5) and the maximum theoretical observation time 

possible (200 transits; Figure 3-6). The maximum observation time means considering 

nearly every visible transit for an orbital period corresponding to the habitable zone of an 

M5V star (i.e., one transit every 10 days for five years based on Kepler’s 3rd law). While 

such a 200 transit-observation is unrealistic (due to the competitive nature of JWST), Figure 

12 illustrates what quality of data 200 transits would provide. 
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Figure 3-6. Comparison between 20 and 200 transits for simulated JWST exoplanet atmosphere 

observations for a 10 MEarth, 1.75 REarth super-Earth with H2-dominated atmosphere transiting an 

M5V star. Similar to Figure 3-5, the model shows a planet with a 5 ppm column-averaged mixing 

ratio of NH3. Upper panel: simulation for 20 transit observations (5 transits per instrument 

modes) and R = 20. The y-axis shows transit depth (ppm), and the x-axis shows wavelength (μm). 

The simulated observation focuses on the wavelength span of NIRSpec G140M (yellow), G235M 

(green), G395M (blue), and MIRI LRS (red), respectively. The blue line is the simulated 

transmission spectra, and the black dots are the average of all transits. The orange error bars 

represent the 95% confidence interval of the observation. Lower panel: same as the upper panel 

but for 200 transits (50 per mode). This simulation assumes the maximum observation time 

possible with JWST (200 transits, spanning across 5 years), and spectral features of various 

molecules can be characterized to high confidence.  

 

 

3.4.4 Variability of NH3 Atmospheric Accumulation in Various Planetary Scenarios 

 

We use our photochemistry model to simulate the NH3 mixing ratio as a function of vertical 

altitude in various planetary atmosphere scenarios. We first demonstrate that NH3 can 

accumulate in the atmosphere with a reasonable surface production flux only when life 

produces enough NH3 to saturate the surface sinks (Chapter 3.4.4.1). We also show the 

effect of the NH3 surface deposition on atmospheric NH3 mixing ratio given a fixed NH3 

surface production flux (Chapter 3.4.4.2). 

 

3.4.4.1 Conditions Required for NH3 to Accumulate with a Reasonable Surface Production 

Flux 

 

We find that NH3 can accumulate to the 5 ppm JWST-detectable level in the atmosphere 

with a reasonable surface production flux only if life is a net source of NH3 and produces 
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enough NH3 to saturate the surface sinks. In this case, there are no NH3-removal sinks on 

the surface, and NH3 is only removed by photochemistry (i.e., no dry deposition or rainout). 

 

Specifically, for an exoplanet with H2-dominated atmospheres orbiting an M dwarf star, 

when the surface is saturated with NH3 (i.e., there are no NH3-removal sinks on the 

surface), the required biological surface flux to reach 5 ppm is on the order of 1010 

molecules cm-2 s-1, comparable to the terrestrial biological production of CH4. However, 

when the surface is unsaturated with NH3, due to additional sinks present on the surface, 

life would have to produce NH3 at surface flux levels on the order of 1015 molecules cm-2 s-1 

(~4.5×106 Tg year-1). This value is roughly 20,000 times greater than the biological 

production of NH3 on Earth and about 10,000 times greater than Earth’s CH4 biological 

production. 

 

Table 3-8. Simulated mixing ratios and surface fluxes for exoplanets with H2-dominated, 

CO2-dominated, and N2-dominated atmospheres orbiting M dwarf stars (M5V). 

Atmospheric 

scenarios 

NH3 column-

averaged mixing 

ratio 

NH3 surface flux needed [molecules cm-2 s-1] 

With NH3 deposition Without NH3 deposition  

H2-dominated  5.0 × 10-6 (5 ppm) 6.40 × 1015  1.44 × 1010 

CO2-dominated  5.0 × 10-6 (5 ppm) 3.60 × 1014 8.49 × 108 

N2-dominated  5.0 × 10-6 (5 ppm) 7.10 × 1014  6.77 × 1010 

 

As a reminder, we assume the atmospheric NH3 is maintained through biological 

production in our simulations. The case with NH3 deposition corresponds to active NH3-

removal sinks on the surface, where the surface is not saturated with NH3. The case without 

NH3 deposition corresponds to conditions in which life produces enough NH3 to saturate 

the surface sinks (see Chapter 3.3.3). We include the N2- and CO2-dominated scenario for 

completeness even though we show exoplanets with high molecular-weight atmospheres 

(i.e., CO2-dominated and N2-dominated atmospheres) have atmosphere signals too weak to 

be detected by JWST (see Chapter 3.4.3 for more details). 

 

Additionally, we find that the dominant photochemical removal pathway for NH3 is direct 

photolysis, followed by reactions with OH radicals. Except in CO2-dominated atmospheres, 

the second dominant removal pathway is reactions with excited O radicals. We compile the 

top three loss rates for NH3 in Table 3-15 (see Appendix E). 

 

To test our photochemistry results' robustness, we perform various sensitivity tests 

(including the presence of a cold trap, the choice of eddy diffusion coefficient, and Henry’s 

law constant for NH3). We find that our results are not sensitive to any of these variables 

(see Appendix F). Furthermore, we find that NH3 is insufficiently abundant to condense in 

our simulated atmospheres (see Appendix G). 

 

3.4.4.2 Effects of NH3 Surface Deposition on Atmospheric NH3 Mixing Ratio 

 

Given a fixed NH3 surface production flux, the presence of NH3 surface deposition has a 

significant effect on the atmospheric NH3 mixing ratio. Specifically, the atmospheric 

mixing ratio of NH3 is several orders of magnitude lower with deposition than without 
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(Figure 3-7). 

 

  

  

  

Figure 3-7. The volume mixing ratio of various atmospheric species on planets with H2-

dominated, CO2-dominated, and N2-dominated atmospheres orbiting active M dwarfs. The NH3 

surface production flux is 1.0×1010 molecule·cm-2·s-1 for the H2- and N2-dominated atmospheres. 

For the CO2-dominated case, the flux is 1.0×109 molecule·cm-2·s-1. The y-axis shows altitude in 

km, and the x-axis shows the mixing ratio. Note that each row of figures has a different x-axis 

scale. Each color denotes one particular species. The dotted lines for NH3 deposition absent, and 

solid lines for NH3 deposition present. The figures in the left panel show molecular 

concentrations, and the figures in the right panel show radical concentrations under different 

atmospheric scenarios. In each of the three atmospheric scenarios we simulate, the solid black 

curve (NH3 mixing ratio with deposition) is shifted further to the left (smaller mixing ratio) 

compared to the dotted black curve (NH3 without deposition) since NH3 deposition suppresses 

atmospheric NH3 concentration. Note that the solid curves for species other than NH3 show the 

effects of NH3 deposition on the atmospheric concentration of other species.  

 

When life cannot produce a substantial amount of NH3, the surface remains unsaturated 

with NH3. Hence, surface deposition (both rainout and dry deposition) effectively removes 

NH3 from the atmosphere. If life produces enough NH3 to saturate the surface, surface 
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deposition no longer plays a role, and NH3 is only removed by photochemistry. 

 

The effect of surface deposition on NH3 mixing ratio differs between the H2-, N2- and CO2-

dominated atmospheres. Specifically, we find that rainout (i.e., wet deposition) is most 

effective in H2-dominated atmospheres compared to N2- or CO2-dominated atmospheres. 

The difference in atmospheric NH3 mixing ratio with and without surface deposition4 can 

reach six orders of magnitude. The effect of rainout is most significant in H2-dominated 

atmospheres due to the thermodynamics of H2. The tropospheric lapse rate is lower in H2-

dominated atmospheres than either CO2- or N2-dominated atmospheres, driving higher 

temperatures, higher water content, and higher rainout rates. 

 

Even though surface deposition (particularly rainout) is not as effective in CO2-dominated 

atmospheres as H2-dominated atmospheres, surface deposition can make a massive 

difference in the NH3 mixing ratio in CO2-dominated atmospheres. In the absence of 

surface deposition, NH3 concentrations are the lowest in the relatively oxidizing CO2-

dominated atmospheres (compared to the N2- and H2-dominated atmospheres), as one might 

naively expect on the grounds of simple thermodynamics. With the presence of surface 

deposition, NH3 concentrations are the highest in the CO2-dominated atmospheres. The 

reason is that the wet deposition rate decreases as temperature and atmospheric water 

content decreases (Giorgi & Chameides 1985; Hu et al., 2012, Equation 21). The relatively 

high lapse rate of CO2-dominated atmospheres suppresses both temperature and 

atmospheric water content, reducing rainout and enhancing NH3 concentrations relative to 

the N2- and H2-dominated atmospheric scenarios. 

 

 

3.5. Discussion 
 

We first compare NH3’s solubility in water with other atmospheric gases, particularly 

several previously studied biosignature gases (Chapter 3.5.1). We next discuss how 

horizontal atmospheric transport might limit NH3 accumulation above land (Chapter 3.5.2). 

We also discuss other minor sources and sinks of ammonia, including NH3 production by 

lightning (Chapter 3.5.3) and additional ocean-related sinks for dissolved NH3 and NH4
+ 

ions (Chapter 3.5.4). We discuss amines viability as biosignature gases by proxy with NH3 

(Chapter 3.5.4 and Chapter 3.5.6). Additionally, we briefly discuss NH3 induced hazes 

(Chapter 3.5.7), NH3's greenhouse effect (Chapter 3.5.8), and NH3 detectability with future 

telescopes (Chapter 3.5.9). We end our discussion with a brief comparison of the 

significance of atmospheric NH3 in mini-Neptunes vs. super-Earths (Chapter 3.5.10). 

 

3.5.1 Ammonia’s High Water Solubility Compared to Other Atmospheric Gases 

 

We compare ammonia’s solubility to that of 27 other gases, a list that includes common 

atmosphere gases, biosignature gases, and a group of volatile amines (Figure 3-8). 

 

 
4
 NH3 dry deposition velocity is the same for all the scenarios. 



58  

 

Figure 3-8. The solubility of common molecules on a log scale. The x-axis shows the chemical 

species' name, and the y-axis shows Henry’s law constant on a log scale. Ammonia and other 

amines are at least two orders of magnitude more soluble than other chemicals in the list, 

including several biosignature gas candidates that have already been studied. 

 

In contrast to ammonia and volatile amines, previously studied biosignature gases such as 

isoprene (Zhan et al., 2021), DMS (Domagal-Goldman et al., 2011, Seager et al., 2012, and 

Arney et al., 2018), CH4 (Dlugokencky et al., 2011), N2O (Tian et al., 2015), CH3Cl 

(Segura et al., 2005) and phosphine (Sousa-Silva et al., 2019) have very low solubilities in 

water. Therefore, molecule water solubility has not needed to be emphasized as a reservoir 

in exoplanet atmosphere characterization studies. 

 

Sulfur dioxide (SO2) has a much higher solubility in water than other common atmospheric 

gases (but not as high as NH3). Many studies show that both SO2 molecules and their 

associated aerosols (H2SO4-H2O) can potentially be detected in exoplanets' atmospheres 

(Hu et al., 2013, Lincowski et al., 2018, Loftus et al., 2019). However, Earth does not 

sustain a detectable level of sulfur aerosols in the atmosphere, possibly due to the presence 

of a global ocean (McCormick et al., 1995 and Loftus et al., 2019). Furthermore, it has been 

shown that SO2 accumulation in an Earth-like environment requires an unreasonably high 

source flux (Hu et al., 2013). Therefore, (Loftus et al., 2019) propose that detection of 

atmospheric SO2 (or sulfate haze) can infer the lack of surface water oceans on a rocky 

exoplanet.  

 

 

3.5.2 Horizontal Atmospheric Transport Limits NH3 Accumulation above Land 

 

Horizontal wind transport might limit NH3 accumulation above land when the planet's 

surface is unsaturated with NH3 (i.e., there are NH3 biological or geochemical sinks on the 

surface). In this case, if land-based life produces NH3, it can be transported over the ocean, 
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where NH3 can rain out and dissolve in the ocean, thereby removing NH3 from the 

atmosphere. Since Earth’s NH3 is produced by land-based life (soil bacteria (Chapter 3.2.1), 

horizontal wind transport is important.  

 

So far, our models have neglected wind transport because they are limited to one dimension 

(the vertical dimension).  Horizontal wind transport is a sink through which NH3 is removed 

from the atmosphere above land. An improved model would consider an NH3 land-ocean 

transport cycle (Figure 3-9) that includes horizontal winds. After NH3 is produced from 

land surfaces, it will either be transported horizontally by wind or move up to the upper 

atmosphere, where NH3 will be photochemically destroyed. Once entering the atmosphere 

above the ocean, ammonia can rain out, followed by quick diffusion into the ocean due to 

its high solubility. As a result, wind transport limits NH3’s ability to accumulate to a 

detectable level in the atmosphere. A numerical model for such atmospheric wind transport 

of NH3 is very challenging since it’s extremely sensitive to the geophysical conditions we 

assume for the exoplanets. 

 

 

Figure 3-9. A simplified NH3 land-ocean transport cycle. We assume that the planet's surface 

(land and ocean) is unsaturated with NH3, meaning there are NH3 biological or geochemical sinks 

on the surface. Right panel: Ammonia is biologically produced from land surfaces and enters the 

atmosphere. Ammonia leaves the land area by traveling to the upper atmosphere, where it is 

photochemically destroyed. NH3 can also be carried away by horizontal wind transport. Left 

panel: Once entering the atmosphere above the ocean, ammonia is removed through direct 

diffusion into the ocean, where NH3 readily dissolves due to its high solubility. NH3 can also fall 

back to the ground with rain, which is not shown in this figure. 

 

 

3.5.3 Implausibility of NH3 Formation by Lightning 

 

In principle, the formation of NH3 from N2 is possible during lightning strikes. However, 

the reduction of N2 to NH3 by lightning is unlikely in oxidized atmospheres due to the very 

low concentration of H-containing reductants (e.g., H2). N species' well-studied formation 

by lightning strikes on Earth (N2-O2 atmosphere) favors the formation of nitrates and 

nitrites, not the thermally less stable reduced forms of N like ammonia (Ardaseva et al., 

2017; Mancinelli and McKay 1988; Rakov and Uman 2003). Similarly, in oxidized N2-CO2 

atmospheres, lightning-induced N2 transformation primarily leads to HNO but not NH3 

(Navarro-González et al., 2001; Holloway et al., 2002; Hawtof et al., 2019).  
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In an H2-dominated atmosphere, NH3 may form through lightning by breaking apart the N2 

bond and subsequent recombination of N atoms with H. Unfortunately, there are no 

laboratory studies on the formation of ammonia in N2-H2 atmospheres. Several studies 

focusing on the lightning-induced formation of PH3 conclude it is possible, though 

extremely low efficiency. Specifically, simulated lightning discharges in laboratory 

conditions produce traces of PH3, at very low efficiency, from discharges onto phosphate 

salt solutions (Glindemann et al., 1999; Glindemann et al., 2004). By analogy with PH3, we 

infer that lightning is not likely an efficient source of NH3 in exoplanet atmospheres. 

 

 

3.5.4 Plausible Ocean-related Sinks of NH3 and NH4
+  

 

There are active NH3-removal sinks on the surface (including land and ocean) that can 

maintain a surface unsaturated with NH3. We summarize three chemical processes that can 

remove dissolved NH3 or NH4
+ ions from the ocean: abiotic and biotic ammanox, marine 

photochemistry, and the formation of NH4-containing sediments and minerals in the ocean. 

 

The first process, called anammox (anaerobic ammonium oxidation), is a process that 

combines NH4
+ and NO2

- to form N2 and water. Such a process can occur biotically with 

marine anammox bacteria such as species belonging to the genus Scalindua (Jetten et al., 

2009). Abiotic anammox is also possible. The rate of abiotic reaction of NH3 with nitrite is 

sensitive to pH and temperature, with the reaction proceeding substantially faster at low pH 

and high temperature (Nguyen et al., 2003). NH3 may also react with NO3
-, but this reaction 

is slower than reaction with NO2
-, by analogy with similar reduction reactions (Ranjan et 

al., 2019). 

 

The second process is marine photochemistry. UV radiation in the wavelength range of 

300-400 nm can effectively penetrate the first few centimeters of the surface ocean water5 

before it is attenuated (Fleischmann 1989). Therefore, dissolved NH3 and NH4
+ ions might 

be photochemically destroyed by the incident UV light close to the ocean surface. The bond 

dissociation energy for an N-H single bond is about 314 kJ·mol-1 (T. L. Cottrell, 1966). 

Photons with wavelengths between 300 and 400 nm have 299 ~ 399 kJ·mol-1 of energy. 

Therefore, it is not implausible for UV to break the N-H bond, effectively removing NH3 or 

NH4
+ ions from the ocean surface.  

 

The third process is the formation of NH4-containing sediments and minerals in the ocean, 

whereby dissolved NH4
+ ions are deposited into the lithosphere. There are a wide variety of 

NH4-containing minerals in nature (Table 3-9). NH4-containing minerals like Lecontite, 

Ammonian fluorapophyllite, and Tobelite can form by substitution of ammonium for 

potassium. High concentrations of NH4
+ ions have been detected in the mineralizing fluids 

at the bottom of the ocean, specifically around the southwest pacific regions (Ridgway et 

al., 1990). Organic matter embedded in the sediments and rocks can break down to yield 

 
5
 The UV irradiance at the surface of an anoxic planet can be substantially greater than that of 

present-day Earth, due to the much more efficient penetration of the shorter UV wavelengths 

(Cockell, 1999).  
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NH4
+. Since NH4 can easily replace K, Na, and other alkali metals in crystal lattices, K-

containing rocks and sediments are particularly susceptible to the formation of NH4 haloes 

and incursions (Ridgway et al., 1990). Both surface and subsurface rocks can have high 

NH4 content (Ridgway et al., 1990). As a result, dissolved NH3 and NH4
+ ions can, in 

principle, be removed from the ocean environment through this mineralogical process. 

 

Table 3-9. Naturally occurring NH4-containing minerals (Reference: Holloway et al., 

2002). 

Name of the mineral Chemical formula 

Ammoniojarosite (NH4)Fe3
+(SO4)2(OH)6 

Boussingaultite (NH4)2Mg(SO4)2·6H2O 

Letovicite (NH4)3H(SO4)2 

Mascagnite (NH4)2SO4 

Sal-ammoniac (NH4)Cl 

Mundrabillaite (NH4)2Ca(HPO4)2·H2O 

Ammonioleucite (NH4)AlSi2O6 

Lecontite (NH4,K)Na(SO4)·2H2O 

Ammonian fluorapophyllite (NH4,K)Ca4Si8O20(F,OH)·8H2O 

Tobelite (NH4,K)Al2(Si3Al)O10(OH)2 

 

 

3.5.5 Volatile Amines are Good Biosignature Gases by Proxy with NH3 

 

Volatile amines have similar solubilities and reactivities to NH3 and hence are also suitable 

biosignature gases. Only when life produces enough volatile amines that can saturate the 

surface sinks can volatile amines accumulate in the atmosphere. Otherwise, volatile amines, 

just like NH3, can be removed from the atmosphere due to their high water solubility and 

high bio-useability. 

 

Amines can be considered NH3 derivatives, where an organic functional group replaces at 

least one H atom. There is some difference in solubility amongst volatile amines. In 

general, amine solubility decreases with an increasing length or number of hydrocarbon 

chains. Furthermore, like NH3, volatile amines will form basic solutions in water (see 

Appendix B). 

 

The reactivity of volatile amines is also similar to NH3 (see Appendix C), further allowing 

us to use NH3 as a proxy for volatile amines. Here, we compare radical reaction rates6 for 

volatile amines to NH3 in NIST (Manion et al., 2008). The few volatile amines with radical 

reaction rates at room temperature have reaction rates two to three orders of magnitude 

higher than that of NH3 (see Appendix C). As a result, if NH3 cannot accumulate in the 

atmosphere unless life produces a substantial amount of NH3 that can saturate the surface 

sinks, neither can other volatile amines under similar planetary conditions. 

   

 

3.5.6 IR Absorbance Spectra of Amines 

 
6 H radicals do not destroy NH3 or other volatile amines. 
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We can organize amines into three groups: primary, secondary, and tertiary amines, despite 

the amines’ wide variety of molecular structures. Amines in each group will show similar 

features in their IR spectra. We use IR absorbance data from NIST to plot the spectra. We 

find 15 primary amines, 9 secondary amines, and 2 tertiary amines with available 

absorbance data in NIST. We overlay them onto a single graph to demonstrate the presence 

of shared IR features (Figure 3-10). We present the details of those amines and their raw 

(unnormalized) plots in Appendix D.  

 

 

Figure 3-10. Spectral features of primary, secondary and tertiary amines in NIST (Manion et al., 

2008). The x-axis shows wavelength in microns, and the y-axis shows absorbance that is 

normalized to 1. Amines in each group show similar IR absorbance features7. 

 

 

3.5.7 NH3-Induced Hazes 

 

On an exoplanet with an H2-dominated atmosphere, NH3 haze generation processes have 

not yet been worked out in detail. In contrast to the formation of hydrocarbon and sulfur-

based hazes that have been extensively studied (Domagal-Goldman et al., 2011; Arney et 

al., 2017; He et al., 2020), there is very little work on nitrogen-based hazes in H2-dominated 

atmospheres. NH3, on its own, does not participate in haze formation in reduced 

atmospheres. Hence, we do not focus on the formation and impact of NH3-induced haze in 

our analysis. If hydrocarbons are present in the atmosphere and form hazes (Arney et al., 

2017), NH3 might participate in haze formation. In the presence of hydrocarbons, UV 

photolysis of NH3 could form complex nitrogen-containing organics. This process is similar 

to the formation of organophosphine hazes (Sousa-Silva et al., 2020).  However, contrary to 

the formation of organophosphine hazes, UV photolysis of NH3 could reduce hydrocarbon 

hazes. The nitrogen-containing organics formed from UV photolysis of NH3 are amines in 

nature. They are highly soluble and are susceptible to atmospheric precipitation. 

 

 
7
 Some peaks remain undiagnosed. 



63  

It’s worth noting that on Earth, NH3 plays a vital role in haze formation, especially PM2.5 

(i.e., fine particulate matter with diameter <2.5 μm) (Ye et al., 2011; Wei et al., 2015; Chen 

et al., 2016; Liu et al., 2019). In Earth’s oxidized atmosphere, one way that atmospheric 

NH3 can induce haze formation is by reacting with other pollutants such as sulfur dioxide 

(SO2) and nitrogen oxides (NOx). These reactions form fine airborne particles such as 

ammonium nitrate (NH4NO3), ammonium bisulfate (NH4HSO4), and ammonium sulfate 

((NH4)2SO4). The airborne particles can then form PM2.5 by mixing with dust and other air 

pollutants (Chen et al., 2016). Furthermore, it has been shown that NH3 can facilitate 

oxidation-reduction between NO2 and SO2 to form atmospheric nitrous acid (HONO) (Ge et 

al., 2019). Under UV conditions, atmospheric HONO can undergo photolysis to yield OH 

radicals, further facilitating haze formation (Ge et al., 2019; Wang et al., 2020). 

  

 

3.5.8 NH3 as a greenhouse gas 

      

Ammonia is a greenhouse gas, given that it is a good IR absorber. However, its greenhouse 

effect is negligible on Earth due to its high reactivity and short atmospheric lifetime.  

 

For exoplanets, we show in a separate paper that an increase in atmospheric NH3 

concentration does not lead to a considerable increase in surface temperature (Ranjan et al. 

Submitted). Specifically, in an H2-dominated atmosphere, the surface temperature only 

increases by about 10 K with 100 ppm of atmospheric NH3 due to NH3-H2 collision-

induced absorption. In contrast, for an N2-dominated atmosphere, the temperature increase 

is roughly 40 K with 100 ppm of NH3 (Ranjan et al. Submitted). 

 

In an implausible scenario where NH3 does accumulate to extremely high concentrations on 

exoplanets, NH3 can indeed heat the surface significantly, particularly for N2- and CO2-

dominated atmospheres. NH3-induced heating on H2-dominated atmospheres is minimal 

because NH3 absorption is degenerate with H2-H2 collision-induced absorption. Such high 

concentrations of NH3 might also heat the stratosphere due to NH3 UV absorption. 

 

 

3.5.9 NH3 Detectability with Future Telescopes 

 

We assess the detectability of NH3 with the premise of using a JWST-like telescope, which 

has a 6.5-meter diameter primary mirror, an estimated systematic noise floor of 10 ppm, 

and an estimated service time of 5 years (cryogenic lifetime). As discussed in Section 4.3, 

for exoplanets transiting M5V stars and orbiting in the habitable zone, we find that JWST 

can characterize only those with an H2-dominated atmosphere with reasonable observation 

time. However, not all terrestrial exoplanets can retain H2-dominated atmospheres. 

 

To explore the potential for detecting NH3 in a non-H2-dominated atmosphere, we assume 

observation using more capable telescopes that are currently in design or development, such 

as missions like The Origins Space Telescope (OST) (Battersby et al., 2018) and the 30-

meter class of ground telescopes (Johns et al., 2012; Tamai and Spyromilio 2014; Skidmore 

et al., 2015). Since these telescopes' instrumental details may change with mission 

development, we generalize those details into two abstract categories: (1) a 10-meter space 
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telescope with broad spectral coverage. (2) a 30-meter ground-based telescope constrained 

by Earth’s atmosphere observing windows. In both scenarios, we assume a 1 ppm noise 

floor. We computed the new noise estimate by scaling the JWST noise simulator Pandexo 

output with lower noise floor input. 

 

For a 10-meter space telescope with a lower noise floor, characterization of CO2-dominated 

or N2-dominated atmospheres for exoplanets transiting an M5V star (which have an 

atmospheric transit-depth of 10 ~ 20 ppm) are possible with 20 transits per observation 

mode. However, for exoplanets transiting a Sun-like star, even H2-dominated atmospheres 

are not accessible (atmospheric transit-depth of 2 ~ 3 ppm). The fundamental constraint 

here is (Rplanet/Rstar)
2. While it is arguably possible to characterize such H2-dominated 

atmospheres with a 30-meter ground-based telescope, the only NH3 IR spectral features 

observable in Earth’s atmosphere window are the 2.3 μm and the 10 μm features. 

 

 

3.5.10 NH3 in Mini-Neptunes 

 

Super-Earths and mini-Neptunes discovered by future direct imaging programs may not be 

distinguishable from each other, lacking a mass and/or a size measurement. In this situation, 

any NH3 detected should not be considered a possible biosignature gas. The reason is that 

NH3 should exist to some level in mini-Neptune atmospheres without production by life, as 

NH3 can be generated deep in the mini-Neptune envelope where temperature and pressure 

are high enough for NH3’s atmospheric production. More work is needed to explore mini-

Neptunes, including photochemistry, where NH3 might be a marker for identifying a 

directly imaged planet as a mini-Neptune instead of a super-Earth. 

 

 

3.6. Summary 
 

In this paper, we examine the potential of NH3 as a biosignature gas. We use various 

approaches, ranging from comparing Henry's law constants for different atmospheric gases 

to our simplified ocean-NH3 interaction model to applications of our comprehensive 

photochemistry code and transmission spectra model.  

 

In brief, NH3 in a terrestrial planet atmosphere is generally a good biosignature gas, 

primarily because terrestrial planets have no significant known abiotic NH3 source. NH3's 

high water solubility and high bio-useability likely prevent NH3 from accumulating in the 

atmosphere to detectable levels unless life is a net source of NH3 and produces enough NH3 

to saturate the surface sinks. Only then can NH3 accumulate in the atmosphere with a 

reasonable surface production flux. 

 

Specifically, for the favorable scenario of exoplanets with H2-dominated atmospheres 

orbiting M dwarf stars (M5V), we find that a minimum of about 5 ppm column-averaged 

mixing ratio is needed for NH3 to be detectable with JWST, considering a 10 ppm JWST 

systematic noise floor.  

 

Additionally, volatile amines share NH3's weaknesses and strengths as a biosignature since 
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volatile amines have similar solubilities and reactivities to NH3. Finally, to establish NH3 as 

a biosignature gas, we must rule out mini-Neptunes with deep atmospheres, where 

temperatures and pressures are high enough for NH3’s atmospheric production. 
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Appendix A. Simulation Parameters for the Photochemistry Model 
 

 

 

Figure 3-11. The synthetic stellar spectrum input of our photochemistry model (Loyd et al., 2016; 

France et al., 2016). The y-axis shows spectral irradiance in W·m-2·nm-1, and the x-axis shows 

wavelength in nm. 
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Figure 3-12. The temperature-pressure profiles of the simulated exoplanets with H2-dominated, 

CO2-dominated, and N2-dominated atmospheres. The y-axis shows atmospheric pressure (Pa) on a 

log scale, and the x-axis shows temperature in Kelvin (K).  

 

 

 

 

Figure 3-13. The eddy diffusion profiles of the simulated exoplanets with H2-dominated (top 

panel), CO2-dominated (middle panel), and N2-dominated (bottom panel) atmospheres. The y-axis 

shows altitude in km, and the x-axis shows the eddy diffusion coefficient in cm2·s-1. 
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Our photochemistry model demarcates chemical species into 4 types: type “A” for aerosol 

species, type “C” for chemically inert species which are assumed not to react or transport, 

type “F” for species assumed to be in photochemical equilibrium (i.e., for which transport is 

neglected), and type “X”, for species for which the full photochemical transport equation is 

solved. For the lower boundary condition, our model allows us to either specify a fixed 

surface mixing ratio (type “1”) or the surface emission flux and dry deposition velocity 

(type “2") (Hu et al., 2012). 

  

Table 3-10. Surface boundary conditions for exoplanets with CO2-dominated atmospheres. 

Name 
Type 

 

Initial 

Mixing 

Ratio 

Upper Boundary 

Flux Beside Escape 

(Upwards) 

[molecule/(cm2s)] 

Lower 

Boundary 

Type 

Dry 

Deposition 

Velocity 

[cm/s] 

Lower Boundary 

Flux (Upwards) 

[molecule/(cm2s)] 

H X 0 0 2 1 0 

H2 X 1.60×10-3 0 2 0 3.00×1010 

O X 0 0 2 1 0 

O(1D) X 0 0 2 0 0 

O2 X 0 0 2 0 0 

O3 X 0 0 2 0.4 0 

OH X 0 0 2 1 0 

HO2 X 0 0 2 1 0 

H2O X 2.00×10-6 0 1 0 0.01 

H2O2 X 0 0 2 0.5 0 

CO2 X 0.9 0 1 0 0.9 

CO X 0 0 2 1.00×10-8 0 

CH2O X 0 0 2 0.1 0 

CHO X 0 0 2 0.1 0 

C X 0 0 2 0 0 

CH X 0 0 2 0 0 

CH2 X 0 0 2 0 0 

CH21 X 0 0 2 0 0 

CH3 X 0 0 2 0 0 

CH4 X 0 0 2 0 3.00×108 

CH3O X 0 0 2 0.1 0 

CH4O X 0 0 2 0.1 0 

CHO2 X 0 0 2 0.1 0 

CH2O2 X 0 0 2 0.1 0 

CH3O2 X 0 0 2 0 0 

CH4O2 X 0 0 2 0.1 0 

C2 X 0 0 2 0 0 

C2H X 0 0 2 0 0 

C2H2 X 0 0 2 0 0 

C2H3 X 0 0 2 0 0 

C2H4 X 0 0 2 0 0 
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C2H5 X 0 0 2 0 0 

C2H6 X 0 0 2 1.00×10-5 0 

C2HO X 0 0 2 0 0 

C2H2O X 0 0 2 0.1 0 

C2H3O X 0 0 2 0.1 0 

C2H4O X 0 0 2 0.1 0 

C2H5O X 0 0 2 0.1 0 

S X 0 0 2 0 0 

S2 X 0 0 2 0 0 

S3 X 0 0 2 0 0 

S4 X 0 0 2 0 0 

SO X 0 0 2 0 0 

SO2 X 0 0 2 1 3.00×109 

SO21 X 0 0 2 0 0 

SO23 X 0 0 2 0 0 

SO3 X 0 0 2 1 0 

H2S X 0 0 2 0.015 3.00×108 

HS X 0 0 2 0 0 

HSO X 0 0 2 0 0 

HSO2 X 0 0 2 0 0 

HSO3 X 0 0 2 0.1 0 

H2SO4 X 0 0 2 1 0 

H2SO4A A 0 0 2 0.2 0 

S8 X 0 0 2 0 0 

S8A A 0 0 2 0.2 0 

N2 C 0.1 0 1 0 0.1 

N X 0 0 2 0 0 

NH3 X 0 0 2 1 1.0×109 

NH2 X 0 0 2 0 0 

NH X 0 0 2 0 0 

N2O X 0 0 2 0 0 

NO X 0 0 2 0.02 0 

NO2 X 0 0 2 0.02 0 

NO3 X 0 0 2 1 0 

N2O5 X 0 0 2 4 0 

HNO X 0 0 2 0 0 

HNO2 X 0 0 2 0.5 0 

HNO3 X 0 0 2 4 0 

HNO4 X 0 0 2 4 0 

HCN X 0 0 2 0.01 0 

CN X 0 0 2 0.01 0 

CNO X 0 0 2 0 0 

HCNO X 0 0 2 0 0 

CH3NO

2 
X 0 0 2 0.01 0 
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CH3NO

3 
X 0 0 2 0.01 0 

CH5N X 0 0 2 0 0 

C2H2N X 0 0 2 0 0 

C2H5N X 0 0 2 0 0 

N2H2 X 0 0 2 0 0 

N2H3 X 0 0 2 0 0 

N2H4 X 0 0 2 0 0 

OCS X 0 0 2 0.01 0 

CS X 0 0 2 0.01 0 

CH3S X 0 0 2 0.01 0 

CH4S X 0 0 2 0.01 0 

 

Table 3-11. Surface boundary conditions for exoplanets with H2-dominated atmospheres. 

Name 
Type 

 

Initial 

Mixing 

Ratio 

Upper Boundary 

Flux Beside Escape 

(Upwards) 

[molecule/(cm2s)] 

Lower 

Boundary 

Type 

Dry 

Deposition 

Velocity 

[cm/s] 

Lower Boundary 

Flux (Upwards) 

[molecule/(cm2s)] 

H X 0 0 2 1 0 

H2 C 0.9 0 1 0 0.9 

O X 0 0 2 1 0 

O(1D) X 0 0 2 0 0 

O2 X 0 0 2 0 0 

O3 X 0 0 2 0 0 

OH X 0 0 2 1 0 

HO2 X 0 0 2 1 0 

H2O X 2.00×10-6 0 1 0 1.00×10-2 

H2O2 X 0 0 2 0.5 0 

CO2 X 0 0 2 1.00×10-4 3.00×1011 

CO X 0 0 2 1.00×10-8 0 

CH2O X 0 0 2 0.1 0 

CHO X 0 0 2 0.1 0 

C X 0 0 2 0 0 

CH X 0 0 2 0 0 

CH2 X 0 0 2 0 0 

CH21 X 0 0 2 0 0 

CH3 X 0 0 2 0 0 

CH4 X 0 0 2 0 3.00×108 

CH3O X 0 0 2 0.1 0 

CH4O X 0 0 2 0.1 0 

CH2O2 X 0 0 2 0.1 0 

CH3O2 X 0 0 2 0 0 

CH4O2 X 0 0 2 0.1 0 

C2 X 0 0 2 0 0 

C2H X 0 0 2 0 0 

C2H2 X 0 0 2 0 0 
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C2H3 X 0 0 2 0 0 

C2H4 X 0 0 2 0 0 

C2H5 X 0 0 2 0 0 

C2H6 X 0 0 2 1.00×10-5 0 

C2HO X 0 0 2 0 0 

C2H2O X 0 0 2 0.1 0 

C2H3O X 0 0 2 0.1 0 

C2H4O X 0 0 2 0.1 0 

C2H5O X 0 0 2 0.1 0 

N2 C 0.1 0 1 0 0.1 

S X 0 0 2 0 0 

S2 X 0 0 2 0 0 

S3 X 0 0 2 0 0 

S4 X 0 0 2 0 0 

SO X 0 0 2 0 0 

SO2 X 0 0 2 1 3.00×109 

SO21 X 0 0 2 0 0 

SO23 X 0 0 2 0 0 

SO3 X 0 0 2 0 0 

H2S X 0 0 2 0.015 3.00×108 

HS X 0 0 2 0 0 

HSO X 0 0 2 0 0 

HSO2 X 0 0 2 0 0 

HSO3 X 0 0 2 0 0 

H2SO4 X 0 0 2 1 0 

H2SO4A A 0 0 2 0.2 0 

S8 X 0 0 2 0 0 

S8A A 0 0 2 0.2 0 

CHO2 X 0 0 2 0.1 0 

N X 0 0 2 0 0 

NH3 X 0 0 2 1 1.0×1010 

NH2 X 0 0 2 0 0 

NH X 0 0 2 0 0 

N2O X 0 0 2 0 0 

NO X 0 0 2 0.02 0 

NO2 X 0 0 2 0.02 0 

NO3 X 0 0 2 1 0 

N2O5 X 0 0 2 4 0 

HNO X 0 0 2 0 0 

HNO2 X 0 0 2 0.5 0 

HNO3 X 0 0 2 4 0 

HNO4 X 0 0 2 4 0 

HCN X 0 0 2 0.01 0 

CN X 0 0 2 0.01 0 

CNO X 0 0 2 0 0 
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HCNO X 0 0 2 0 0 

CH3NO

2 
X 0 0 2 0.01 0 

CH3NO

3 
X 0 0 2 0.01 0 

CH5N X 0 0 2 0 0 

C2H2N X 0 0 2 0 0 

C2H5N X 0 0 2 0 0 

N2H2 X 0 0 2 0 0 

N2H3 X 0 0 2 0 0 

N2H4 X 0 0 2 0 0 

OCS X 0 0 2 0.01 0 

CS X 0 0 2 0.01 0 

CH3S X 0 0 2 0.01 0 

CH4S X 0 0 2 0.01 0 

 

Table 3-12. Surface boundary conditions for exoplanets with N2-dominated atmospheres. 

Name 
Type 

 

Initial 

Mixing 

Ratio 

Upper Boundary 

Flux Beside Escape 

(Upwards) 

[molecule/(cm2s)] 

Lower 

Boundary 

Type 

Dry 

Deposition 

Velocity 

[cm/s] 

Lower Boundary 

Flux (Upwards) 

[molecule/(cm2s)] 

H X 0 0 2 1 0 

H2 X 0 0 2 0 3.00×1010 

O X 0 0 2 1 0 

O(1D) X 0 0 2 0 0 

O2 X 0 0 2 0 0 

O3 X 0 0 2 0.4 0 

OH X 0 0 2 1 0 

HO2 X 0 0 2 1 0 

H2O X 2.00×10-6 0 1 0 1.00×10-2 

H2O2 X 0 0 2 0.5 0 

CO2 X 0 0 2 1.00×10-4 3.00×1011 

CO X 0 0 2 1.00×10-8 0 

CH2O X 0 0 2 0.1 0 

CHO X 0 0 2 0.1 0 

C X 0 0 2 0 0 

CH X 0 0 2 0 0 

CH2 X 0 0 2 0 0 

CH21 X 0 0 2 0 0 

CH3 X 0 0 2 0 0 

CH4 X 0 0 2 0 3.00×108 

CH3O X 0 0 2 0.1 0 

CH4O X 0 0 2 0.1 0 

CHO2 X 0 0 2 0.1 0 

CH2O2 X 0 0 2 0.1 0 

CH3O2 X 0 0 2 0.1 0 
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CH4O2 X 0 0 2 0.1 0 

C2 X 0 0 2 0 0 

C2H X 0 0 2 0 0 

C2H2 X 0 0 2 0 0 

C2H3 X 0 0 2 0 0 

C2H4 X 0 0 2 0 0 

C2H5 X 0 0 2 0 0 

C2H6 X 0 0 2 1.00×10-5 0 

C2HO X 0 0 2 0.1 0 

C2H2O X 0 0 2 0.1 0 

C2H3O X 0 0 2 0.1 0 

C2H4O X 0 0 2 0.1 0 

C2H5O X 0 0 2 0.1 0 

N2 C 1 0 1 0 1 

S X 0 0 2 0 0 

S2 X 0 0 2 0 0 

S3 X 0 0 2 0 0 

S4 X 0 0 2 0 0 

SO X 0 0 2 0 0 

SO2 X 0 0 2 1 3.00×109 

SO21 X 0 0 2 0 0 

SO23 X 0 0 2 0 0 

SO3 X 0 0 2 1 0 

H2S X 0 0 2 0.015 3.00×108 

HS X 0 0 2 0 0 

HSO X 0 0 2 0 0 

HSO2 X 0 0 2 0 0 

HSO3 X 0 0 2 0.1 0 

H2SO4 X 0 0 2 1 0 

H2SO4A A 0 0 2 0.2 0 

S8 X 0 0 2 0 0 

S8A A 0 0 2 0.2 0 

N X 0 0 2 0 0 

NH3 X 0 0 2 1 1.0×1010 

NH2 X 0 0 2 0 0 

NH X 0 0 2 0 0 

N2O X 0 0 2 0 0 

NO X 0 0 2 0.02 0 

NO2 X 0 0 2 0.02 0 

NO3 X 0 0 2 1 0 

N2O5 X 0 0 2 4 0 

HNO X 0 0 2 0 0 

HNO2 X 0 0 2 0.5 0 

HNO3 X 0 0 2 4 0 

HNO4 X 0 0 2 4 0 



73  

HCN X 0 0 2 0.01 0 

CN X 0 0 2 0.01 0 

CNO X 0 0 2 0 0 

HCNO X 0 0 2 0 0 

CH3NO

2 
X 0 0 2 0.01 0 

CH3NO

3 
X 0 0 2 0.01 0 

CH5N X 0 0 2 0 0 

C2H2N X 0 0 2 0 0 

C2H5N X 0 0 2 0 0 

N2H2 X 0 0 2 0 0 

N2H3 X 0 0 2 0 0 

N2H4 X 0 0 2 0 0 

OCS X 0 0 2 0.01 0 

CS X 0 0 2 0.01 0 

CH3S X 0 0 2 0.01 0 

CH4S X 0 0 2 0.01 0 

 

 

Appendix B. Dissociation Constants of Representative Amines at 25°C 
 

Table 3-13. The pKa values of some representative amines at 25ºC (David R. Lide et al., 

2005).  

Chemical species pKa values 

Ammonia NH3 9.25 

Methylamine CH5N 10.66 

Ethylamine CH7N 10.65 

Propylamine C3H9N 10.54 

Isopropylamine C3H9N 10.63 

Butylamine C4H11N 10.60 

sec-Butylamine C4H11N 10.56 

tert-Butylamine C4H11N 10.68 

Dimethylamine C2H7N 10.73 

Diethylamine C4H11N 10.84 

Diisopropylamine C6H15N 11.05 

Trimethylamine C3H9N 9.80 

Triethylamine C6H15N 10.75 

Diethylmethylamine C5H13N 10.35 

 

 

Appendix C. Reaction Rates Between Life Produced Volatile Amines and 

O, OH Radicals 
 

Table 3-14. Reactions between life produced volatile amines and OH radicals. Reaction 

rates are at 298K. Second-order reactions have units of [cm3 molecule-1 s-1] (Reference: 
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NIST). 

Chemical Reaction with OH radicals 
Reaction 

rate 

Reaction 

Order 

Ammonia (NH3) NH3 + ·OH → ·NH2 + H2O 1.60 × 10-13 2 

Ethanamine 

(C2H5NH2) 
C2H5NH2 + ·OH → C2H5NH + H2O 2.77 × 10-11 2 

2-methylpropan-

2-amine  

(tert-C4H9NH2) 

tert-C4H9NH2 + ·OH → C4H9NH + H2O 1.20 × 10-11 2 

Trimethylamine 

(C3H9N) 
C3H9N + ·OH → C3H8N + H2O 6.11 × 10-11 2 

 

Table 3-15. Reactions between life produced volatile amines and O radicals. Reaction rates 

are at 298K. Second-order reactions have units of [cm3 molecule-1 s-1] (Reference: NIST). 

Chemical Reaction with O radicals 
Reaction 

rate 

Reaction 

Order 

Ammonia (NH3) NH3 + ·O → ·OH + ·NH2 4.37 × 10-17 2 

Methylamine 

(CH3NH2) 
CH3NH2 + ·O → ·OH + CH3NH 5.56 × 10-13 2 

Ethylamine 

(C2H5NH2) 
C2H5NH2 + ·O → ·OH + C2H5NH 3.87 × 10-12 2 

Dimethylamine 

((CH3)2NH) 
(CH3)2NH + ·O → ·OH + (CH3)2N· 6.00 × 10-12 2 

Trimethylamine 

(C3H9N) 
C3H9N + ·O →·OH + C3H8N 7.54 × 10-12 2 

 

 

Appendix D. IR Spectra of Primary, Secondary and Tertiary Amines  
 

We list the IUPAC names of the 15 primary amines, 9 secondary amines, and 2 tertiary 

amines with absorbance data in NIST (Manion et al., 2008) in Table 3-16. 

 

Table 3-16. Primary (15), Secondary (9) and Tertiary (2) Amines in NIST 

Primary amines 

2-methylpropan-2-amine, 2-methylbutan-2-amine, propan-2-amine, pentan-2-

amine, methylamine, 2-methylprop-2-en-1-amine,  

2-methylbutan-1-amine, ethanamine, prop­2­en­1­amine, propan-1-amine, butan-

1-amine, pentan-1-amine, butane-1,4-diamine,  

(3-aminopropyl)(methyl)amine, (2-aminoethyl)(ethyl)amine 

Secondary amines 

diethylamine, ethyl(prop-2-en-1-yl)amine, [(1R)-1-(naphthalen-1-yl)ethyl]({3-

[3-(trifluoromethyl)phenyl]propyl})amine,  

methyl(prop-2-yn-1-yl)amine, methyl(2-methylpropyl)amine, methyl(prop-2-en-

1-yl)amine, methyl[2-(methylamino)ethyl]amine,  

(3-aminopropyl)(methyl)amine, (2-aminoethyl)(ethyl)amine 

Tertiary amines trimethylamine, ethyldimethylamine 
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Here we show the overlaid IR spectra of the primary, secondary and tertiary amines. 

 

 

Figure 3-14. IR absorbance spectra of primary amines. Included are the fifteen are in the NIST 

database (Manion et al., 2008). The x-axis is the wavenumber, and the y axis is absorbance. 

Although only two of the amines contain nitrogen (N-H bending and C-N stretching), there are 

several distinctive peaks. 
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Figure 3-15. IR absorbance spectra of secondary amines. Nine species are present in the NIST 

database (Manion et al., 2008). The x-axis is the wavenumber, and the y axis is absorbance. 

Although only two of the amines contain nitrogen (N-H bending and C-N stretching), there are 

several distinctive peaks. The secondary amines have an N-H stretching feature not present in 

primary or tertiary amine spectra.  
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Figure 3-16. IR absorbance spectra of tertiary amines. Only two are present in the NIST database 

(Manion et al., 2008). The x-axis is the wavenumber, and the y-axis is absorbance. Tertiary 

amines lack N-H bonds, so they lack the N-H stretch feature found in primary and secondary 

amines. 

 

 

Appendix E. NH3 Removal Rate in the Photochemistry Model 
 

Table 3-17. The top three photochemical removal mechanisms for NH3 on exoplanets with 

H2-dominated, CO2-dominated, and N2-dominated atmospheres orbiting M dwarf stars 

(M5V). 

 Atmospheric  

scenarios 

The top three  

loss reactions 

Loss rate  

[molecule cm-2 s-1] 

With NH3  

deposition 

H2-dominated 

NH3 → NH2 + H  1.54 × 1010 

OH + NH3 → H2O + NH2 1.27 × 104 

H + NH3 → H2 + NH2 4.99 × 102 

CO2-dominated 

NH3 → NH2 + H 8.35 × 108 

O(1D) + NH3 → OH + NH2 3.30 × 106 

NH3 → NH + H2 1.34 × 106 

N2-dominated 

NH3 → NH2 + H   9.01 × 1010 

OH + NH3 → H2O + NH2 1.85 × 108 

NH3 → NH + H2 5.60 × 105 

Without NH3  

deposition 

H2-dominated 

NH3 → NH2 + H   2.00 × 1010 

OH + NH3 → H2O + NH2 2.78 × 104 

NH3 + CH → HCN + H2 + H 1.34 × 103 

CO2-dominated 

NH3 → NH2 + H 8.79 × 108 

O(1D) + NH3 → OH + NH2 3.54 × 106 

NH3 → NH + H2 1.44 × 106 

N2-dominated 

NH3 → NH2 + H   9.64 × 1010 

OH + NH3 → H2O + NH2 1.96 × 108 

NH3 → NH + H2 1.08 × 106 

 

 

Appendix F. Photochemistry Model Sensitivity Tests 
 

To test the robustness of our photochemistry results, we decide to run various sensitivity 

tests. We choose the H2-dominated atmosphere as our example here since it is the most 

favorable scenario for detecting NH3. Here we present our results. 

 

I. The presence of a cold trap: Our results are not sensitive to the presence of a cold trap. To 

first order, the presence of a cold trap does not affect NH3 rainout or dry deposition. 

Instead, whether a cold trap is present only influences the NH3 photochemical production 

and loss rate. Here, we simulate an atmosphere with a reduced cold trap (compared to the 
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existing cold trap we set for the H2-dominated atmosphere) (see Figure 3-17). In this case, 

the planet has a hot stratosphere due to UV-absorbers present in the upper atmosphere. We 

choose the H2-dominated atmosphere as our example here since it is the most favorable 

scenario for detecting NH3. To simulate an exoplanet with a reduced cold trap, we set the 

temperature above tropopause to 220K (see Figure 3-17) 

 

 

Figure 3-17. The temperature-pressure profiles of the simulated exoplanets with ‘standard’ and 

‘reduced’ cold traps. The y-axis shows atmospheric pressure (Pa) on a log scale, and the x-axis 

shows temperature in Kelvin (K). 

 

Our results show that when a cold trap is reduced, the photochemical production of NH3 

from NH2 becomes more efficient due to more H radicals being present in the H2-dominated 

atmosphere. As a result, with the same surface production flux, NH3 column-averaged 

mixing ratio increases slightly from 5.0 ppm to 5.1 ppm (see Table 3-16). 

 

Table 3-18. Simulated mixing ratios and reaction rates for exoplanets with H2-dominated 

atmospheres orbiting M dwarf stars (M5V). 

 With a cold trap Without a cold trap 

NH3 outgassing [molecule/(cm2s)] 6.40 × 1015 6.40 × 1015 

NH3 column-averaged mixing ratio 5.0 ppm 5.1 ppm 

Chemical production [molecule/(cm2s)] 4.90 × 109 1.20 × 1010 

Chemical loss [molecule/(cm2s)] 1.54 × 1010 1.21 × 1010 

Dry deposition [molecule/(cm2s)] 4.16 × 1014 4.16 × 1014 

Wet deposition [molecule/(cm2s)] 5.98 × 1015 5.98 × 1015 

 

We currently include a cold trap in each of our existing photochemical simulations. To 

simulate cold traps, we set the temperature above tropopause to 160 K, 200 K, and 175 K 

for the H2-dominated, N2-dominated, and CO2-dominated atmosphere. In comparison, the 

Earth's tropopause temperature is about 217 K (US Standard Atmosphere 1976). Please note 

that a cold trap does not require a thermal inversion. A cold trap is a part of the (upper) 

atmosphere where the temperature is low enough to condense volatiles like water 
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(Wordsworth et al., 2013, Wordsworth et al., 2014). 

 

II. The choice of eddy diffusion coefficient (Kzz): The choice of Kzz can affect NH3 

concentration because photochemistry is most important in the upper atmosphere layers, 

whereas NH3 is primarily produced at the planet's surface. Kzz is measured or inferred for 

solar system planets but is not known for exoplanets. The Kzz variation does not change our 

main conclusion, as explained below. 

 

The Kzz as a function of altitude (i.e., the eddy diffusion profile) is an input to our code. 

Each simulated atmospheric scenario has its own fixed eddy diffusion profile. Here, we 

perform a sensitivity test to a changing Kzz for the H2-dominated atmosphere scenario (see 

Table 3-17). 

 

Table 3-19. Steady-state simulation outputs as a function of eddy diffusion magnitude, NH3 

surface flux, and presence/absence of wet and dry deposition of NH3 for exoplanets with 

H2-dominated atmospheres orbiting M dwarf stars (M5V). 

With NH3 deposition 

Eddy diffusion coefficient scaling factor 0.1 1 10 

NH3 outgassing [molecule/(cm2s)] 6.40 × 1015 6.40 × 1015 6.40 × 1015 

NH3 column-averaged mixing ratio 3.3 ppm 5.0 ppm 12 ppm 

Chemical production [molecule/(cm2s)] 1.78 × 109 4.90 × 109 6.05 × 109 

Chemical loss [molecule/(cm2s)] 1.79 × 109 1.54 × 1010 2.44 × 1010 

Dry deposition [molecule/(cm2s)] 4.26 × 1014 4.16 × 1014 3.93 × 1014 

Wet deposition [molecule/(cm2s)] 5.97 × 1015 5.98 × 1015 6.01 × 1015 

Without NH3 deposition 

Eddy diffusion coefficient scaling factor 0.1 1 10 

NH3 outgassing [molecule/(cm2s)] 1.44 × 1010 1.44 × 1010 1.44 × 1010 

NH3 column-averaged mixing ratio 9.8 ppm 5.0 ppm 1.9 ppm 

Chemical production [molecule/(cm2s)] 5.76 × 109 5.52 × 109 6.37 × 109 

Chemical loss [molecule/(cm2s)] 2.02 × 1010 2.00 × 1010 2.08 × 1010 

Dry deposition [molecule/(cm2s)] 0 0 0 

Wet deposition [molecule/(cm2s)] 0 0 0 

 

We find that the Kzz variation does not affect rainout or dry deposition. In a more diffusive 

atmosphere (i.e., larger Kzz), the photochemical recycling of NH3 becomes more efficient. 

Specifically, as Kzz increases, the photochemical loss of NH3 becomes larger, mainly due to 

enhanced NH3 direct photolysis (NH3 → NH2 + H). Simultaneously, the reproduction of 

NH3 from NH2 also increases (H2 + NH2 → NH3 + H) since there are more NH2 radicals in 

the atmosphere. Our findings are consistent with (Kasting et al., 1982). 

 

The effect of Kzz variation on NH3 atmosphere abundance depends on whether there are 

NH3-removal sinks on the surface. When NH3 deposition is present (i.e., the surface is not 

saturated with NH3), the column-averaged mixing ratio of NH3 scales with Kzz. Compared 
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to chemical loss, wet and dry deposition can remove NH3 much more efficiently than 

chemical loss (see Table S6-3). As Kzz increases, more NH3 is transported to the upper 

atmosphere before NH3 can be removed by deposition. In this case, larger Kzz suppresses 

the efficacy of NH3 deposition, leading to an increase in atmospheric NH3 concentration. 

However, when the surface is saturated with NH3 (i.e., without NH3 deposition), NH3 

column-averaged mixing ratio is inversely proportional to Kzz. In a more stagnant 

atmosphere (i.e., smaller Kzz), more NH3 can accumulate at low altitudes since there is no 

wet or dry deposition. This local accumulation of NH3 at low altitudes causes NH3 surface 

mixing ratio and NH3 column-averaged mixing ratio to increase. As Kzz increases, the NH3 

that could have accumulated locally at low altitudes is now transported to the upper 

atmosphere, where NH3 photochemical removal dominates. Hence, when there is no 

deposition, NH3 column-averaged mixing ratio decreases when the atmosphere becomes 

more diffusive.  

 

Overall, the Kzz variation does not change our main conclusion as NH3 column-averaged 

mixing ratio stays roughly at the same order of magnitude in our sensitivity test. 

 

III. Henry’s law constant for NH3: The effect of pH on NH3 Henry's law constant is 

minimal. Even under high pH conditions (pH~14), NH3 Henry's law constant will only 

decrease by up to 10% (Shi et al., 1999).  

 

What might conceivably be quite different is the effective Henry’s law constant invoked in 

the rainout calculation, which assumes a raindrop pH of 5 (Giorgi et al., 1985; Hu et al., 

2012). At such acidic pH, the effective Henry’s law constant (including partitioning of N(-

III) into NH4
+) is much higher than Henry’s law constant alone. As raindrop becomes basic 

(pH>7), the effective Henry’s law constant will converge with Henry’s law constant. 

Hence, rainout would be much less efficient (though not ineffective, as even the 'regular' 

Henry’s law constant for NH3 is very high). In this case, we expect results intermediate to 

our NH3 deposition on and off cases. 

 

 

Appendix G. NH3 Condensation in the Atmosphere 
 

We find that NH3 does not condense in our simulated atmospheres. At even the highest NH3 

flux considered in our study, NH3 is insufficiently abundant anywhere in the atmosphere to 

condense. Here we plot the scenario with the highest NH3 surface flux (i.e., H2-dominated 

atmosphere, with NH3 deposition), and we superimpose the NH3 saturation curve 

(equilibrium with both the liquid and solid phase) on top of it (see Figure SI.8). The black 

curve is the NH3 volume mixing ratio on planets with H2-dominated atmospheres orbiting 

M dwarfs. The red curve is the NH3 saturation curve (Stull, 1947). The NH3 surface 

production flux is 6.4×1015 molecule cm-2 s-1 (see Table 4-1).  
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Figure 3-18. The volume mixing ratio of NH3 on planets with H2-dominated atmospheres orbiting 

active M dwarfs. The NH3 surface production flux is 6.4×1015 molecules cm-2 s-1. The y-axis 

shows altitude in km, and the x-axis shows the mixing ratio. At even the highest NH3 flux 

considered in our study, NH3 is insufficiently abundant anywhere in the atmosphere to condense. 

 

This figure clearly shows that our simulated NH3 is not concentrated enough to condense in 

the atmosphere. Therefore, the stratospheric mixing ratio of NH3 will never decouple from 

the surface mixing ratio (or the surface production flux). As a result, we do not consider 

upper atmosphere NH3 condensation in our study. 

 

 

Appendix H. NH3 Abiotic False-Positive Analysis 
 

I. Volcanic NH3 outgassing: We can estimate the flux at which NH3 can be degassed on an 

exoplanet based on Earth's N2 volcanic outgassing flux. (Catling et al., 2017) estimates the 

N2 volcanic outgassing on Earth is roughly 0.9×1011 mol/year. If all the nitrogen comes out 

as NH3 instead, the NH3 outgassing flux can be as high as 6.7×108 molecules cm-2 s-1. For 

an exoplanet with H2-dominated atmospheres, to generate an NH3 false positive from 

volcanic outgassing, the exoplanet's mantle conditions need to favor NH3/NH4
+ production, 

and the volcanic outgassing of N needs to be at least 100 times greater than Earth's 

(assuming there is no NH3-removal sink on the planet’s surface). Hence, it is unlikely for 

volcanic NH3 outgassing alone to generate a detectable false positive. 

 

II. Nitrogen photoreduction on TiO2 containing sands: We can estimate the upper limit of 

the amount of NH3 this abiotic N2 photo-fixation can produce. Suppose there is an Earth-

sized exoplanet orbiting an M dwarf. The planet is arid, and the surface is covered by TiO2 

containing sands. We assume the planet has an Earth-sized desert (about 1.9×107 square 

miles) (Schrauzer et al., 1983). We also assume the planet's total surface area is the same as 

Earth's (roughly 1.97×108 square miles). Since M dwarf planets receive roughly 100 ~1000 

times less UV than Sun-like star planets do (Ranjan et al., 2017), we assume this abiotic 

pathway is only 1% effective on the M dwarf planets. Hence, this abiotic N2 fixation can 

produce up to 1 Tg of NH3 every year (about 2.0×108 molecules cm-2 s-1), roughly 2 orders 

of magnitude smaller than the flux needed to generate a detectable NH3 false positive 
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(assuming there is no NH3-removal sink on the surface). (Kasting et al., 1982) reports that 

this abiotic N2 photo-fixation can generate NH3 at a rate of 2.8×1010 to 2.8×1011 molecules 

cm-2 s-1 locally on Earth. Assuming this reaction is 1% effective on the M dwarf planets, we 

estimate that this abiotic N2 fixation could produce NH3 at a rate of up to 2.8×109 molecules 

cm-2 s-1. Even in the most optimum case where NH3 is emitted globally at this rate on 

exoplanets, the NH3 production flux is still about an order of magnitude smaller than the 

flux needed to generate a detectable false positive. Overall, it is unlikely for nitrogen 

photoreduction on TiO2 containing sands alone to generate a detectable false positive. 

 

III. Abiotic NH3/NH4
+ synthesis around Hadean submarine hydrothermal vents: Suppose 

there is an Earth-sized exoplanet orbiting an M dwarf star. We assume the planet's total heat 

flow is the same as modern Earth's (roughly 4.3×1013 W) (Elderfield et al., 1996; Smirnov 

et al., 2008). Assuming the most favorable scenario with 80% of the planet’s heat flow 

released via hydrothermal activity and 10% conversion of N2 to NH4
+, the annual NH4

+ 

production can be as high as 1.9×1012 mol/year (Smirnov et al. 2008). If we further assume 

all the NH4
+ produced in the ocean is released into the atmosphere as NH3, this abiotic 

NH3/NH4
+ synthesis can produce up to 32 Tg of NH3 every year (about 7×109 molecules 

cm-2 s-1). Even in this most optimum case, the NH3 production flux is not large enough to 

generate a detectable NH3 false positive. 

 

 

Appendix I. Detectability of TRAPPIST-1 Planets with JWST 
 

Recently, some papers (e.g., Fauchez et al., 2019; Lustig-Yaeger et al., 2019) claim that 

gases like CH4, H2O, CO2, and SO2 might be detectable for TRAPPIST-1 planets with 

JWST (Lustig-Yaeger et al., 2019). Depends on the assumptions of the atmosphere (i.e., 

CO2-, N2- or H2O-dominated atmospheres) and the signal-to-noise (S/N) ratio, the number 

of transits required to detect those gases on TRAPPIST-1 planets could range from 10 

transits to more than 100 transits. What they claim is not contradictory to our statement 

here. TRAPPIST-1, an ultra-cooled M8V dwarf star, is rare and unique. TRAPPIST-1's 

small stellar radius and relatively low temperature are beneficial for trace gas detection 

because the transit depth scales with (Rplanet/Rstar)
2. Furthermore, neither (Fauchez et al., 

2019) or (Lustig-Yaeger et al., 2019) assumes a fixed systematic noise floor as we do in our 

analysis. Lastly, the detectability of gases on exoplanets depends on more than a dozen 

parameters - the presence of clouds and hazes, scattering, atmospheric refraction, to name a 

few. Different assumptions for those parameters can lead to very different conclusions. It is 

beyond the scope of this paper to go through every parameter to assess detectability. 
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Chapter 4 
 

Methanol - a Poor Biosignature Gas in Exoplanet Atmospheres 
 

 

The results presented in this chapter have been published in The Astrophysical Journal 

(https://doi.org/10.3847/1538-4357/ac6f60). I would like to thank the following co-authors 

for their contributions to this project: Prof. Sara Seager, Dr. Janusz J. Petkowski, Dr. 

Zhuchang Zhan, and Dr. Sukrit Ranjan. Each of them played an essential role in the 

publication of the paper. 

 

 

Abstract 
 

Biosignature gas research has been growing in recent years thanks to next-generation space 

and ground-based telescopes. Methanol (CH3OH) has many advantages as a biosignature 

gas candidate. First, CH3OH's hydroxyl group (OH) has a unique spectral feature compared 

to other anticipated gases in rocky exoplanets atmospheres. Second, there are no significant 

known abiotic CH3OH sources on terrestrial planets in the solar system. Third, life on Earth 

produces CH3OH in large quantities. However, despite CH3OH's advantages, we consider 

CH3OH a poor biosignature gas in terrestrial exoplanet atmospheres due to the enormous 

production flux required to reach its detection limit. CH3OH's high water solubility makes it 

very difficult to accumulate in the atmosphere. For the highly favorable planetary scenario 

of an exoplanet with an H2-dominated atmosphere orbiting an M5V dwarf star, we find that 

only when the column-averaged mixing ratio of CH3OH reaches at least 10 ppm can we 

detect it with JWST. CH3OH bioproduction flux required to reach the 10 ppm JWST 

detection threshold must be on the order of 1014 molecules cm-2 s-1, which is roughly three 

times the annual O2 production on Earth. Considering that such an enormous flux of 

CH3OH is essentially a massive waste of organic carbon - a major building block of life, we 

think this flux, while mathematically possible, is likely biologically unattainable. Although 

CH3OH can theoretically accumulate on exoplanets with CO2- or N2-dominated 

atmospheres, such planets' small atmospheric scale height and weak atmosphere signals put 

them out of reach for near-term observations. 

 

 

4.1 Introduction 
 

In planetary science, the search for biosignature gases is anticipated to become a pivotal 

way to uncover signs of extraterrestrial life. Thanks to the development of space telescopes 

(e.g., JWST), more and more gases have been proposed as biosignature gases in recent 

years. Biosignature gases are gases produced by living organisms that accumulate in the 

atmosphere to detectable levels. A biosignature gas can either be a by-product or a final 

product of biochemical metabolism. Among the known biosignature gases, oxygen (O2) is 

the most famous (e.g., Jeans, 1930; Meadows et al., 2018). Other biosignature gases that 

people have studied include methane (CH4) (Leger et al., 1996; Des Marais et al., 2002; 

Kaltenegger et al., 2007; Dlugokencky et al., 2011; Guzmán-Marmolejo et al., 2015), 

methyl chloride (CH3Cl) (Segura et al., 2005), nitrous oxide (N2O) (Des Marais et al., 2002; 

https://doi.org/10.3847/1538-4357/ac6f60
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Segura et al., 2005; Tian et al., 2015; Rugheimer et al., 2018), methanethiol (CH3SH) 

(Domagal-Goldman et al., 2011), phosphine (PH3) (Sousa-Silva et al., 2020), isoprene 

(C5H8) (Zhan et al., 2021) and ammonia (NH3) (Seager et al., 2013; Huang et al., 2022). 

 

We are motivated to study atmospheric CH3OH as part of our program to assess all 

potential biosignature gases (Seager et al., 2016). CH3OH is an important precursor 

molecule for life’s biochemistry, as it is the building block of a diverse set of biochemicals 

such as acetic acid, methylamines, and methyl esters, to name a few. In the atmosphere, 

CH3OH is a significant source of formaldehyde (CH2O) and carbon monoxide (CO) (Tie et 

al., 2003; Solomon et al., 2005; Millet et al., 2008; Hu et al., 2011). CH3OH stands out from 

other biosignature gas candidates because there is no significant known abiotic CH3OH 

source on terrestrial planets (see Chapter 4.2). Furthermore, due to CH3OH's high water 

solubility (see Chapter 4.6.1), the limited amount of abiotic CH3OH produced can be easily 

removed by rain, making it extremely difficult to accumulate. As a result, only when life 

generates a substantial amount of CH3OH can it reach detectable levels in the atmosphere. 

People have not thoroughly studied CH3OH as a biosignature gas before. 

 

We first discuss CH3OH sources (Chapter 4.2) and CH3OH removal mechanisms (Chapter 

4.3). We then describe our photochemistry model (Chapter 4.4.1) and our transmission 

spectra model (Chapter 4.4.2). We present our results in Chapter 4.5. We discuss our results 

and limitations in Chapter 4.6. Finally, we conclude with a summary (Chapter 4.7). 

 

 

4.2 CH3OH Emission and Production Mechanisms 
 

In this section, we first discuss Earth’s atmospheric CH3OH concentrations and lifetime in 

Chapter 4.2.1. Then we review CH3OH production flux on Earth in Chapter 4.2.2. Next, we 

discuss biological CH3OH production in Chapter 4.2.3 and minor CH3OH sources on Earth 

in Chapter 4.2.4. 

 

4.2.1 Earth’s Atmospheric CH3OH Concentrations and Lifetime 

 

Methanol is the second most abundant organic gas in the Earth’s atmosphere, second only 

to CH4 (Millet et al., 2008; Hu et al., 2011). Overall, atmospheric CH3OH concentrations 

range from approximately 600 ppt in the upper troposphere to roughly 10 ppb near the 

surface (Heikes et al., 2002; Solomon et al., 2005; Hu et al., 2011; Stavrakou et al., 2011). 

CH3OH surface concentrations can reach 47 ~ 55 ppb in some urban areas (Heikes et al., 

2002; Solomon et al., 2005). Current data on atmospheric CH3OH concentrations at a global 

level are scarce and have considerable uncertainties (Tie et al., 2003; Solomon et al., 2005; 

Hu et al., 2011; Stavrakou et al., 2011). In many parts of the world, long-term observations 

and measurements of CH3OH are still unavailable and remain poorly constrained (Tie et al., 

2003; Solomon et al., 2005; Hu et al., 2011; Stavrakou et al., 2011). Existing limited 

measurements show strong regional variability in atmospheric CH3OH levels (Tie et al., 

2003; Millet et al., 2008) (Figure 4-1).  
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Figure 4-1. Average atmospheric CH3OH concentrations over/in some representative regions. 

The y-axis is the atmospheric CH3OH concentrations in ppt (parts-per-trillion). The x-axis shows 

the names of the regions. Atmospheric CH3OH concentrations are the highest for urban areas and 

the lowest over the arctic.  Atmospheric CH3OH is relatively abundant above forests, especially 

during growing seasons (Stavrakou et al., 2011). Data from Heikes et al., 2002. 

 

The atmospheric CH3OH concentrations also have pronounced seasonal patterns (Tie et al., 

2003; Hu et al., 2011). CH3OH concentrations are highest in summer and lowest in winter 

(Hu et al., 2011). As the ambient temperature rises during summer, atmospheric CH3OH 

levels increase. The seasonality of CH3OH concentrations is mainly driven by variations in 

biogenic CH3OH emissions (Hu et al., 2011). On hot summer days, plants proliferate. The 

rapid growth of plants and leaves results in much higher CH3OH emissions (Chapter 4.2.3), 

leading to a significant (up to threefold) increase in atmospheric CH3OH concentrations (Hu 

et al., 2011). In autumn and winter, old and mature leaves cannot produce as much CH3OH 

as those newly-grown leaves, so overall biogenic CH3OH emissions decrease (Hu et al., 

2011). The impact of human activities on the seasonality of CH3OH is minimal. Even in 

winter, the contribution of anthropogenic emissions to atmospheric CH3OH concentrations 

is only about 40% on average (Hu et al., 2011). The atmospheric CH3OH concentrations 

also exhibit consistent diurnal variations. CH3OH concentrations at night are slightly higher 

than those during the day (Galbally et al., 2002; Solomon et al., 2005). The main reason for 

the increase in CH3OH concentrations at night is the reduction of turbulent mixing in the 

boundary layer rather than the change in emission flux (Solomon et al., 2005). 

 

The estimated overall lifetime of CH3OH in Earth's atmosphere is roughly 5~12 days 

(Galbally et al., 2002; Heikes et al., 2002; Tie et al., 2003; Singh et al., 2004; Millet et al., 

2008; Hu et al., 2011). However, depending on the altitude, the CH3OH lifetime may vary 

considerably. In the surface boundary layer, the chemical lifetime of CH3OH is only about 

3~6 days (Galbally et al., 2002; Heikes et al., 2002; Tie et al., 2003). In the upper 

troposphere, CH3OH lifetime is much longer, ranging from 16 days to a few weeks 

(Galbally et al., 2002; Heikes et al., 2002; Tie et al., 2003). The atmospheric lifetime of 
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CH3OH is longer than that of isoprene (~ a few hours) and formaldehyde (~1 day) but much 

shorter than the atmospheric lifetime of CH4 (8 ~ 10 years) (Heikes et al., 2002; Tie et al., 

2003). Therefore, unlike isoprene, which is limited to the source regions due to its short 

lifetime, CH3OH can be transported from the surface to the upper troposphere. However, 

CH3OH's shorter lifetime than CH4 means that CH3OH cannot be as long-lived and widely 

spread in the upper troposphere as CH4 (Tie et al., 2003). 

 

 

4.2.2 CH3OH Production Flux on Earth 

 

The global CH3OH emissions are huge, accounting for nearly half of the total annual 

oxygenate (i.e., chemicals that have oxygen in their molecules) production (Guenther et al., 

1995; Heikes et al., 2002). Estimates of global CH3OH source range from less than 100 

Tg/year to roughly 350 Tg/year (Heikes et al., 2002; Tie et al., 2003; Singh et al., 2004; 

Millet et al., 2008; Hu et al., 2011; Stavrakou et al., 2011). In comparison, the estimated 

biological production of methane (CH4), nitrogen gas (N2), and ammonia (NH3) on Earth is 

about 500 Tg/year, 457 Tg/year, and 200 Tg/year, respectively (Guenther et al., 2006; 

Rascio et al., 2013; Yeung et al., 2019). Different researchers have tried to come up with 

estimates of global CH3OH fluxes, but the uncertainty in their estimates remains large 

(Table 4-1). 

 

Table 4-1. Estimates of the global CH3OH emission flux. 

Estimated range (most probable value) Reference 

122 ~ 340 Tg/year (280 Tg/year) Heikes et al., 2002 

70 ~ 350 Tg/year (312 Tg/year) Tie et al., 2003 

75 ~ 490 Tg/year (110 Tg/year) Singh et al., 2004 

123 ~ 343 Tg/year (242 Tg/year) Millet et al., 2008 

100 ~ 320 Tg/year (187 Tg/year) Stavrakou et al., 2011 

 

The largest source of atmospheric CH3OH is the terrestrial biosphere, specifically plant 

growth (Chapter 4.2.3). According to literature estimates, CH3OH produced by plant 

growth can account for up to 80% of the global CH3OH emissions (Galbally et al., 2002; 

Heikes et al., 2002; Tie et al., 2003; Millet et al., 2008; Hu et al., 2011; Stavrakou et al., 

2011). Other CH3OH sources include degradation of plant matter, industrial and urban 

activities, biomass and biofuel burning, and atmospheric production (Chapter 4.2.4) 

(Galbally et al., 2002; Heikes et al., 2002; Singh et al., 2004; Millet et al., 2008). So far, 

there has been no report claiming volcanic emission of CH3OH. The figure below is a 

simplified schematic diagram of the global CH3OH biogeochemical cycle (Figure 4-2). 
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Figure 4-2. A simplified schematic diagram of the global CH3OH biogeochemical cycle. The 

largest source of atmospheric CH3OH is the terrestrial biosphere, accounting for up to 80% of the 

global CH3OH emissions. In contrast, CH3OH produced by anthropogenic activities (particularly 

industry) only makes up a tiny fraction (≤5%) of the total annual CH3OH emission flux (Galbally 

et al., 2002; Heikes et al., 2002; Millet et al., 2008; Hu et al., 2011; Stavrakou et al., 2011). 

 

Some papers hypothesize that the marine biosphere might also be an essential source of 

CH3OH (Galbally et al., 2002; Heikes et al., 2002; Millet et al., 2008; Hu et al., 2011; 

Stavrakou et al., 2011). In the upper ocean, where nutrient levels are high, marine 

phytoplankton can convert algal carbohydrates into CH3OH. Since marine phytoplankton is 

one of the most abundant species on Earth, theoretically, it can produce considerable 

CH3OH every year (Heikes et al., 2002; Millet et al., 2008). However, this source is 

exceeded by a much bigger oceanic sink (Galbally et al., 2002; Millet et al., 2008; Hu et al., 

2011; Stavrakou et al., 2011). Therefore, on a global scale, the ocean acts as a net sink for 

CH3OH (Chapter 4.3.2). We have summarized the estimated global CH3OH sources in 

Table 4-2. 

 

Table 4-2. Estimated global CH3OH sources8 in Tg/yr. 

Description 
Estimated CH3OH sources Tg/year: value (range) 

Ref 1 Ref 2 Ref 3 Ref 4 Ref 5 

Terrestrial plant growth 100 (37 - 212) 280 (50 - 280) 128 (37 - 280) 80 (75 - 312) 
100 (100 - 151) 

Plant decay 13 (5 - 31) 20 (10 - 40) 23 (5 - 40) 23 (13 - 23) 

Industry and urban 4 (3 - 5) 8 (5 - 11) 9 (2 - 11) 5 (2 - 8) 
9.3 (9.3) 

Biomass/biofuel burning 13 (6 - 19) 12 (2 -32) 12 (2 - 32) 12 (6 - 15) 

Atmospheric production 19 (14 - 24) 30 (18 - 30) 37 (12 - 37) 37 (18 - 38) 31 (30.7 - 31.1) 

[1]. Galbally et al., 2002; [2]. Heikes et al., 2002; [3]. Singh et al., 2004; [4]. Millet et al., 2008;  

[5]. Stavrakou et al., 2011. 

 
8 We only include net CH3OH sources in this table. 
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4.2.3 Biological CH3OH Production 

 

Plants are the largest source of CH3OH in the Earth’s atmosphere. Most plants can produce 

CH3OH through the demethylation of pectin during leaf growth (Galbally et al., 2002; 

Heikes et al., 2002; Tie et al., 2003; Millet et al., 2008; Stavrakou et al., 2011). Pectin is a 

complex polysaccharide widely found in plant cell walls. As an essential tissue firming 

agent, pectin can strengthen the cell wall, protecting and supporting the intracellular 

structures. During cell growth, pectin is demethylated through the action of pectin 

methylesterase (PME), an enzyme involved in plant growth (Fall et al., 1996; Stavrakou et 

al., 2011). As a by-product of pectin demethylation, CH3OH is released through stomata 

during transpiration (Galbally et al., 2002; Millet et al., 2008; Stavrakou et al., 2011) 

(Figure 4-3). The CH3OH leaf emissions depend on light, temperature, and stomatal 

conductance (Stavrakou et al., 2011). As a result, CH3OH emissions from leaves 

significantly decrease at night due to the stomatal control (Millet et al., 2008). 

 

 

Figure 4-3. Through the action of pectin methylesterase (PME), pectin demethylation produces 

CH3OH as a by-product. 

 

In general, CH3OH emissions are inversely proportional to leaf age (Stavrakou et al., 2011). 

Young and growing leaves can produce more methanol than old and senescing leaves 

(Heikes et al., 2002; Millet et al., 2008; Stavrakou et al., 2011). Different types of plants 

have different CH3OH emission rates. Conifers have lower methanol emissions than broad-

leaf plants. In addition, when leaves are wounded, CH3OH emissions will increase (Heikes 

et al., 2002). Since leaf CH3OH emissions depend on numerous parameters, most of which 

can change substantially during the growing seasons, estimating a global CH3OH emission 

factor without considerable uncertainties is extremely difficult (Chapter 4.2.2). However, 

not all CH3OH produced in leaves ends up in the atmosphere (Galbally et al., 2002; Millet 

et al., 2008). Plants can store a small amount of CH3OH in their tissues. Plants can also 

metabolize (oxidize) some methanol to formaldehyde with the help of methanol oxidase 

(Galbally et al., 2002). 

 

Even though plant growth and development is the dominant biological CH3OH production 

mechanism on Earth, other biological processes can also generate CH3OH at a much lower 

rate (Millet et al., 2008; Stavrakou et al., 2011). (Fall et al., 1996) reports that root and fruit 

growth can produce CH3OH. Degradation of dead plants can also yield a small amount of 

CH3OH either through the action of residual enzymes or with the help of microorganisms 

(Millet et al., 2008). During the fungal decomposition of wood, lignin demethylation can 

produce a limited amount of CH3OH (Millet et al., 2008). For completeness, we note that 

methanotrophic bacteria (also called methanotrophs) can also produce CH3OH. With the 
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help of methane monooxygenase (MMO), an enzyme that can oxidize the C-H bond in 

methane, methanotrophs can oxidize CH4 to CH3OH (Hanson et al., 1996; Basch et al., 

1999). However, MMO-mediated CH3OH production is insignificant compared to other 

biological production pathways. Due to the lack of research on these minor biological 

CH3OH production pathways mentioned above, their respective contributions to global 

CH3OH production, albeit extremely small, remain unknown. 

 

 

4.2.4 Minor CH3OH Sources on Earth 

 

There are a few minor CH3OH sources on Earth. One of the sources is anthropogenic 

activity, particularly industry (Galbally et al., 2002; Millet et al., 2008; Hu et al., 2011; 

Stavrakou et al., 2011). CH3OH has a wide range of industrial applications, including as a 

solvent, an antifreeze, fuel and fuel additives, and sewage treatment agent (Galbally et al., 

2002; Millet et al., 2008). In industry, people also use CH3OH to produce other compounds 

such as formaldehyde, acetic acid, methyl tertiary-butyl ether (MTBE), methylamines, and 

methyl esters (Galbally et al., 2002). Overall, global emission of industrially-produced 

CH3OH is about 4 Tg/year, which makes up a tiny fraction (≤5%) of the total annual 

CH3OH emission flux (Galbally et al., 2002; Heikes et al., 2002; Millet et al., 2008; Hu et 

al., 2011; Stavrakou et al., 2011). 

 

In addition to industry, biomass burning is also a key contributor to atmospheric CH3OH 

(Galbally et al., 2002; Stavrakou et al., 2011). Every year, biomass burning related to 

deforestation, shifting cultivation, and agricultural waste disposal (e.g., stubble burning) can 

release considerable CH3OH (Crutzen et al., 1990; Galbally et al., 2002). People also use 

wood or charcoal as fuel (for cooking and heating). During the combustion process 

(particularly in the smoldering phase), pyrolysis of hemicellulose polymers and lignin 

present in the biomass yields CH3OH (McKenzie et al., 1995; Galbally et al., 2002). 

(Andreae et al., 2001) estimated that biomass burning can produce up to 12.7 Tg of CH3OH 

per year. 

 

In the atmosphere, CH3OH can be chemically regenerated from CH3O radicals, which likely 

originate from the photochemical decomposition of CH3OH itself (Table 4-3). Hence, we 

do not consider Earth's atmospheric chemistry as a net source of CH3OH. Our 

photochemistry model currently has 14 CH3OH-producing reactions, including two low-

temperature reactions. 

 

Table 4-3. CH3OH-producing reactions in the atmosphere. 

Reaction Reaction rate [cm3 molecule-1 s-1] 
Valid temp  

range [K] 
Source 

CH3O + C2H5 → C2H4 + CH4O 4.0·10-12 300 - 2500 NIST 

CH3O + C2H6 → C2H5 + CH4O 4.0·10-13·exp(-3570.0/T) 300 - 2500 NIST 

CH3O + CH2O → CH4O + CHO 1.7·10-13·exp(-1500.0/T) 300 - 2500 NIST 

CH3O2 + CH3O2 → CH4O + CH2O + O2 3.6·10-14·exp(390.0/T) 200 - 300 * JPL 

CH4 + CH3O → CH4O + CH3 2.61·10-13·exp(-4450.0/T) 300 - 2500 NIST 

CHO + CH3O → CH4O + CO 1.5·10-10 300 - 2500 NIST 

H + CH3NO2 → CH4O + NO 2.0·10-13·exp(-956.2/T) 223 - 398 * NIST 

H + CH3O → CH4O 2.89·10-10·(T/298.0)0.04 300 - 2500 NIST 
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H2 + CH3O → CH4O + H 9.96·10-14·(T/298.0)2·exp(-6720.0/T) 300 - 2500 NIST 

H2 + CH3O2 → CH4O2 + H 5.0·10-11·exp(-13110.0/T) 300 - 2500 NIST 

H2O2 + CH3O → CH4O + HO2 5.0·10-15·exp(-1300.0/T) 300 - 2500 NIST 

HNO + CH3O → CH4O + NO 5.0·10-11 298 NIST 

OH + CH3O2 → CH4O + O2 1.0·10-10 300 - 2500 NIST 

OH + CH3 → CH4O 3.69·10-29·exp(1280.0/T) 300 - 700 NIST 

(*: Low-temperature reaction) 

 

 

4.3. CH3OH Removal Mechanisms 
 

In this section, we review CH3OH removal mechanisms. We first look into CH3OH 

atmospheric sinks in Chapter 4.3.1. The main CH3OH removal pathway in Earth's 

atmosphere is oxidation by OH. Next, we explore deposition to land and ocean uptake in 

Chapter 4.3.2. While less significant than atmospheric destruction, surface deposition can 

still impact the accumulation of CH3OH in the atmosphere. 

 

4.3.1 CH3OH Atmospheric Sinks 

 

Of all the known CH3OH removal mechanisms on Earth, photochemical oxidation by 

hydroxyl radicals (OH) dominates (Galbally et al., 2002; Heikes et al., 2002; Millet et al., 

2008; Stavrakou et al., 2011). In Earth's oxidizing atmosphere, OH is the most abundant 

radical (e.g., Seinfeld et al., 2008). The reaction between CH3OH and gas-phase OH has 

two possible pathways: 1) abstraction of the H atom from the hydroxyl group to form CH3O 

and H2O; or 2) abstraction of H from the methyl group to yield CH2OH and H2O (Hagele et 

al., 1983; Hess et al., 1989; Dillon et al., 2005; Atkinson et al., 2006). At or below room 

temperature, H abstraction at the methyl site dominates. At 298K, the probability of the 

reaction to proceed according to the second pathway to form CH2OH is about 85% (i.e., 

with a branching ratio of 0.85), and this ratio will increase as the temperature decreases 

(Dillon et al., 2005; Atkinson et al., 2006). In Earth’s atmosphere, the final products of 

these two reaction pathways are the same: CH2OH and CH3O will react almost immediately 

with O2 to give formaldehyde (CH2O) and HO2 radicals (Hagele et al., 1983; Heikes et al., 

2002; Tie et al., 2003; Dillon et al., 2005). We compiled the temperature-dependent reaction 

rate coefficient in Table 4-4. 

 

Table 4-4. CH3OH photochemical oxidation by OH. 

Reaction pathway 
CH3OH + ·OH → ·CH2OH + H2O (rate = k1) 

CH3OH + ·OH → CH3O· + H2O (rate = k2) 

Overall reaction rate (k = k1 + k2) 

[cm3 molecule-1 s-1] 
Valid temp range [K] Source 

3.6·10-12·exp(-415/T) 235 - 360 Jimenez et al., 2003 

6.67·10-18·T2·exp(140/T) 210 - 350 Dillon et al., 2005 

3.82·10-19·T2.4·exp(300/T) 200 - 870 Dillon et al., 2005 

2.85·10-12·exp(-345/T) 210 - 300 Atkinson et al., 2006 

6.38·10-18·T2·exp(144/T) 210 - 866 Atkinson et al., 2006 

 

CH3OH is the fourth largest sink for tropospheric OH in Earth's atmosphere, after CH4, CO, 
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and isoprene (Galbally et al., 2002; Stavrakou et al., 2011). The CH2O produced can further 

react with O, H, or OH radicals to form CO. Hence, CH3OH is a significant source of CO in 

the troposphere and plays a vital role in tropospheric oxidant chemistry (Heikes et al., 2002; 

Solomon et al., 2005; Millet et al., 2008; Stavrakou et al., 2011). CH2O can also react with 

HO2 radicals in cloud water to yield formic acid (HCOOH) (Jacob, 1986; Heikes et al., 

2002). Therefore, even if CH3OH itself is not acidic, it can indirectly affect the acidity of 

rain and clouds (Jacob, 1986; Heikes et al., 2002). 

 

CH3OH can also react with H and O radicals in an exoplanet’s atmosphere. In an H2-

dominated, high-reducing atmosphere, the H radical is the dominant reactive species (Hu et 

al., 2012). The importance of O radicals in a CO2- or an N2-dominated atmosphere still 

needs to be further explored (Hu et al., 2012; Ranjan et al., 2020). Our photochemistry 

model currently has 14 CH3OH-removing reactions (in addition to the photochemical 

oxidation by OH listed in Table 4-5). Note that there is one high-temperature reaction and 

two low-temperature reactions in Table 4-5. We include both the high- and low-temperature 

reactions in our table for completeness even though the rates are extremely low at Earth-like 

temperatures. 

 

Table 4-5. CH3OH removal reactions in the atmosphere. 

Reaction Reaction rate [cm3 molecule-1 s-1] 
Valid temp  

range [K] 
Source 

C2H + CH4O → C2H2 + CH3O 2.0·10-12 300 - 2500 NIST 

CH2 + CH4O → CH3 + CH3O 1.12·10-15·(T/298.0)3.1·exp(-3490.0/T) 300 - 2500 NIST 

CH3 + CH4O → CH4 + CH3O 1.12·10-15·(T/298.0)3.1·exp(-3490.0/T) 300 - 2500 NIST 

CH3O2 + CH4O → CH4O2 + CH3O 3.0·10-12·exp(-6900.0/T) 300 - 2500 NIST 

CH4O + CN → HCN + CH3O 1.2·10-10 294 NIST 

CHO + CH4O → CH2O + CH3O 2.41·10-13·(T/298.0)2.9·exp(-6600.0/T) 300 - 2500 NIST 

H + CH4O → CH3 + H2O 3.32·10-10·exp(-2670.0/T) 1370 - 1840 # NIST 

H + CH4O → CH3O + H2 2.42·10-12·(T/298.0)2·exp(-2270.0/T) 300 - 2500 NIST 

HO2 + CH4O → CH3O + H2O2 1.6·10-13·exp(-6330.0/T) 300 - 2500 NIST 

N + CH4O → CH3 + HNO 4.0·10-10·exp(-4330.0/T) 309 - 409 * NIST 

NO3 + CH4O → CH3O + HNO3 9.4·10-13·exp(-2646.0/T) 258 - 367 * NIST 

O + CH4O → CH3O + OH 1.66·10-11·exp(-2360.0/T) 300 - 1000 NIST 

O(1D) + CH4O → CH3O2 + H 9.0·10-11 300 NIST 

O(1D) + CH4O → CH3O + OH 4.2·10-10 300 NIST 

(#: High-temperature reaction; *: Low-temperature reaction) 

 

CH3OH can also undergo photolysis under UV radiation. We can express the photolysis rate 

coefficient JA at the top of the atmosphere as 𝐽𝐴 = ∫ 𝑞𝜆 ∙ 𝐼𝜆 ∙ 𝜎𝜆 ∙ 𝑒−𝜏𝜆 𝑑𝜆 (e.g., Brasseur et 

al., 2017). Here λ is the wavelength, τλ is the optical depth, σλ is the absorption cross-

section of CH3OH, Iλ is the solar intensity at the top of the atmosphere, and qλ is the 

quantum yield of CH3OH photolysis. We summarize the relevant parameters of CH3OH 

photolysis in Table 4-6. 

 

Table 4-6. Photolysis reactions of CH3OH (Hu et al., 2012). 
Reaction pathway CH4O → CH3O + H 

Reaction rate at 295 K [s-1] 5.97 × 10-6: computed in (Hu et al., 2012) 

Cross Sections 
16 - 106 nm: (Burton et al., 1992); 106 - 165 nm: (Nee et al., 1985); 165 

- 220 nm: (Cheng et al., 2002) 
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Quantum Yields 16 - 220 nm: 1.0 

 

Additionally, at high temperatures, CH3OH will thermally decompose. We compile the 

thermal decomposition reactions of CH3OH in Table 4-7, even though they do not occur at 

Earth-like temperatures. 

 

Table 4-7. Thermal decomposition of CH3OH (NIST). 

Reaction Reaction rate [cm3 molecule-1 s-1] Valid temp range [K] 

CH4O → CH3O + H 2.16·10-8·exp(-33556.0/T) 1400 - 2500 

CH4O → CH3 + OH 1.1·10-7·exp(-33075.0/T) 1000 - 2000 

CH4O → CH2O + H2 2.12·1013·(T/298.0)1.22·exp(-43539.0/T) 300 - 2500 

CH4O → CH2 + H2O 9.51·1015·(T/298.0)-1.02·exp(-46185.0/T) 1000 - 3000 

 

 

4.3.2 CH3OH Deposition to Land and Ocean Uptake 

 

Deposition to land and ocean uptake are two CH3OH sinks in addition to atmospheric 

chemistry. Although less significant than atmospheric removal, they can still affect CH3OH 

accumulation in the atmosphere. 

 

There are significant uncertainties in CH3OH dry deposition velocity on soil surfaces 

(Galbally et al., 2002; Millet et al., 2008). Due to the higher atmospheric temperature and 

more substantial convection/turbulence during the day, CH3OH dry deposition velocity is 

higher during the day than at night (Millet et al., 2008). The decomposition of dead plants at 

night also slows down nighttime CH3OH dry deposition (Millet et al., 2008). Several field 

studies claim that the CH3OH dry deposition velocity is about 0.15 cm/s and can reach 0.5 

cm/s locally (Karl et al., 2004; Mao et al., 2006; Millet et al., 2008). In general, CH3OH dry 

deposition velocity adopted by most studies is in the range of 0.1-0.2 cm/s (Galbally et al., 

2002; Millet et al., 2008). We use 0.1 cm/s as the estimated CH3OH dry deposition velocity 

in our photochemistry model. Once deposited onto the soil, most9 CH3OH is permanently 

removed through biological degradation (Galbally et al., 2002). Methylotrophs first oxidize 

CH3OH to formaldehyde (CH2O) in the soil through methanol dehydrogenase (Lehninger et 

al., 1993; Yurimoto et al., 2005), and then either further oxidize CH2O to CO2 for energy or 

convert CH2O to a three-carbon compound (C3) for biomass buildup (Galbally et al., 2002, 

Yurimoto et al., 2005). 

 

Due to CH3OH's extremely high water solubility (Chapter 4.6.1), atmospheric CH3OH can 

dissolve in rainwater and fall to the ground or the sea with the rain. This process is called 

wet deposition (or 'rainout'), another CH3OH removal mechanism. Compared to CH3OH 

dry deposition, CH3OH wet deposition is a much smaller sink (Galbally et al., 2002; Heikes 

et al., 2002; Tie et al., 2003; Stavrakou et al., 2011). In this work, we collectively refer to 

CH3OH dry and wet deposition to the ocean as ocean uptake. The atmosphere/ocean 

exchange rate of CH3OH is very fast (Galbally et al., 2002). CH3OH's high deposition rate 

is mainly limited by the gas-phase resistance to the exchange of CH3OH between the 

atmosphere and the ocean's surface layer (i.e., the ocean mixed layer) (Galbally et al., 

 
9 A tiny amount of CH3OH is absorbed by the soil materials (Barker et al., 1992). 
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2002). Due to the high efficiency of ocean uptake, atmospheric CH3OH can reach 

equilibrium with CH3OH in the ocean surface layer within approximately two weeks 

(Galbally et al., 2002). Some papers estimate that the CH3OH concentration in the ocean 

mixed layer is between 0.1 and 0.6 μM, with CH3OH concentration in the northern 

hemisphere (0.2 ~ 0.6 μM) slightly higher than that in the southern hemisphere (0.1 ~ 0.4 

μM) (Galbally et al., 2002; Millet et al., 2008). 

 

The ocean is a net sink of CH3OH almost anywhere (Millet et al., 2008; Hu et al., 2011; 

Stavrakou et al., 2011), with only a few exceptions, such as the Persian Gulf and the Red 

Sea (Millet et al., 2008). Those areas are generally hot all year round, which dramatically 

reduces CH3OH's water solubility. Even so, the ocean in those areas is only predicted as a 

weak source of CH3OH (Millet et al., 2008). In most parts of the world, the net flux of 

CH3OH is always into the ocean, with the strongest uptake near continental coasts where 

CH3OH concentrations are high (Heikes et al., 2002; Millet et al., 2008; Stavrakou et al., 

2011). Generally, ocean uptake is weaker during the day than at night (Heikes et al., 2002; 

Millet et al., 2008). This observed diurnal cycle likely reflects a competition between 

daytime CH3OH production from marine phytoplankton and ocean uptake (Heikes et al., 

2002; Millet et al., 2008).  

 

After CH3OH is deposited into the ocean, both microbial consumption and marine 

photochemistry will consume it and eventually remove most of it from the ocean (Heikes et 

al., 2002; Millet et al., 2008). Some papers suggest that marine methylotrophs can use 

CH3OH as an energy and carbon source, similar to the methylotrophs in the soil (Kiene 

1993; Heikes et al., 2002; Neufeld et al., 2007; McCarren et al., 2010). Dissolved CH3OH 

can also react with OH in the aqueous phase to form formaldehyde (Heikes et al., 2002). It 

is worth noting that the aqueous OH reaction can occur in the ocean and within clouds, fog, 

raindrops, and even haze (Galbally et al., 2002; Heikes et al., 2002; Millet et al., 2008). 

Compared with other sinks we have discussed, aqueous OH oxidation is a much smaller 

sink (Galbally et al., 2002; Heikes et al., 2002, Millet et al., 2008). We have summarized 

the estimated global CH3OH sinks in Table 4-8. 

 

Table 4-8. Estimated global CH3OH sinks in Tg/yr. 

Description 
Estimated CH3OH sinks Tg/year: value (range) 

Ref 1 Ref 2 Ref 3 Ref 4 

Gas-phase OH oxidation 69 (41 - 128) 100 (25 - 150) 88 (59 - 149) 
108 (107 - 131) 

Liquid-phase OH oxidation 5 (2 - 15) 10 (5 - 20) <1 (0 - 10) 

Dry deposition to land 24 (11 - 43) 70 (35 - 210) 40 (24 - 70) 34 (28 - 48) 

Wet deposition to land 11 (5 - 20) 5 (3 - 20) 13 (9 - 50) 
3 (2.7 - 3.6) 

Wet deposition to the ocean 6 (6) 5 (1 - 16) 
101 (101) 

Dry deposition to the ocean N/A 80 (60 - 150) 49 (48 - 56) 

[1]. Galbally et al., 2002; [2]. Heikes et al., 2002; [3]. Millet et al., 2008; [4]. Stavrakou et al., 2011. 

 

 

4.4. Methods 
 

We use two methods to assess the biosignature potential of CH3OH. We first introduce our 

one-dimensional photochemistry model in Chapter 4.4.1. Then, we describe our 
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transmission spectra model (SEAS) in Chapter 4.4.2. 

 

4.4.1 Photochemistry Model 

 

We use our photochemistry model (Hu et al., 2012) to calculate the CH3OH mixing ratio as 

a function of vertical altitude in exoplanet atmospheres. Our one-dimensional 

photochemistry model (Hu et al., 2012) can simulate a wide variety of planetary atmosphere 

scenarios (e.g., oxidized, oxic, and reduced) by calculating the atmosphere's steady-state 

chemical composition. Our photochemistry model includes more than 800 chemical 

reactions, thermal escape of C, H, O, N, and S- bearing species, as well as UV photolysis of 

atmospheric molecules. Our photochemistry code also includes wet and dry depositions, 

surface emissions, and formation and deposition of sulfur-containing (both elemental sulfur 

and sulfuric acid) aerosols. We have validated our photochemistry model by simulating 

modern Earth’s and Mars' atmospheric composition, matching observations of major trace 

gases in both scenarios. Our model uses the delta-Eddington two-stream method to 

calculate ultraviolet and visible radiation in the atmosphere. Our model also includes 

molecular absorption, Rayleigh scattering, and aerosol Mie scattering to compute the 

optical depth. For applications of our photochemistry model, see (Hu et al., 2012; Seager et 

al., 2013; Hu et al., 2013; Sousa-Silva et al., 2020; Zhan et al., 2021 and Huang et al., 

2022). 

 

In this work, we simulate an Earth-sized exoplanet with an H2-dominated atmosphere 

orbiting an M dwarf star. We use the synthetic stellar radiation model of GJ 876 (Loyd et 

al., 2016; France et al., 2016). We set the planet's surface temperature to 288 K and surface 

pressure to 1 bar. The planet's atmosphere consists of a lower convective layer and a higher 

radiative layer (Hu et al., 2012). We set the temperature of the convective layer to follow 

the dry adiabatic lapse rate. We assume the temperature to be constant (isothermal) in the 

radiative layer (Hu et al., 2012), given that we do not consider heating in the upper 

atmosphere. For more details of how we set our atmospheric profiles, see (Hu et al., 2012; 

Huang et al., 2022). 

 

In our simulations, we include all the reactions mentioned in (Hu et al., 2012) except for 

reactions that involve more than two carbon atoms (C>2-chem), HSO2 thermal decay, and 

high-temperature reactions (Hu et al., 2012). Moreover, we set the surface deposition 

(including both rainout and dry deposition) of H2, CO, CH4, N2, C2H2, C2H4, C2H6, and O2 

to zero to facilitate robust comparison with reference benchmark scenarios from (Hu et al., 

2012). Such assumption corresponds to the situation where surface biology is not an 

efficient sink for these gases, which does not hold for modern Earth. However, our results 

are robust to this assumption of inefficient deposition of non-CH3OH gases as the main 

removal mechanisms of CH3OH are surface deposition and direct photolysis. Finally, we 

present our stellar radiation model, the atmospheric temperature-pressure profile, and the 

surface boundary conditions in Appendix J. 

 

 

4.4.2 Transmission Spectra model and Simulated Observation 

 

To assess the possibility of detecting CH3OH in an H2-dominated atmosphere, we simulate 
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transmission spectra using our 'Simulated Exoplanet Atmosphere Spectra' (SEAS) model 

(Zhan et al., 2021). We also simulate James Webb Space Telescope (JWST) observations 

with noise calculated from PandExo, a noise simulator based on Space Telescope Science 

Instituteʼs (STScI) exposure time calculator (Batalha et al., 2017). We focus on H2-

dominated atmospheres, given their relatively large transit depth (Chapter 4.6.3). In this 

section, we briefly describe our spectral analysis. Please refer to (Zhan et al. 2021; Huang et 

al., 2022) for more details of our model. 

 

We use our spectra model SEAS to simulate theoretical transmission spectra. SEAS takes 

the temperature-pressure profile and the mixing ratio profile from the photochemistry code 

as input and calculates the absorption of light along the limb path of each layer of the 

atmosphere (Zhan et al., 2021). In our model, we divide the atmosphere into layers, and the 

width of each layer is one atmospheric scale height. We assume that each layer of the 

atmosphere is in local thermodynamic equilibrium. We simulate transmission spectra at a 

spectral resolution of R = 1000 and use the HAPI package (Kochanov et al., 2016) to 

calculate molecular absorption cross-sections from the HITRAN database (Gordon et al., 

2017; Zhan et al., 2021). We have validated our SEAS model by reproducing Earth's 

atmosphere spectra (Zhan et al., 2021). Note that SEAS currently does not include 

refraction. As a result, our model works best for M dwarf planets, where refraction has the 

least impact on observations (Bétrémieux et al., 2014; Misra et al., 2014). 

 

We evaluate the detectability of the atmosphere by using the criterion presented in (Seager 

et al., 2013; Batalha et al., 2017; Zhan et al., 2021 and Huang et al., 2022). Specifically, we 

estimate the observational uncertainties using the Pandexo JWST noise simulator (Batalha 

et al., 2017). We use both the Near InfraRed Spectrograph (NIRSpec) G140M, G235M, and 

G395M and the Mid-Infrared Instrument (MIRI) LRS observation modes. These two 

instruments have a combined spectral coverage of about 1 to 13 μm. Here, we consider a 5 

MEarth, 1.5 REarth super-Earth with an H2-dominated atmosphere transiting an M5V star (GJ 

876). We choose such a massive planet because a large planet is more likely to retain an H2-

dominated atmosphere than an Earth-sized planet. We project the results from our 

photochemistry model onto the super-Earth by keeping 'the mixing ratio as a function 

pressure' constant. For more details, see (Sousa-Silva et al., 2020). The planet's transit 

duration is roughly 3.2 hours. The distance to the star is 10 parsec. Here, we bin our spectral 

resolution to R = 10. We also include a ten ppm JWST systematic noise floor in our spectral 

analysis. Finally, we use a null-hypothesis test (e.g., Madhusudhan et al., 2009) to assess 

whether we can distinguish between an atmosphere with and without significant CH3OH. 

We first compute the reduced chi-square statistics between our simulated observational data 

and the ground truth (i.e., no CH3OH) model. Then we repeat this calculation between our 

data and a best fit flat-line model. We say CH3OH is detectable if the ground truth model 

better explains our data. We set the significance threshold at 3σ (i.e., p-value < 0.003). 

 

 

4.5 Results 
 

We use our photochemistry model and the SEAS model to study the biosignature potential 

of CH3OH. In short, we find that CH3OH can theoretically accumulate to a detectable level 

on an exoplanet with an H2-dominated atmosphere orbiting an M5V dwarf star. However, 
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the CH3OH surface production flux required to reach its 10 ppm JWST detection threshold 

is unreasonably large. Currently, for exoplanets with CO2- or N2-dominated atmospheres, 

the atmospheric scale height is generally too small for atmosphere detection, so we leave 

that category to the discussion (Chapter 4.6.3). We note that while we have not yet 

discovered a terrestrial planet with an H2-dominated atmosphere, several studies suggest the 

possibility of such planets (e.g., Elkins-Tanton et al., 2008; Owen et al., 2020; Lin et al., 

2022). We detail our photochemical simulations in Chapter 4.5.1 and discuss the 

detectability of CH3OH in Chapter 4.5.2. 

 

4.5.1 Accumulation of CH3OH on Exoplanets with H2-dominated Atmospheres 

 

We use our photochemistry model to study the possibility of CH3OH accumulation in the 

atmosphere. We find that CH3OH can accumulate to a detectable level on an exoplanet with 

an H2-dominated atmosphere orbiting an M5V dwarf star similar to GJ 876 only when the 

CH3OH surface production flux is unreasonably large. To be detectable by JWST, CH3OH 

must reach an atmospheric concentration of 10 ppm (Chapter 4.5.2). The CH3OH 

bioproduction flux required to reach the 10 ppm JWST detection threshold must be on the 

order of 1014 molecules cm-2 s-1 (~1.0×106 Tg year-1). This flux is roughly three times the 

annual O2 production on Earth. 10 ppm CH3OH implies 1018 mol of CH3OH in the ocean-

atmosphere system, assuming Henry’s law equilibration between the atmosphere and ocean. 

 

This carbon budget is potentially plausible from a planetary perspective. It is less than the 

surface (crust) carbon budget of the planet (~8.3×1021 mol) (Wood et al., 1996), and it is 

smaller than the amount of carbon life has fixed (mineralized) into continental sedimentary 

rocks (~1021 mol) throughout Earth's geological time (Galvez et al., 2020)10. However, we 

argue that the flux required to sustain 10 ppm of CH3OH in the atmosphere is implausible 

from a biochemical perspective. Specifically, Earth's contemporary biosphere has about 

2.0×1015 kg (~1017 mol) of carbon in total (Falkowski et al., 2000), approximately 10 times 

less than the carbon budget required to reach the 1018 mol of CH3OH (see Chapter 4.6.6 for 

the discussion of the plausibility of high bioproduction fluxes of organic carbon gases). We 

plot the CH3OH mixing ratio as a function of atmospheric pressure in Figure 4-4. 

 

 
10  We assume the planet's total C reservoir is the same as Earth's. 
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Figure 4-4. The volume mixing ratio of CH3OH and other representative atmospheric species on 

an exoplanet with an H2-dominated atmosphere orbiting an M5V dwarf star similar to GJ 876. 

The x-axis shows the mixing ratio, and the y-axis shows atmospheric pressure in Pa. Each color 

denotes one particular molecule. The dotted curves represent our base scenario, where CH3OH 

surface production flux is zero. The solid curves represent our primary scenario, where the 

CH3OH column-averaged mixing ratio is 10 ppm. In this case, CH3OH surface production flux is 

1.18×1014 molecule cm-2 s-1. 

 

One of the reasons why CH3OH is difficult to accumulate to its detectable level in the 

atmosphere is its high solubility in water. Due to CH3OH's high water solubility, the 

dominant removal mechanism of CH3OH on our simulated exoplanet is wet deposition (i.e., 

rainout), followed by dry deposition and photochemical loss. In contrast, the main CH3OH 

removal pathway on Earth is photochemical oxidation (Chapter 4.3.1). The main reason for 

this difference is that the Sun is a G2V star, while our simulated exoplanet revolves around 

an M5V star that emits much less UV. In addition, we find that the top three CH3OH 

photochemical removal pathways are direct photolysis, reaction with H radicals, and 

reaction with OH radicals. It is worth pointing out that we do not include atmospheric 

escape in our simulations. On Earth-sized exoplanets, gases such as H2 can escape. 

However, we assume that the H2 mixing ratio is constant in the atmosphere. We have 

summarized the main CH3OH removal mechanisms and their respective fluxes in Table 4-9. 

 

Table 4-9. The main CH3OH removal mechanisms and their respective fluxes on our 

simulated exoplanet with an H2-dominated atmosphere orbiting an M dwarf star similar to 

GJ 876. 

CH3OH removal mechanisms Loss rate [molecule cm-2 s-1] 

Wet deposition 8.7 × 1013 

Dry deposition 3.1 × 1013 

Photochemical loss (Total) 1.5 × 1010 

CH4O → CH3O + H 1.5 × 1010 
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CH4O + H → CH3O + H2 2.1 × 106 

CH4O + OH → CH3O + H2O 5.3 × 105 

 

We show in Chapter 4.6.1 that the water solubility of CH3OH is about 4 times higher than 

that of NH3. The higher water solubility of CH3OH would naively suggest that CH3OH is 

more susceptible to wet deposition than NH3, therefore, more difficult to accumulate in an 

H2-dominated atmosphere than NH3. However, this is not the case. The flux required for 

NH3 to reach its detection limit (5 ppm) is on the order of 1016 molecule cm-2 s-1, assuming 

efficient surface deposition of NH3 (Huang et al., 2022). In contrast, for the more water-

soluble CH3OH, the production flux required to achieve the same atmospheric 

concentration (5 ppm) is approximately 2 orders of magnitude smaller, around 1014 

molecule cm-2 s-1. The reason for such discrepancy is that CH3OH and NH3 behave 

differently when dissolved in water. Once dissolved in water, CH3OH does not dissociate, 

whereas NH3 forms highly soluble NH4
+ ions. Since NH3 dissolves in water to form NH4

+ 

ions, NH3's effective Henry's law constant at T = 290 K and pH = 5 (~1.5×106 mol L-1 atm-

1) is much larger than its standard Henry's law constant (~6.0×102 mol L-1 atm-1) (Giorgi et 

al., 1985; R. Sander, 2015). The very high effective Henry's law constant of NH3 translates 

into NH3's very high susceptibility to wet deposition and very high required production 

fluxes. Unlike NH3, CH3OH does not dissociate in water (e.g., Brown et al., 2009). 

Therefore, CH3OH's effective Henry's law constant (~2.2×102 mol L-1 atm-1) is roughly the 

same as its standard Henry's law constant (~2.1×102 mol L-1 atm-1) (R. Sander, 2015). The 

effective Henry's law constant of CH3OH is about 4 orders of magnitude lower than that of 

NH3, which in reality makes CH3OH much less susceptible to wet deposition than NH3. 

 

To verify the robustness of our CH3OH simulation results, we conduct sensitivity tests on 

the temperature-pressure profile (i.e., the strength of the cold trap) and the eddy diffusion 

profile. We find that the column-averaged mixing ratio of CH3OH remains roughly the 

same order of magnitude in our sensitivity tests (Table 4-10). Therefore, we conclude that 

our results are not sensitive to the variations in the eddy diffusion magnitude (± an order of 

magnitude) or the strength of the cold trap. 

 

Table 4-10. Steady-state photochemical simulation outputs as a function of eddy diffusion 

magnitude and presence/absence of cold traps for exoplanets with H2-dominated 

atmospheres orbiting M dwarfs. 

Variation in the eddy diffusion magnitude 

Eddy diffusion coefficient scaling factor 0.1 1 10 

CH3OH column-averaged mixing ratio 5.0 ppm 10.0 ppm 12.2 ppm 

CH3OH outgassing [molecule cm-2 s-1] 1.2 × 1014 1.2 × 1014 1.2 × 1014 

Chemical production [molecule cm-2 s-1] 1.3 × 109 5.7 × 109 9.8 × 109 

Chemical loss [molecule cm-2 s-1] 3.6 × 109 1.5 × 1010 1.8 × 1010 

Dry deposition [molecule cm-2 s-1] 3.5 × 1013 3.1 × 1013 2.9 × 1013 

Wet deposition [molecule cm-2 s-1] 8.3 × 1013 8.7 × 1013 8.9 × 1013 

Variation in the temperature-pressure profile 

Presence of a cold trap standard reduced 

Temperature above tropopause [K] 160 220 

CH3OH column-averaged mixing ratio 10.0 ppm 9.6 ppm 

CH3OH outgassing [molecule cm-2 s-1] 1.2 × 1014 1.2 × 1014 
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Chemical production [molecule cm-2 s-1] 5.7 × 109 2.9 × 109 

Chemical loss [molecule cm-2 s-1] 1.5 × 1010 6.5 × 109 

Dry deposition [molecule cm-2 s-1] 3.1 × 1013 3.1 × 1013 

Wet deposition [molecule cm-2 s-1] 8.7 × 1013 8.7 × 1013 

 

For the choice of eddy diffusion coefficient (Kzz), we have increased or decreased our 

existing eddy diffusion profile by one order of magnitude. We find that CH3OH column-

averaged mixing ratio is slightly higher in a more diffusive atmosphere, given the same 

surface production flux. As Kzz increases, more CH3OH is transported to the upper 

atmosphere before being removed by wet or dry deposition. In essence, a larger Kzz 

suppresses the effectiveness of CH3OH surface deposition, causing the atmospheric 

concentration of CH3OH to increase. In addition, we test the effect of a cold trap on CH3OH 

atmospheric concentration. A cold trap is a part of the upper atmosphere where the 

temperature is low enough to condense volatiles (Wordsworth et al., 2013, Wordsworth et 

al., 2014). To simulate a cold trap in an H2-dominated atmosphere, we set the temperature 

above tropopause to 160 K. In contrast, to simulate an atmosphere with a reduced cold trap, 

we set the temperature above tropopause to 220 K (Appendix J). In this case, we assume 

that the planet has a relatively hot stratosphere due to UV absorbers in the atmosphere. We 

find that the presence of a cold trap does not affect CH3OH surface deposition flux. We also 

find that a reduced cold trap makes CH3OH photochemical production and loss slightly less 

efficient11. Overall, CH3OH atmospheric concentration remains roughly the same in this 

test. 

 

In another work, we discussed the phenomenon of 'photochemical runaway' (Ranjan et al., 

2022). Specifically, when the gas's production flux is large enough to saturate its 

photochemical sinks, it can rapidly accumulate to very high concentrations in the 

atmosphere (Ranjan et al., 2022). Some of the biosignature gases that can experience 

runaway are O2, CO, and NH3 (Zahnle 1986; Kasting 2014; Gregory et al. 2021; Ranjan et 

al., 2022). We run a series of simulations to see if CH3OH will experience this 'runaway' 

effect. Like other gases (e.g., NH3), CH3OH runaway at biochemically plausible production 

fluxes requires inefficient surface deposition (Ranjan et al., 2022). If CH3OH surface 

deposition is efficient, the CH3OH column-averaged mixing ratio scales linearly with its 

surface production flux (Figure 4-5). The required CH3OH surface production flux to reach 

10,000 ppm (~1%) is about 1.2×1017 molecules cm-2 s-1 (~9.9×108 Tg year-1), roughly 3000 

times the annual O2 production on Earth. CH3OH does not experience runaway due to the 

presence of surface deposition. 

 

 
11 It is counter-intuitive that the photochemical reaction (i.e., production and loss) flux of CH3OH 

decreases in a warmer atmosphere, and we do not fully understand why we observed such a 

decrease. The bottom line is that the strength of the cold trap does not affect our results. 
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Figure 4-5. Accumulation of CH3OH on an exoplanet with an H2-dominated atmosphere orbiting 

an M5V dwarf star. The x-axis shows CH3OH surface production flux in molecules cm-2 s-1, and 

the y-axis shows CH3OH column-averaged mixing ratio in ppm. Note that each plot has a 

different x-axis scale. Left panel: Due to the presence of surface deposition (i.e., wet and dry 

deposition), CH3OH does not go into a runaway, even at extremely high flux. Right panel: In the 

case where CH3OH surface deposition is absent (i.e., no rainout or dry deposition), the column-

averaged mixing ratio of CH3OH increases nonlinearly as a function of its surface production 

flux. In this case, CH3OH experiences runaway, and it can rapidly accumulate to high 

concentrations in the atmosphere. 

 

If CH3OH surface deposition is absent (i.e., no rainout or dry deposition), CH3OH can 

experience photochemical runaway (Figure 4-5). This exception can only occur if CH3OH 

bioproduction is robust enough to saturate its surface sinks. By saturation, we mean that life 

produces more CH3OH than the surface sinks can remove at any given moment. In this 

case, we find that the critical flux required for CH3OH to experience runaway is quite small, 

about 5.0×109 molecules cm-2 s-1(~ 43 Tg year-1), similar to the threshold for CO. This is 

because, like CO, the photochemical loss of CH3OH is dominated by the reaction with OH 

and is therefore limited by the production rate of OH from H2O photolysis (Kasting 1990; 

Ranjan et al., 2022). Consequently, CH3OH and CO enter runaway at similar net surface 

production fluxes. Considering CH3OH runaway, we estimate12 that the required CH3OH 

bioproduction flux to reach the 10 ppm JWST detection threshold should be approximately 

9.0×109 molecules cm-2 s-1 (~ 77 Tg year-1). This flux is roughly 8% of the annual CH4 

production on Earth. While CH3OH runaway is theoretically possible and hugely beneficial 

for CH3OH accumulation and detection, we currently do not know how likely it is to occur 

on an exoplanet. We include this particular case here for the completeness of this paper. 

 

 

4.5.2 The Detectability of CH3OH with James Webb Space Telescope 

 

We assess the detectability of CH3OH using our 'Simulated Exoplanet Atmosphere Spectra' 

(SEAS) model. For an exoplanet with an H2-dominated atmosphere orbiting an M5V dwarf 

star, we find that only when the column-averaged mixing ratio of CH3OH reaches at least 

10 ppm can we detect it with JWST. To determine the detection threshold, we focus on 

CH3OH's spectral feature around 3.4 μm and include a ten ppm JWST systematics noise 

floor. 

 
12 Our current photochemistry code has difficulty converging when simulating a 'runaway' species. 

That is why we can only provide an estimate here. 
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In Figure 4-6, we simulate transmission spectra of a hypothetical 5MEarth, 1.5REarth super-

Earth with an H2-dominated atmosphere transiting an M5V dwarf star similar to GJ 876. 

Specifically, we compare a simulated transmission spectrum with 10 ppm of CH3OH and 

one without CH3OH. 

  

 

Figure 4-6. Upper panel: Simulated transmission spectra of a hypothetical 5MEarth, 1.5REarth 

super-Earth with an H2-dominated atmosphere transiting an M5V dwarf star similar to GJ 876. 

The x-axis shows wavelength (μm), and the y-axis shows transit depth (ppm). We simulate the 

spectra from 0.3 - 23 μm, covering the wavelength span of JWST NIRSpec and MIRI LRS. The 

yellow, green, and blue regions show the spectral coverage of G140M, G235M, and G395M, 

respectively, and the red region shows that of MIRI LRS. The orange curve shows the simulated 

spectrum with CH3OH column-averaged mixing ratio equal to 10 ppm, and the blue curve shows 

the simulated spectrum with no CH3OH. Lower panel: Comparison of CH3OH absorption cross-

sections with cross-sections of other molecules in the atmosphere such as H2O, CH4, and CO2. 

Each color denotes one species. We omit H2 because its absorption is mainly collision-induced. 

 

When the CH3OH column-averaged mixing ratio is below the 10 ppm threshold, its spectra 

features are not prominent. Since we assume that CH3OH mainly comes from the surface, 

the atmospheric concentration of CH3OH decreases with increasing altitude. As CH3OH 

concentration increases, more CH3OH can accumulate in the upper atmosphere, amplifying 

its spectral features. When the CH3OH column-averaged mixing ratio reaches or exceeds 10 

ppm, we can detect it by characterizing its 3.4 µm feature. 

 

To further verify that the detection threshold of CH3OH is 10 ppm on exoplanets with H2-

dominated atmospheres, we simulate JWST observations with realistic noise calculated 
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from PandExo (Batalha et al., 2017). We also include a detection noise floor of 10 ppm. We 

compare a simulated JWST observation with 10 ppm of CH3OH and one with no CH3OH 

(Figure 4-7). 

 

 

Figure 4-7. Upper panel: Simulated JWST observations of a hypothetical 5MEarth, 1.5REarth super-

Earth with an H2-dominated atmosphere transiting an M5V dwarf star similar to GJ 876. The x-

axis shows wavelength (μm), and the y-axis shows transit depth (ppm). The simulated 

observations cover the wavelength range of NIRSpec G395M and MIRI LRS, as we only used 

CH3OH's 3.4 μm, 6.9 μm, and 9.5 μm features for the detectability analysis. The orange curve 

shows the simulated observation with CH3OH column-averaged mixing ratio equal to 10 ppm, 

and the green curve shows the simulated observation with no CH3OH. The error bars are 95% 

confidence intervals. The total number of transits is 20 (i.e., 10 transits each for NIRSpec G395M 

and MIRI LRS), and the spectral resolution is R = 10. Lower panel: Model difference (ppm) 

between the two simulated observations. The blue curve shows CH3OH's spectral features around 

3.4 μm, 6.9 μm, and 9.5 μm. Negative values indicate that an increase in CH3OH leads to a 

decrease in CO and CH4 in the atmosphere. 

 

We find that the simulated JWST observation with 10 ppm CH3OH has two spectral 

features (i.e., 3.4 μm and 9.5 μm) about 10 - 20 ppm larger than the simulated observation 

without CH3OH. The difference between the two models achieves statistical significance 

(>3σ), indicating a confident simulated detection of CH3OH. 

 

We have to point out that, even though the detection threshold of CH3OH is about 10 ppm 

on exoplanets with H2-dominated atmospheres, constraining the amount of CH3OH in an 

exoplanet's atmosphere is challenging, which requires more transits and observation time. 

In addition, detection of CH3OH on exoplanets with non-H2-dominated atmospheres (e.g., 

CO2- or N2-dominated atmospheres) requires significantly more (>100) transits. That is 

because, for exoplanets with high molecular-weight atmospheres, the transit depth resulting 

from the small atmosphere scale height is too small compared to the assumed ten ppm 
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JWST systematic noise floor. 

 

The atmosphere might have various species with overlapping spectral features, so we must 

investigate the distinguishability of CH3OH from other atmospheric molecules. We 

compare the spectral absorbance of CH3OH with various other species (Figure 4-8). One of 

the unique spectral features of alcohol molecules comes from the presence of hydroxyl 

groups (-OH). Therefore, we can use CH3OH's spectral feature around 2.7 μm (O-H 

stretching) to distinguish CH3OH from other molecules without OH groups (e.g., CH4, CO2, 

NH3, and C5H8). To distinguish CH3OH from H2O, we can use CH3OH's absorption band 

around 10 μm (C-O/C-C rovibrations) (Plyler 1952; Harrison et al., 2012). However, 

distinguishing CH3OH from other alcohols (e.g., ethanol) can be challenging because of 

their similar OH features. It is worth noting that complex alcohols may have other spectral 

features not present in CH3OH. Furthermore, a mixture of hydrocarbons and water (e.g., 

CH4 and H2O) may mimic CH3OH's spectral features and be indistinguishable from CH3OH 

(when observed at low resolutions). In the future, with the development and use of 

atmosphere retrieval algorithms such as Markov chain Monte Carlo (MCMC) (e.g., 

Benneke et al., 2012; de Wit 2015) or the Hamiltonian Monte Carlo (HMC) method (e.g., 

Neal 2011; Hoffman et al., 2014), we expect to be able to distinguish CH3OH from other 

atmospheric species (e.g., major/trace gases and other alcohols) more accurately. 

 

 

Figure 4-8. Spectral absorbance of CH3OH (yellow) and various species, including 5 common 

atmospheric molecules (CH4, CO2, CO, NH3, and H2O), 3 simple hydrocarbons (C2H2, C2H4, and 

C2H6), 2 previously studied biosignature gases (C5H8 and PH3), and other hydrocarbons (including 

alcohols) with fewer than seven carbon atoms and have spectral measurements. The x-axis shows 

wavelength (μm), and the y-axis shows absorbance (normalized to 1). Here we use spectral data 

from NIST rather than HITRAN. We use the HITRAN database for our previous detectability 

analysis (e.g., Zhan et al., 2021; Huang et al., 2022) because HITRAN data have higher 

resolutions and are more accurate than NIST data. However, to study CH3OH distinguishability, 

we choose NIST data because of their broader spectral coverage than HITRAN. We normalize all 

absorbances to 1 to facilitate comparison. Thanks to the presence of the hydroxyl group, we can 

use CH3OH's feature around 2.7 μm (O-H stretching) to distinguish CH3OH from other molecules 

without OH groups. CH3OH's broadband at around 10 μm (C-O stretching/vibrations) can be 

masked by other species. 
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4.6. Discussion 
 

We first review alcohols' solubility in water in Chapter 4.6.1. We then examine the 

antifreeze properties of CH3OH in Chapter 4.6.2. Next, we briefly discuss CH3OH as a 

biosignature gas on exoplanets with CO2- and N2-dominated atmospheres in Chapter 4.6.3. 

Additionally, in Chapter 4.6.4, we explore how volatility impacts the biosignature potential 

of alcohols. We comment on CH3OH and atmospheric hazes in Chapter 4.6.5. Finally, we 

discuss the plausibility of high bioproduction fluxes in Chapter 4.6.6.  

 

4.6.1 Alcohols' Solubility in Water 

 

Alcohols with less than five carbon atoms (C ≤ 4) are very soluble in water since they can 

easily form hydrogen bonds with water molecules. Alcohols with longer hydrocarbon 

chains (C ≥ 5) become less soluble in water due to the hydrophobic nature of the 

hydrocarbon chains. 

 

We use Henry's law to study the solubility of chemicals in water: HCP
(x) = C(x)/p. Here HCP

(x) 

is Henry's law constant for a species X in mol Pa−1m−3. P is the partial pressure of that 

species in Pascal, and C(x) is the dissolved concentration (in mol m-3) under the equilibrium 

condition. The larger HCP, the more soluble the species is. Here we compare the solubility 

of 11 representative alcohols to 17 other molecules at 1 atm and 298 K (Figure 4-9). The list 

includes common atmospheric gases and potential biosignature gases. We collected the data 

from (R. Sander, 2015). 
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Figure 4-9. Solubility of various atmospheric gasses in water. The x-axis shows the chemical 

species' names, and the y-axis shows Henry’s law constant on a log scale. Alcohols with less than 

five carbon atoms (C ≤ 4) are very soluble in water. Methanol is the most water-soluble alcohol. 

CH3OH is more soluble than NH3, one of the most soluble biosignature gas candidates studied 

(Huang et al., 2022). 

 

Methanol is highly soluble in water. CH3OH is so water-soluble that it can form a 

homogenous solution with water at any given concentration (i.e., miscible with water). 

CH3OH is even more soluble than NH3, one of the most soluble biosignature gas candidates 

studied (Huang et al., 2022). Due to methanol's high water solubility, wet deposition 

(rainfall) can efficiently remove gaseous CH3OH from the atmosphere. 

 

 

4.6.2 CH3OH as an Antifreeze 

 

When CH3OH gas dissolves in water, the solution's freezing point is lowered from the 

original value of 0°C of pure water. This phenomenon is called freezing-point depression. 

Freezing-point depression occurs when a small amount of solute (e.g., salt or, in this case, 

alcohol) dissolves in a solvent (e.g., water). Since CH3OH is an antifreeze, a mixed solution 

of water and CH3OH has a lower freezing point than pure water. 

 

Here we approximate the ocean as a solvent composed of water by temporarily ignoring 

other solutes already dissolved in the ocean. We made this assumption to facilitate our 

study of the effect of dissolved CH3OH on the ocean's freezing point. We can use a linear 

equation to estimate the extent of freezing-point depression (also known as ‘Blagden's 

law’): ΔTf = Kf·i·b. Here ΔT is the change in freezing point in °C. Kf is the cryoscopic 

constant of the solvent in °C kg mol-1. The parameter b is the molality (i.e., moles of 

solute/kg of solvent), and i is the solute's van't Hoff factor. The cryoscopic constant of water 

is 1.86 °C kg mol-1 (David R. Lide et al., 2005). Since CH3OH does not dissociate in water, 

the van't Hoff factor of CH3OH is 1. We assume the mass of the exoplanet's ocean is the 

same as that of the Earth's ocean, and therefore the mass of the ocean is about 1.4×1021 kg 

(David R. Lide et al., 2005). In this case, the molality of CH3OH only depends on the 

planet's total CH3OH reserve. We assume the planet's total C and O reservoirs are the same 

as Earth's. We also assume that H is abundant, given that the planet we are interested in has 

an H2-dominated atmosphere. Given that the mass of Earth is about 5.97×1024 kg, and there 

is about 446 ppm of C and 30.12% of O on Earth by mass (Morgan et al., 1980), the planet's 

total CH3OH reserve is only limited by the planet's total C reservoir. 

 

In an extreme situation where life converts roughly 0.1% of the planetary C reservoir (~ 

2.7×1018 kg) into dissolved CH3OH, the molality of CH33OH can reach up to 0.06 mol/kg. 

However, even with such an unrealistically large CH3OH inventory (by comparison, Earth's 

biosphere has about 2.0×1015 kg of carbon (Falkowski et al., 2000)), the ocean's freezing 

point has dropped by only 0.1°C. Even though the above estimates are very rough, our 

calculations show that it is highly improbable for life to produce enough CH3OH to have 

any noticeable effect on the ocean's freezing point. Overall, we argue that the antifreeze 

capability of CH3OH should not affect planet habitability. 
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4.6.3 CH3OH on Exoplanets with CO2- or N2-dominated Atmospheres Orbiting M 

Dwarfs 

 

So far, our study on CH3OH as a biosignature gas has been focused on exoplanets with H2-

dominated atmospheres. In contrast, most terrestrial exoplanets with high-molecular-weight 

atmospheres (i.e., CO2- or N2-dominated atmospheres) have signals that are too weak to be 

detected using JWST. Specifically, for exoplanets with CO2- or N2-dominated atmospheres, 

due to the large mean molecular weight of the atmospheres, the atmospheric scale height is 

much smaller than that of exoplanets with H2-dominated atmospheres. Due to the small 

atmospheric scale height, the resulting transit depth is too small compared to the assumed 

10 ppm JWST systematic noise floor. Hence, the detectability of CH3OH on exoplanets 

with CO2- or N2-dominated atmospheres is very low, given the weak atmosphere signals. 

For this reason, we argue that, at present, CH3OH is not a suitable biosignature gas on 

exoplanets with CO2- or N2-dominated atmospheres. However, there are some exceptions 

where detection of trace gasses (e.g., CH3OH) is possible with JWST. One of those rare 

cases is for planets transiting  TRAPPIST-1, a nearby ultra-cool M8V star. For more details, 

see (Zhan et al., 2021) and (Appendix I, Huang et al., 2022). 

 

Even though CH3OH is a poor biosignature gas in CO2- or N2-dominated atmospheres, it 

can still theoretically accumulate on exoplanets with CO2- or N2-dominated atmospheres 

orbiting M dwarfs. We use our photochemistry model (Chapter 4.4.1) to simulate CO2- and 

N2-dominated atmospheres to support this argument. We use the same simulation 

parameters (i.e., the stellar profile, the atmospheric T-P profile (Appendix J), the eddy 

diffusion profile, and the surface boundary conditions) as in (Huang et al., 2022) to simulate 

CO2- and N2-dominated atmospheres. We find that it is a bit easier for CH3OH to 

accumulate in CO2- or N2-dominated atmospheres than in H2-dominated ones. Specifically, 

given a fixed CH3OH surface production flux, CH3OH column-averaged mixing ratio is the 

highest in CO2-dominated (oxidized) atmospheres and the lowest in H2-dominated 

(reduced) atmospheres (see Table 4-11). We also observed this trend for another 

biosignature gas (NH3) (Huang et al., 2022). The CH3OH column-averaged mixing ratio is 

the highest in CO2-dominated atmospheres because of its relatively low wet deposition rate. 

Wet deposition rate scales linearly with atmospheric water content, which is a function of 

temperature (Giorgi et al., 1985; Hu et al., 2012). The relatively high lapse rate of CO2-

dominated atmospheres suppresses temperature, reducing atmospheric water content and 

rainout, ultimately making CH3OH easier to accumulate. 

 

Table 4-11. Steady-state simulation outputs for exoplanets with H2-dominated, CO2-

dominated, and N2-dominated atmospheres orbiting M dwarf stars (M5V). 

Atmospheric scenarios H2-dominated CO2-dominated N2-dominated 

CH3OH outgassing [molecule/(cm2s)] 1.2 × 1013 1.2 × 1013 1.2 × 1013 

CH3OH column-averaged mixing ratio 1.0 ppm 3.9 ppm 3.0 ppm 

Chemical production [molecule/(cm2s)] 2.8 × 109 2.1 × 103 1.8 × 1010 

Chemical loss [molecule/(cm2s)] 8.2 × 109 3.5 × 107 4.8 × 1010 

Dry deposition [molecule/(cm2s)] 3.1 × 1012 9.3 × 1012 7.6 × 1012 

Wet deposition [molecule/(cm2s)] 8.9 × 1012 2.7 × 1012 4.4 × 1012 
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4.6.4 Volatility of Alcohols and its Impact on Alcohols' Biosignature Potential 

 

In addition to solubility (Chapter 4.6.1), a substance's volatility also has a profound impact 

on its biosignature potential. Simply put, the higher the volatility of a substance, the easier it 

is to evaporate and accumulate in the atmosphere. Beyond CH3OH, we argue that alcohols 

with long carbon chains (C > 4) are poor biosignature gas candidates due to their relatively 

low volatility and high boiling points.  

 

In general, alcohols are considered volatile at room temperature. However, alcohols are 

much less volatile than hydrocarbons (e.g., alkanes) with similar molecular weight. The 

reason is that alcohol molecules can form hydrogen bonds with each other. Hydrogen bonds 

are much stronger than van der Waals interactions between hydrocarbons. During 

evaporation, more energy is needed to break the hydrogen bonds and separate the alcohol 

molecules, significantly reducing the volatility. The volatility of alcohols depends on the 

length of the carbon chain and isomerism. Here we focus on monohydric alcohols (i.e., 

alcohol with one OH group). On the one hand, the volatility of alcohol decreases as the 

length of the carbon chain increases. When the carbon chain gets longer, the surface area of 

the molecule increases, which leads to an increase in the amount of van der Waals 

interactions and a decrease in volatility. On the other hand, when the OH group is at the 

center of the carbon chain, the molecule becomes more spherical, making the surface area 

smaller and volatility higher. In addition, when carbon chains surround the OH group, it is 

more challenging for alcohol to form a hydrogen bond, further increasing its volatility. 

 

Volatility itself does not have a numerical value. We can use boiling point to help us 

compare the volatility of different substances: the higher the boiling point, the lower the 

volatility of the substance. In Figure 4-10, we plot the boiling points of 8 representative 

alcohols and 9 other hydrocarbons. The figure shows that the boiling point of alcohol is 

much higher than that of the corresponding hydrocarbon (e.g., methanol vs. ethane). 

Furthermore, the boiling point of alcohol increases as the length of the carbon chain 

increases (e.g., methanol vs. n-butanol). In addition, OH's position in the molecule affects 

the boiling point of alcohol (e.g., n-butanol vs. tert-butanol). All in all, given that alcohols 

with long carbon chains have low volatility and tend to be liquid at room temperatures, we 

consider them to be poor biosignature gas candidates. 
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Figure 4-10. The boiling points of 8 representative alcohols and 9 other hydrocarbons. The x-axis 

shows the species' names, and the y-axis shows the boiling point in K. We arrange the x-axis in 

ascending order of molecular weight. The blue bars represent alcohols, and the gray bars represent 

other hydrocarbons. We collect the data from NIST. 

 

 

4.6.5 CH3OH and Atmospheric Hazes 

 

On Earth, volatile organic compounds (VOCs) such as methanol and formaldehyde have 

been known to contribute to the formation of organic aerosols and hazes (e.g., Han et al., 

2017; Sheng et al., 2018; Wei et al., 2018; Hui et al., 2019; Xue et al., 2020). In Earth's 

oxidizing atmosphere, CH3OH can react with OH, O, and H radicals to give various 

products, such as CH3O, CH2OH, and CH3 radicals (Chapter 4.3.1). These products can 

further react with nitrogen oxides (NOx) and sulfur oxides (SOx) in the atmosphere to yield 

complex molecular species and fine airborne particles that act as nucleation precursors. 

When mixed with other air pollutants and dust, these nucleation precursors can form aerosol 

particles (e.g., PM2.5), promoting haze formation.  

 

In contrast, we know very little about whether or how CH3OH induces organic haze on an 

exoplanet. Unlike organic hazes that have been studied in detail (e.g., Domagal-Goldman et 

al., 2011; Arney et al., 2018), there are very few theoretical or experimental studies on 

CH3OH-induced hazes in an H2-dominated atmosphere. Some papers speculate that with the 

help of photochemistry, CH3OH may facilitate organic haze formation, but the mechanism 

needs to be further studied (Arney et al., 2018; Moran et al., 2020). Given the limited 

information, we suspect CH3OH might have minimal effect on haze formation in an H2-

dominated, reducing atmosphere. In a recent publication (Moran et al., 2020), researchers 

used high-resolution mass spectrometry to measure the chemical properties of 

photochemical hazes generated in the laboratory. They find that most haze particles (general 

formulae: CxHyNzOw) produced in an H2-dominated atmosphere at 300K are polar (Moran 
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et al., 2020). In theory, these solid haze particles can dissolve in polar solvents such as H2O 

and CH3OH. Their solubility in polar solvents makes them susceptible to atmospheric 

precipitation. In another study (Liu et al., 2019), the authors identified a new catalytic 

reaction between CH3OH and SO3 that converts CH3OH into methyl hydrogen sulfate 

(CH4O4S). This reaction can be catalyzed by H2O, sulfuric acid (H2SO4), or dimethylamine 

((CH3)2NH). The CH4O4S produced is much less volatile than CH3OH and is a poor haze-

forming agent due to its relatively weak nucleation ability (Liu et al., 2019). Therefore, a 

high concentration of atmospheric CH3OH might lower aerosol particles' generation rate 

and negatively affect haze formation. 

 

 

4.6.6 Plausibility of High Bioproduction Fluxes 

 

The biological surface flux of CH3OH needed for CH3OH to accumulate to detectable 

atmosphere levels is likely biologically unattainable (1014 molecules cm-2 s-1, or about 3 

times the annual O2 production on Earth). While mathematically possible, such high 

biological fluxes of organic carbon gases result in a massive waste of carbon—the main 

building block for life. The biological production of organic carbon gases is predominantly 

a result of biological activity that is not tied directly to energy metabolism and biomass 

build-up. Therefore, if organic carbon gases are produced in very high amounts, their 

production also has to provide a significant evolutionary gain to offset the enormous 

expense in used energy and carbon. 

 

Gases that are instead a waste product of primary energy metabolism or biomass build-up 

are much more likely to be produced by life in significant amounts (i.e., with high fluxes). 

In prior work, we have given an example of NH3 as a biosignature gas that can accumulate 

on exoplanets with H2-dominated atmospheres if life is a net source of NH3 and produces 

enough NH3 to saturate the surface sinks (Huang et al., 2022). NH3 is a readily available 

source of nitrogen for biomass build-up. Therefore, its release into the atmosphere in huge 

quantities might be considered 'wasteful'. However, in our proposed example, the 

production of NH3 is a result of theoretical primary energy metabolism on the ‘cold Haber 

World’ (Seager et al., 2013a). In the ‘cold Haber World’ scenario, we assume life has 

evolved the catalytic machinery to break the N2 triple bond and extract energy by fixing 

atmospheric H2 and N2 into NH3 (Seager et al., 2013a; Huang et al., 2022), thus tying the 

release of NH3 to the net energy gain. While large NH3 biological surface fluxes (1010 

molecules cm-2 s-1 for an NH3-saturated surface and 1015 molecules cm-2 s-1 for an NH3-

unsaturated surface) are required for atmospheric NH3 to accumulate to detectable levels in 

the cold Haber World scenario (Huang et al., 2022), we argue, based on the primary energy 

metabolism argument, that it is biologically plausible. Such energy gain is not readily 

available for organic carbon gases scenarios, such as CH3OH or carbonyls (Zhan et al., 

2022). For example, one way to gain energy by producing methanol is to partially oxidize 

CH4 to CH3OH with atmospheric O2. Such a process is unlikely to happen in the H2-rich 

anoxic atmospheres because of the lack of O2. 

 

 

4.7. Summary 
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In this paper, we examine the biosignature potential of CH3OH in detail. We use a variety 

of approaches, from comparing Henry's law constants for different atmospheric species to 

our one-dimensional photochemistry model and our transmission spectra (SEAS) model. 

 

Methanol (CH3OH) has many advantages as a biosignature gas candidate. First, CH3OH's 

hydroxyl group (OH) has a unique spectral feature compared to other anticipated gases in 

rocky exoplanets atmospheres. Second, there are no significant known abiotic CH3OH 

sources on terrestrial planets in the solar system. Third, life on Earth produces CH3OH in 

large quantities. 

 

However, despite CH3OH's advantages, we consider CH3OH a poor biosignature gas in 

terrestrial exoplanet atmospheres due to the enormous production flux required to reach its 

detection limit. CH3OH's high water solubility makes it very difficult to accumulate in the 

atmosphere. For the highly favorable planetary scenario of an exoplanet with an H2-

dominated atmosphere orbiting an M5V dwarf star, we find that only when the column-

averaged mixing ratio of CH3OH reaches at least 10 ppm can we detect it with JWST. 

CH3OH bioproduction flux required to reach the 10 ppm JWST detection threshold must be 

on the order of 1014 molecules cm-2 s-1, which is roughly three times the annual O2 

production on Earth. Considering that such an enormous flux of CH3OH is essentially a 

massive “waste” of organic carbon - a major building block of life, we think this flux, while 

mathematically possible, is likely biologically unattainable. 

 

We also find that, due to the presence of surface deposition, CH3OH does not experience 

runaway, even at extremely high flux. CH3OH runaway can only occur in the exceptional 

case with no CH3OH surface deposition (i.e., no rainout or dry deposition). This exception 

happens only if CH3OH bioproduction is robust enough to saturate its surface sinks. 

Considering CH3OH runaway, we estimate that the required CH3OH bioproduction flux to 

reach the 10 ppm JWST detection threshold is approximately 9×109 molecules cm-2 s-1 (~ 

77 Tg year-1), which is about 8% of the annual CH4 production on Earth. Beyond CH3OH, 

we argue that alcohols with long carbon chains (C > 4) are poor biosignature gas candidates 

due to their high water solubility and relatively low volatility. 

 

Finally, although CH3OH can theoretically accumulate on exoplanets with CO2- or N2-

dominated atmospheres, such planets' small atmospheric scale height and weak atmosphere 

signals put them out of reach for near-term observations. We hope that as telescope 

technology improves, potential biosignature gases (e.g., CH3OH) that are not yet readily 

observable with the JWST can one day be observed and more thoroughly studied. 

 

We are very grateful to the Heising-Simons Foundation (grant number #2018-1104) and 

NASA (grant numbers 80NSSC19K0471 and NNX15AC86G) for supporting our project. 
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Appendix J. Photochemical Simulation Parameters 
 

  

Figure 4-11. Left panel: The synthetic stellar radiation model of GJ 876 (Loyd et al., 2016; 

France et al., 2016). The y-axis shows spectral irradiance in W m-2 nm-1, and the x-axis shows 

wavelength in nm. Right panel: The temperature-pressure profiles of the simulated exoplanets 

with H2-dominated, CO2-dominated, and N2-dominated atmospheres. The y-axis shows 

atmospheric pressure (Pa) on a log scale, and the x-axis shows temperature in Kelvin (K). 

 

Our photochemistry model demarcates chemical species into four types: type “X”, for 

species for which the full photochemical transport equation is solved, type “F” for species 

assumed to be in photochemical equilibrium (i.e., for which transport is neglected), type 

“C” for chemically inert species which are assumed not to react or transport and type “A” 

for aerosol species. In addition, for the lower boundary condition, we can either specify a 

fixed surface mixing ratio (type “1”) or a fixed emission/deposition velocity (type “2") (Hu 

et al., 2012). 

 

Table 4-12. Surface boundary conditions for exoplanets with H2-dominated atmospheres. 

Name Type 

Initial 

Mixing 

Ratio 

Upper Boundary 

Flux Beside Escape 

(Upwards) 

[molecule/(cm2s)] 

Lower 

Boundary 

Type 

Dry 

Deposition 

Velocity 

[cm/s] 

Lower Boundary 

Flux (Upwards) 

[molecule/(cm2s)] 

H X 0 0 2 1 0 

H2 C 0.9 0 1 0 0.9 

O X 0 0 2 1 0 

O(1D) X 0 0 2 0 0 

O2 X 0 0 2 0 0 

O3 X 0 0 2 0 0 

OH X 0 0 2 1 0 

HO2 X 0 0 2 1 0 

H2O X 2.00 × 10-6 0 1 0 1.00 × 10-2 

H2O2 X 0 0 2 0.5 0 

CO2 X 0 0 2 1.00 × 10-4 3.00 × 1011 

CO X 0 0 2 1.00 × 10-8 0 

CH2O X 0 0 2 0.1 0 

CHO X 0 0 2 0.1 0 

C X 0 0 2 0 0 

CH X 0 0 2 0 0 

CH2 X 0 0 2 0 0 
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CH21 X 0 0 2 0 0 

CH3 X 0 0 2 0 0 

CH4 X 0 0 2 0 3.00 × 108 

CH3O X 0 0 2 0.1 0 

CH4O X 0 0 2 0.1 1.20 × 1013 

CH2O2 X 0 0 2 0.1 0 

CH3O2 X 0 0 2 0 0 

CH4O2 X 0 0 2 0.1 0 

C2 X 0 0 2 0 0 

C2H X 0 0 2 0 0 

C2H2 X 0 0 2 0 0 

C2H3 X 0 0 2 0 0 

C2H4 X 0 0 2 0 0 

C2H5 X 0 0 2 0 0 

C2H6 X 0 0 2 1.00 × 10-5 0 

C2HO X 0 0 2 0 0 

C2H2O X 0 0 2 0.1 0 

C2H3O X 0 0 2 0.1 0 

C2H4O X 0 0 2 0.1 0 

C2H5O X 0 0 2 0.1 0 

N2 C 0.1 0 1 0 0.1 

S X 0 0 2 0 0 

S2 X 0 0 2 0 0 

S3 X 0 0 2 0 0 

S4 X 0 0 2 0 0 

SO X 0 0 2 0 0 

SO2 X 0 0 2 1 3.00 × 109 

SO21 X 0 0 2 0 0 

SO23 X 0 0 2 0 0 

SO3 X 0 0 2 0 0 

H2S X 0 0 2 0.015 3.00 × 108 

HS X 0 0 2 0 0 

HSO X 0 0 2 0 0 

HSO2 X 0 0 2 0 0 

HSO3 X 0 0 2 0 0 

H2SO4 X 0 0 2 1 0 

H2SO4A A 0 0 2 0.2 0 

S8 X 0 0 2 0 0 

S8A A 0 0 2 0.2 0 

CHO2 X 0 0 2 0.1 0 

N X 0 0 2 0 0 

NH3 X 0 0 2 1 0 

NH2 X 0 0 2 0 0 

NH X 0 0 2 0 0 

N2O X 0 0 2 0 0 

NO X 0 0 2 0.02 0 

NO2 X 0 0 2 0.02 0 

NO3 X 0 0 2 1 0 

N2O5 X 0 0 2 4 0 

HNO X 0 0 2 0 0 

HNO2 X 0 0 2 0.5 0 

HNO3 X 0 0 2 4 0 
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HNO4 X 0 0 2 4 0 

HCN X 0 0 2 0.01 0 

CN X 0 0 2 0.01 0 

CNO X 0 0 2 0 0 

HCNO X 0 0 2 0 0 

CH3NO2 X 0 0 2 0.01 0 

CH3NO3 X 0 0 2 0.01 0 

CH5N X 0 0 2 0 0 

C2H2N X 0 0 2 0 0 

C2H5N X 0 0 2 0 0 

N2H2 X 0 0 2 0 0 

N2H3 X 0 0 2 0 0 

N2H4 X 0 0 2 0 0 

OCS X 0 0 2 0.01 0 

CS X 0 0 2 0.01 0 

CH3S X 0 0 2 0.01 0 

CH4S X 0 0 2 0.01 0 

 

Table 4-13. Surface boundary conditions for exoplanets with CO2-dominated atmospheres. 

Name Type 

Initial 

Mixing 

Ratio 

Upper Boundary 

Flux Beside Escape 

(Upwards) 

[molecule/(cm2s)] 

Lower 

Boundary 

Type 

Dry 

Deposition 

Velocity 

[cm/s] 

Lower Boundary 

Flux (Upwards) 

[molecule/(cm2s)] 

H X 0 0 2 1 0 

H2 X 1.60 × 10-3 0 2 0 3.00 × 1010 

O X 0 0 2 1 0 

O(1D) X 0 0 2 0 0 

O2 X 0 0 2 0 0 

O3 X 0 0 2 0.4 0 

OH X 0 0 2 1 0 

HO2 X 0 0 2 1 0 

H2O X 2.00 × 10-6 0 1 0 0.01 

H2O2 X 0 0 2 0.5 0 

CO2 X 0.9 0 1 0 0.9 

CO X 0 0 2 1.00 × 10-8 0 

CH2O X 0 0 2 0.1 0 

CHO X 0 0 2 0.1 0 

C X 0 0 2 0 0 

CH X 0 0 2 0 0 

CH2 X 0 0 2 0 0 

CH21 X 0 0 2 0 0 

CH3 X 0 0 2 0 0 

CH4 X 0 0 2 0 3.00 × 108 

CH3O X 0 0 2 0.1 0 

CH4O X 0 0 2 0.1 1.20 × 1013 

CH2O2 X 0 0 2 0.1 0 

CH3O2 X 0 0 2 0.1 0 

CH4O2 X 0 0 2 0 0 

C2 X 0 0 2 0.1 0 

C2H X 0 0 2 0 0 

C2H2 X 0 0 2 0 0 
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C2H3 X 0 0 2 0 0 

C2H4 X 0 0 2 0 0 

C2H5 X 0 0 2 0 0 

C2H6 X 0 0 2 0 0 

C2HO X 0 0 2 1.00 × 10-5 0 

C2H2O X 0 0 2 0 0 

C2H3O X 0 0 2 0.1 0 

C2H4O X 0 0 2 0.1 0 

C2H5O X 0 0 2 0.1 0 

N2 X 0 0 2 0.1 0 

S X 0 0 2 0 0 

S2 X 0 0 2 0 0 

S3 X 0 0 2 0 0 

S4 X 0 0 2 0 0 

SO X 0 0 2 0 0 

SO2 X 0 0 2 1 3.00 × 109 

SO21 X 0 0 2 0 0 

SO23 X 0 0 2 0 0 

SO3 X 0 0 2 1 0 

H2S X 0 0 2 0.015 3.00 × 108 

HS X 0 0 2 0 0 

HSO X 0 0 2 0 0 

HSO2 X 0 0 2 0 0 

HSO3 X 0 0 2 0.1 0 

H2SO4 X 0 0 2 1 0 

H2SO4A A 0 0 2 0.2 0 

S8 X 0 0 2 0 0 

S8A A 0 0 2 0.2 0 

CHO2 C 0.1 0 1 0 0.1 

N X 0 0 2 0 0 

NH3 X 0 0 2 1 0 

NH2 X 0 0 2 0 0 

NH X 0 0 2 0 0 

N2O X 0 0 2 0 0 

NO X 0 0 2 0.02 0 

NO2 X 0 0 2 0.02 0 

NO3 X 0 0 2 1 0 

N2O5 X 0 0 2 4 0 

HNO X 0 0 2 0 0 

HNO2 X 0 0 2 0.5 0 

HNO3 X 0 0 2 4 0 

HNO4 X 0 0 2 4 0 

HCN X 0 0 2 0.01 0 

CN X 0 0 2 0.01 0 

CNO X 0 0 2 0 0 

HCNO X 0 0 2 0 0 

CH3NO2 X 0 0 2 0.01 0 

CH3NO3 X 0 0 2 0.01 0 

CH5N X 0 0 2 0 0 

C2H2N X 0 0 2 0 0 

C2H5N X 0 0 2 0 0 

N2H2 X 0 0 2 0 0 
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N2H3 X 0 0 2 0 0 

N2H4 X 0 0 2 0 0 

OCS X 0 0 2 0.01 0 

CS X 0 0 2 0.01 0 

CH3S X 0 0 2 0.01 0 

CH4S X 0 0 2 0.01 0 

 

Table 4-14. Surface boundary conditions for exoplanets with N2-dominated atmospheres. 

Name Type 

Initial 

Mixing 

Ratio 

Upper Boundary 

Flux Beside Escape 

(Upwards) 

[molecule/(cm2s)] 

Lower 

Boundary 

Type 

Dry 

Deposition 

Velocity 

[cm/s] 

Lower Boundary 

Flux (Upwards) 

[molecule/(cm2s)] 

H X 0 0 2 1 0 

H2 X 0 0 2 0 3.00 × 1010 

O X 0 0 2 1 0 

O(1D) X 0 0 2 0 0 

O2 X 0 0 2 0 0 

O3 X 0 0 2 0.4 0 

OH X 0 0 2 1 0 

HO2 X 0 0 2 1 0 

H2O X 2.00 × 10-6 0 1 0 1.00 × 10-2 

H2O2 X 0 0 2 0.5 0 

CO2 X 0 0 2 1.00 × 10-4 3.00 × 1011 

CO X 0 0 2 1.00 × 10-8 0 

CH2O X 0 0 2 0.1 0 

CHO X 0 0 2 0.1 0 

C X 0 0 2 0 0 

CH X 0 0 2 0 0 

CH2 X 0 0 2 0 0 

CH21 X 0 0 2 0 0 

CH3 X 0 0 2 0 0 

CH4 X 0 0 2 0 3.00 × 108 

CH3O X 0 0 2 0.1 0 

CH4O X 0 0 2 0.1 1.20 × 1013 

CH2O2 X 0 0 2 0.1 0 

CH3O2 X 0 0 2 0.1 0 

CH4O2 X 0 0 2 0.1 0 

C2 X 0 0 2 0.1 0 

C2H X 0 0 2 0 0 

C2H2 X 0 0 2 0 0 

C2H3 X 0 0 2 0 0 

C2H4 X 0 0 2 0 0 

C2H5 X 0 0 2 0 0 

C2H6 X 0 0 2 0 0 

C2HO X 0 0 2 1.00 × 10-5 0 

C2H2O X 0 0 2 0.1 0 

C2H3O X 0 0 2 0.1 0 

C2H4O X 0 0 2 0.1 0 

C2H5O X 0 0 2 0.1 0 

N2 X 0 0 2 0.1 0 

S C 1 0 1 0 1 
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S2 X 0 0 2 0 0 

S3 X 0 0 2 0 0 

S4 X 0 0 2 0 0 

SO X 0 0 2 0 0 

SO2 X 0 0 2 0 0 

SO21 X 0 0 2 1 3.00 × 109 

SO23 X 0 0 2 0 0 

SO3 X 0 0 2 0 0 

H2S X 0 0 2 1 0 

HS X 0 0 2 0.015 3.00 × 108 

HSO X 0 0 2 0 0 

HSO2 X 0 0 2 0 0 

HSO3 X 0 0 2 0 0 

H2SO4 X 0 0 2 0.1 0 

H2SO4A X 0 0 2 1 0 

S8 A 0 0 2 0.2 0 

S8A X 0 0 2 0 0 

CHO2 A 0 0 2 0.2 0 

N X 0 0 2 0 0 

NH3 X 0 0 2 1 0 

NH2 X 0 0 2 0 0 

NH X 0 0 2 0 0 

N2O X 0 0 2 0 0 

NO X 0 0 2 0.02 0 

NO2 X 0 0 2 0.02 0 

NO3 X 0 0 2 1 0 

N2O5 X 0 0 2 4 0 

HNO X 0 0 2 0 0 

HNO2 X 0 0 2 0.5 0 

HNO3 X 0 0 2 4 0 

HNO4 X 0 0 2 4 0 

HCN X 0 0 2 0.01 0 

CN X 0 0 2 0.01 0 

CNO X 0 0 2 0 0 

HCNO X 0 0 2 0 0 

CH3NO2 X 0 0 2 0.01 0 

CH3NO3 X 0 0 2 0.01 0 

CH5N X 0 0 2 0 0 

C2H2N X 0 0 2 0 0 

C2H5N X 0 0 2 0 0 

N2H2 X 0 0 2 0 0 

N2H3 X 0 0 2 0 0 

N2H4 X 0 0 2 0 0 

OCS X 0 0 2 0.01 0 

CS X 0 0 2 0.01 0 

CH3S X 0 0 2 0.01 0 

CH4S X 0 0 2 0.01 0 
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Chapter 5 
 

Assessment of Hydrogen Chloride as a Bioindicator on Exoplanets with 

H2-dominated Atmospheres 
 

 

The results presented in this chapter will be published in a paper currently in preparation. It 

is best to treat all the results as preliminary. The final published paper may differ from the 

content of this chapter. I would like to thank Prof. Sara Seager, Dr. Sukrit Ranjan, and Dr. 

Janusz J. Petkowski for their assistance and support in this project. 

 

 

Abstract 
 

As more and more exoplanets have been discovered in recent years, the search for 

biosignature gases is becoming one of the crucial ways to find extraterrestrial life. In the 

atmosphere, some biosignature gases do not survive photochemical destruction. We can 

only infer the presence of these biosignature gases by detecting their photochemical 

products, which we call bioindicators. In this paper, we carefully examine the bioindicator 

potential of HCl. HCl has many advantages of being a potential bioindicator in an H2-

dominated atmosphere, one of which is that there are very few abiotic sources of HCl, with 

the only exception being volcanic activity. However, despite HCl's advantages, we believe 

that HCl is not a suitable bioindicator because it cannot accumulate to detectable levels in 

the atmosphere. Through my simplified chloride steady-state chemical model, we find that 

even if life on such a planet produces CH3Cl at a flux of 3.5×1013 molecules cm-2 s-1, the 

same as Earthʼs gross oxygen production flux, there is still less than 10 ppb of HCl in the 

atmosphere, far from being detectable by JWST. The extremely high water solubility of 

HCl means that wet deposition can efficiently remove it from the atmosphere, preventing 

HCl from accumulating to detectable levels in the atmosphere. 

 

 

5.1 Introduction 
 

With the development of telescopes, more and more exoplanets have been discovered in 

recent years. In March 2022, NASA announced that the number of confirmed exoplanets 

had passed 5000. Looking for biosignature gases in exoplanets' atmospheres is expected to 

become one of the crucial ways to find extraterrestrial life. Biosignature gases are gases 

produced by living organisms that can accumulate in the atmosphere. To date, many gases 

have been proposed as biosignature gases, including methane (CH4) (Leger et al., 1996; Des 

Marais et al., 2002; Kaltenegger et al., 2007; Dlugokencky et al., 2011), ammonia (NH3) 

(Seager et al., 2013; Huang et al., 2022) and isoprene (C5H8) (Zhan et al., 2021) to mention 

a few. The most widely known biosignature gas has to be O2 (e.g., Jeans, 1930; Meadows et 

al., 2018). However, some biosignature gases do not survive photochemical destruction. 

These biosignature gases themselves cannot accumulate to detectable levels in the 

atmosphere. We can only infer the presence of biosignature gases by detecting their 

photochemical products. We refer to the final products of the chemical reactions of 
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biosignature gases as bioindicators (Seager et al., 2013). 

 

We are motivated to study hydrogen chloride (HCl) because of its many advantages as a 

bioindicator in H2-dominated atmospheres. In highly reducing atmospheres, many gases are 

converted to their most hydrogenated (i.e., reduced) form: dimethyl sulfide (DMS) will be 

turned into H2S and CH4; N2O will be turned into H2O and N2 (Seager et al., 2013). Since 

the most reduced form of Cl element is HCl, atmospheric methyl chloride (CH3Cl) and 

chlorine (Cl2) gas will end up as HCl in H2-dominated atmospheres. In addition, there are 

very few abiotic sources of HCl, with the only exception being volcanic activity (see 

Chapter 5.2). The high water solubility of HCl (see Chapter 5.5.1) means that only when 

life converts enough non-volatile forms of Cl into HCl gas can HCl accumulate in the 

atmosphere to detectable levels. (Seager et al., 2013) very briefly mentions HCl as a 

potential bioindicator. In this work, we will take a closer look at the bioindicator potential 

of HCl. 

 

We first discuss chlorine's abundance, distribution, and circulation on Earth (Chapter 5.2). 

We introduce our research methods in Chapter 5.3. We present our results in Chapter 5.4 

and Chapter 5.5. Finally, we conclude our paper with a summary (Chapter 5.6). 

 

 

5.2 The Abundance, Distribution, and Circulation of Chlorine on Earth 
 

Chlorine (Cl) is a member of the halogen group with an atomic number of 17 and an atomic 

weight of about 35.45. At room temperature and pressure, chlorine is a greenish-yellow gas 

(Tmelt ≅ -101.5°C; Tboil ≅ -34.0°C; density ≅ 3.2 g/L) (David R. Lide et al., 2005). Chlorine 

is a strong oxidizing agent and is highly reactive. Chlorine can react (i.e., combine) with 

almost all elements to form Cl-containing compounds. Due to its high reactivity, chlorine as 

a free element (i.e., Cl2 gas) does not exist in nature. Instead, chlorine is predominantly 

found on Earth as chlorides (e.g., dissolved Cl- ions or chloride salts) (Greenwood et al., 

1997; David R. Lide et al., 2005).In this section, we will discuss the abundance and 

distribution of chlorine on Earth in Chapter 5.2.1 and review Earth's chlorine cycle in 

Chapter 5.2.2. 

 

5.2.1 Abundance and Distribution of Chlorine on Earth 

 

Chlorine is very abundant on Earth. Of the 94 naturally-occurring elements, chlorine ranks 

in the top 20 in terms of abundance (Graedel et al., 1996; Öberg 2002; Sharp et al., 2013; 

Atashgahi et al., 2018; Svensson et al., 2021). So far, there is no consensus on the exact 

value of the total amount of chlorine on Earth, with estimates ranging from a low of about 

1×1012 Tg to a high of about 2×1013 Tg (Tg = 1012 g, Graedel et al., 1996; Sharp et al., 

2013). It is worth noting that chlorine is not evenly distributed on Earth but concentrated in 

its three major reservoirs: the mantle, the crust, and the ocean (Graedel et al., 1996; Sharp et 

al., 2013; Svensson et al., 2021). Specifically, nearly all of Earth's chlorine (> 99%) is 

locked up in the mantle. Chlorine in the mantle hardly participates in Earth's chlorine cycle, 

the only way being through volcanism (Graedel et al., 1996). Chlorine stored in the crust 

also has little involvement in the chlorine cycle. Crustal chlorine can only participate in 

cycling via weathering (Graedel et al., 1996). In contrast, chlorine in the oceans can easily 
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circulate between the hydrosphere, the atmosphere, and the biosphere. Although oceanic 

chlorine represents only a tiny fraction (< 0.1%) of the Earth's total chlorine reserves, it 

plays a vital role in the chlorine cycle thanks to its high accessibility and mobility (Graedel 

et al., 1996). In addition to the three main reservoirs mentioned above, other chlorine 

reservoirs include freshwater (e.g., lakes and rivers), the pedosphere (e.g., soil, sediment, 

and litter), the atmosphere (troposphere and stratosphere), the cryosphere (e.g., glaciers and 

ice caps), and the biosphere (Graedel et al., 1996; Sharp et al., 2013; Atashgahi et al., 2018; 

Svensson et al., 2021). We have not found any papers showing the presence of chlorine in 

Earth's core, so we do not consider the core a chlorine reservoir. In the following 

paragraphs, we will go over each reservoir one by one. 

 

The largest chlorine reservoir on Earth is the mantle, which holds more than 250 times more 

chlorine than all other reservoirs combined (Graedel et al., 1996; Svensson et al., 2021). 

Since the 1970s, many researchers have tried to estimate the amount of chlorine in Earth's 

mantle (e.g., Schilling et al., 1978; Dreibus et al., 1987; Graedel et al., 1996; Burgess et al., 

2002; Sharp et al., 2013; Svensson et al., 2021). Because each makes different assumptions, 

their estimates vary widely, from approximately 1.0×1011 Tg to roughly 2.2×1013 Tg 

(Graedel et al., 1996; Sharp et al., 2013; Svensson et al., 2021). Here we use the estimate of 

2.2×1013 Tg from (Graedel et al., 1996) and (Svensson et al., 2021), where the authors 

assume the same chlorine-to-silicon ratio in the mantle as in meteorites (Cameron 1968; 

Graedel et al., 1996; Svensson et al., 2021). The crust is the second-largest chlorine 

reservoir on Earth after the mantle (Graedel et al., 1996; Sharp et al., 2013; Svensson et al., 

2021). Crustal chlorine is mainly concentrated in evaporites and sedimentary salt beds 

(Graedel et al., 1996; Sharp et al., 2013). Unlike chlorine in the mantle, crustal chlorine is 

accessible to humans (Graedel et al., 1996). Estimates of chlorine abundance in the crust are 

relatively consistent, around 6.0×1010 Tg (Graedel et al., 1996; Sharp et al., 2013; Svensson 

et al., 2021). 

 

The oceans are not only Earth's third-largest chlorine reservoir but also the primary 

repository for chlorine in the hydrosphere (Graedel et al., 1996). Chlorine exists in the 

oceans primarily as dissolved chloride ions (Cl-). The abundance of oceanic chlorine can be 

easily estimated from the Cl concentration in the ocean. Given that the average 

concentration of Cl is roughly 19.4 g/L (Graedel et al., 1996; David R. Lide et al., 2005; 

Svensson et al., 2021), there should be about 2.6×1010 Tg of chlorine in the oceans (Graedel 

et al., 1996; Svensson et al., 2021). While the oceans store less than half the amount of 

chlorine as the crust, it is the source of most chlorine in Earth's chlorine cycle (Graedel et 

al., 1996, see Chapter 5.2.2 for more details). Compared to the oceans (saltwater), 

freshwater is a much smaller chlorine reservoir. Freshwater on Earth includes surface water 

(e.g., rivers and lakes) and groundwater (e.g., water stored in soils and aquifers) (Graedel et 

al., 1996). Rivers and lakes together contain approximately 1×1017 L of water (Gleick et al., 

1993; Graedel et al., 1996), while soils and aquifers store roughly 80 times as much 

(Graedel et al., 1993; Graedel et al., 1996). It is estimated that the average chlorine 

concentration in rivers is about 5.8 mg/L, while the typical chlorine concentration for 

groundwater is roughly 40 mg/L (Freeze et al., 1979; Graedel et al., 1996). Therefore, 

freshwater (i.e., surface water and groundwater combined) contains roughly 3.2×105 Tg of 

chlorine, which is about five orders of magnitude lower than the chlorine abundance in the 

oceans (Graedel et al., 1996; Svensson et al., 2021). 
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There is also considerable chlorine in the pedosphere (Graedel et al., 1996; Svensson et al., 

2021). The amount of chlorine stored in the pedosphere is roughly an order of magnitude 

lower than in freshwater (Graedel et al., 1996; Svensson et al., 2021). Unlike oceans or 

freshwater, where chlorine exists almost exclusively as Cl- ions, chlorine in the pedosphere 

can exist as inorganic chlorides or as chlorinated organic species (i.e., organic chlorine 

'Clorg')(Graedel et al., 1996; Svensson et al., 2021). Due to the diversity and complexity of 

chlorine compounds (particularly Clorg), an accurate estimate of the total chlorine 

abundance in the pedosphere is very challenging (Graedel et al., 1996; Svensson et al., 

2021). So far, we still know very little about Clorg in soils (Svensson et al., 2021). Most 

research on pedospheric Clorg has focused on anthropogenic chlorinated wastes and 

pollutants, such as dichlorodiphenyltrichloroethanes (DDTs) (Jonsson 1994; Pöykiö et al., 

2008; Tagliabue et al., 2020; Svensson et al., 2021). For a long time, people believed that 

Clorg, in general, were xenobiotic (i.e., not naturally occurring), persistent (i.e., non-

biodegradable), and toxic (e.g., Kühn et al., 1977; Keller 1989). Because of this, the 

contribution of Clorg to the total chlorine abundance in the pedosphere is often overlooked 

(e.g., Graedel et al., 1996). However, these stereotypes about Clorg have been proven wrong 

(Öberg 2002). In general, soils contain as much Clorg as inorganic chlorides and even more 

in some types of soils (Redon et al., 2011; Gustavsson et al., 2012; Redon et al., 2013; 

Svensson et al., 2021). Specifically, the average mass fraction of inorganic chlorides in soils 

is about 0.01% (Graedel et al., 1996), while Clorg's concentration can reach 0.5% in soils 

rich in organic matter (e.g., humus) (Redon et al. 2011; Svensson et al., 2021). Overall, it 

has been estimated that there is about 4.8×104 Tg of chlorine in the pedosphere in total, 

assuming equal amounts of inorganic chlorides and Clorg (Graedel et al., 1996; Svensson et 

al., 2021). 

 

The biosphere is a relatively small chlorine reservoir, storing about 50 times less chlorine 

than the pedosphere (Svensson et al., 2021). Chlorine in the biosphere is mainly 

concentrated in terrestrial biomass, especially in plants (Tröjbom et al., 2010; Svensson et 

al., 2021). Growing plants absorb large amounts of Cl- from the soils. Some of the absorbed 

Cl- ions can accumulate in roots, bark, or leaves, and some can be converted into Clorg 

(Svensson et al., 2021). Cl- concentrations vary in different parts of the plant, with fresh 

leaves generally having the highest concentrations (Svensson et al., 2021). On average, the 

Cl- concentration in a growing plant is about 1 milligram per gram of dry matter (i.e., mg/g 

d.m.) (Svensson et al., 2021). Plants will show deficiency symptoms when Cl- 

concentrations fall below 0.1 mg/g d.m., whereas toxicity will occur if Cl- concentrations 

exceed 4 mg/g d.m. (White et al., 2001; Marschner 2011; Svensson et al., 2021). In 

contrast, plant Clorg content is more challenging to estimate. One reason is the wide variety 

of organic chlorines found in plants. For example, in terrestrial vascular plants, hundreds of 

organic chlorines have been identified (Gribble 2009; Svensson et al., 2021). Some of these 

compounds are short-lived, such as chlorinated auxins (Engvild 1994; Walter et al., 2020), 

while others have relatively long environmental half-lives, such as chlorinated fatty acids 

(Björn 1999; Dembitsky et al., 2002; Mu et al., 2004). Another reason is the lack of 

experimental data. Only a few plants, such as spruce and beech, have available Clorg 

measurements (Svensson et al., 2021). In all, we still know very little about Clorg in plants. 

The current best estimate of plant Clorg content is between 0.01 and 0.1 mg/g d.m. (Öberg et 

al., 2005; Svensson et al., 2021). Given that the global plant biomass is about 9×105 Tg 
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(Bar-On et al., 2018), it is estimated that there is approximately 900 Tg of chlorine in the 

biosphere (Svensson et al., 2021). 

 

The atmosphere (the troposphere and stratosphere combined) is a minor chlorine reservoir 

(Graedel et al., 1996; Svensson et al., 2021). There is roughly 160 times less chlorine in the 

atmosphere than in the biosphere (Svensson et al., 2021). There are three primary sources of 

chlorine in the atmosphere: hydrogen chloride (HCl), methyl chloride (CH3Cl), and sea salt 

aerosols (Graedel et al., 1996; Svensson et al., 2021). There are significant regional and 

elevational (i.e., altitude) variations in the atmospheric concentrations of HCl (Graedel et 

al., 1996). HCl concentrations in or near urban areas are significantly higher than those in 

remote regions. Specifically, HCl concentrations in urban areas can reach up to 3000 ppt, 

while near the surface in remote areas, HCl concentrations are typically below 300 ppt 

(Graedel et al., 1996). The atmospheric concentration of HCl also decreases with increasing 

altitude. The average concentration of HCl in the atmospheric boundary layer (i.e., within a 

few hundred meters above the surface) is approximately 200 ppt (Graedel et al., 1996). 

Above the boundary layer (i.e., in the free troposphere), the concentration of HCl decreases 

rapidly to below 100 ppt (Graedel et al., 1996). Overall, the contribution of HCl to the 

atmospheric chlorine content is estimated to be about 0.6 Tg (Graedel et al., 1996). CH3Cl 

is another major reactive Cl-containing species in the atmosphere. Given that the average 

atmospheric concentration of CH3Cl is roughly 620 ppt (Graedel et al., 1996), its 

contribution to the atmospheric chlorine content is approximately 3.7 Tg (Graedel et al., 

1996). Sea salt aerosols are another vital source of atmospheric chlorine. Most sea salt 

aerosols are injected into the lower troposphere and rapidly redeposit back into the sea 

(Graedel et al., 1996). The production of sea salt aerosols depends on numerous factors, 

such as wave action, wind speed, and water temperature (Graedel et al., 1996; Christiansen 

et al., 2019; Nielsen et al., 2020). Atmospheric concentrations of sea salt aerosols vary 

widely (Graedel et al., 1996). Given that the typical concentrations of sea salt aerosols 

average around 100 nM/m3 (Graedel et al., 1995; Graedel et al., 1996), their contribution to 

the atmospheric chlorine content is estimated to be about 1 Tg (Graedel et al., 1996). 

Stratospheric chlorine has a relatively small contribution to the overall atmospheric chlorine 

abundance (Graedel et al., 1996; Svensson et al., 2021). Most Cl-containing compounds in 

the stratosphere are of anthropogenic origin (Graedel et al., 1996). It is estimated that 

approximately 0.4 Tg of chlorine is currently in the stratosphere (Graedel et al., 1996; 

Svensson et al., 2021). In all, there is approximately 5.3 Tg of chlorine in the troposphere 

(0.6 Tg from HCl, 3.7 Tg from CH3Cl, and 1 Tg from sea salt aerosols) and roughly 0.4 Tg 

of chlorine in the stratosphere, for a total of about 5.7 Tg of chlorine in the Earth's 

atmosphere (Graedel et al., 1996; Svensson et al., 2021). 

 

Finally, the cryosphere is a tiny chlorine reservoir (Graedel et al., 1996). The cryosphere 

stores very little chlorine, mainly because when snow or rain (with dissolved Cl- ions) falls 

on glaciers or ice, most of the dissolved chlorine is eluted to the surrounding environment 

(Graedel et al., 1996). It is estimated that the cryosphere stores only about 5×10-4 Tg of 

chlorine (Graedel et al., 1996). We summarize all the chlorine reservoirs discussed in this 

section in Figure 5-1 below. It is worth pointing out that the chlorine abundance of each 

reservoir is not static but constantly changing. 
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Figure 5-1. Chlorine reservoirs on Earth. The y-axis shows the estimated chlorine content of each 

reservoir (Tg) on a log scale. The x-axis shows the names of the reservoirs. Chlorine is not evenly 

distributed on Earth but is concentrated in its three major reservoirs: the mantle, the crust, and the 

oceans. Data from Graedel et al., 1996 and Svensson et al., 2021. 

 

 

5.2.2 Overview of Earth's Natural Chlorine Cycle 

 

Earth's chlorine cycle generally consists of three components: abiotic transformations of 

chlorine, microbial metabolism of inorganic and organic chlorine, and anthropogenic 

activities (Atashgahi et al., 2018). From a mass perspective, chlorine transfer between the 

oceans and the atmosphere (troposphere) dominates Earth's chlorine cycle (Graedel et al., 

1996; Svensson et al., 2021). Specifically, the injection of sea salt aerosols from the oceans 

to the atmosphere is the most significant inter-reservoir chlorine flux on Earth, followed by 

the return of chlorine to the oceans via surface deposition (i.e., wet and dry deposition) 

(Graedel et al., 1996; Svensson et al., 2021). Over the past decades, people have tried to 

study Earth's chlorine cycle from different perspectives (e.g., from biological to 

geochemical), and many review articles have covered these topics (e.g., Neilson 1990; 

Chaudhry et al., 1991; Hardman 1991; Häggblom 1992; Graedel et al., 1996; Bhatt et al., 

2007; Atashgahi et al., 2018; Svensson et al., 2021). In the following paragraphs, we will 

discuss the natural transfer of chlorine between different reservoirs in more detail. 

 

We start with chlorine fluxes from the oceans to the atmosphere. The dominant natural 

source of atmospheric chlorine is the injection of sea salt aerosols from the oceans (Graedel 

et al., 1996). It is estimated that the oceans can deliver approximately 5.97×103 Tg of 

chlorine per year to the atmosphere through sea salt injection (Graedel et al., 1995; Graedel 

et al., 1996). However, most sea salt aerosols only stay briefly in the lower troposphere 

before quickly depositing back into the oceans (Graedel et al., 1996). Due to the short 

atmospheric lifetime of sea salt aerosols, despite the enormous flux, sea salt aerosols 

represent only a small fraction of the total atmospheric chlorine reserve (Chapter 5.2.1). In 
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the atmosphere above the oceans (sometimes called the 'marine boundary layer'), some sea 

salt aerosols can undergo acidification (by naturally derived acids) and be converted to HCl 

gas (Martens et al., 1973; Brimblecombe et al., 1988; Keene et al., 1990; Graedel et al., 

1996). It is estimated that the production flux of HCl through dechlorination of sea salt 

aerosols is around 25 Tg/year (Graedel et al., 1996). It is worth noting that this 

dechlorination process can also yield other reactive inorganic Cl-compounds such as HClO 

and ClNO2 (Graedel et al., 1995; Graedel et al., 1996; Vogt et al., 1996), albeit their 

production fluxes are minimal. In addition to inorganic Cl-compounds, the oceans also emit 

a variety of chlorinated organic species (Clorg) into the atmosphere (Grimvall et al., 1995; 

Graedel et al., 1996). Among these naturally occurring Clorg, CH3Cl accounts for the vast 

majority (Graedel et al., 1996; Atashgahi et al., 2018). CH3Cl can be produced by marine 

plants (e.g., seaweeds and phytoplankton) and unicellular marine eukaryotes (Scarratt et al., 

1998; Atashgahi et al., 2018). The CH3Cl flux from the oceans to the atmosphere is 

estimated to be only about 2 Tg/year (Tait et al., 1994; Graedel et al., 1996). Combining the 

contributions of sea salt aerosols, HCl, and CH3Cl, the total chlorine flux from the oceans to 

the atmosphere should be around 6.0×103 Tg/year (Graedel et al., 1996). 

 

Next, we discuss chlorine fluxes coming out of the atmosphere. The dominant removal 

mechanism of atmospheric chlorine is surface deposition, including wet and dry deposition 

(Graedel et al., 1996; Svensson et al., 2021). In general, chlorine surface deposition is 

higher in densely vegetated areas than in open areas due to interception by vegetation (e.g., 

leaves and tree canopies) (Svensson et al., 2021). To estimate chlorine surface deposition 

flux, we can roughly divide the Earth's surface into two categories: oceans and land (the 

sum of pedosphere and cryosphere). The wet deposition flux of atmospheric chlorine to 

land is easy to estimate (Graedel et al., 1996; Svensson et al., 2021). Earth's average annual 

rainfall is about 5.1×105 km3, of which roughly 1.1×105 km3 falls on land (Lvovitch et al., 

1973; Jaeger 1983; Graedel et al., 1996). Since the average concentration of chlorine in 

precipitation is about 5 mM (millimoles per liter) (Graedel et al., 1995; Graedel et al., 

1996), the wet deposition flux of chlorine to land is about 20 Tg/year (Graedel et al., 1996). 

The dry deposition flux of chlorine to land depends on various factors, such as air 

temperature and the presence of plants, to name a few. (Svensson et al., 2012) estimates that 

dry deposition of chlorine accounts for 15% to 73% of total chlorine deposition on Earth. 

For simplicity, we assume that chlorine's dry and wet deposition flux to land are the same. 

Therefore, the total deposition flux of chlorine to land is approximately 40 Tg/year (Graedel 

et al., 1996). Given that the cryosphere covers about 13% of the Earth's land area (Bolch et 

al., 2021), we estimate the total deposition flux of chlorine to the cryosphere to be about 5.2 

Tg/year, and the total deposition flux of chlorine to the pedosphere to be about 34.8 

Tg/year. Chlorine deposition flux from the atmosphere to the oceans is enormous, 

comparable to that of sea salt injection (Graedel et al., 1996). We estimate that the chlorine 

deposition flux to the oceans should be at least 5.96×103 Tg/year, balancing the chlorine 

flux from the oceans and ensuring that the atmospheric chlorine abundance remains 

relatively stable (Graedel et al., 1996). It is estimated that 80% of the chlorine deposition 

flux to the oceans (~ 4.8×103 Tg/year) is due to the gravitational settling (dry deposition) of 

sea salt aerosols and Cl-containing particulates, while 20% (~ 1.2×103 Tg/year) is due to 

precipitation (wet deposition) (Erickson et al., 1988; Graedel et al., 1996). Overall, we 

estimate chlorine's total surface deposition flux (deposition to land + deposition to oceans) 

to be about 6.0×103 Tg/year. 
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There are two caveats to our analysis above. First, our estimate is likely to be a lower bound 

since almost all the studies we have found so far focus only on inorganic chlorines. 

However, precipitation also contains a certain amount of organic chlorines (Clorg) (Enell et 

al., 1991; Grimvall et al., 1991; Laniewski et al., 1995; Svensson et al., 2021). Some of the 

Clorg that have been identified include industrial pollutants (e.g., pesticides and flame 

retardants) and chloroacetic acids, among others (Frank 1991; Reimann et al., 1996; 

Stringer et al., 2001). Unfortunately, studies on Clorg in precipitation are still scarce, and we 

know very little about their origins and geographical distributions (Svensson et al., 2021). 

Second, in this work, we study the atmosphere as a whole (i.e., a single layer). In reality, 

chlorine transfer can also occur between the troposphere and the stratosphere (Graedel et 

al., 1996). Thanks to turbulent mixing, some tropospheric chlorine species with relatively 

long atmospheric lifetimes can be transferred upwards into the stratosphere (Graedel et al., 

1996). CH3Cl emitted from the oceans and terrestrial ecosystems is one of the few Cl-

compounds that can survive the journey to the stratosphere. CH3Cl is one of the dominant 

sources of stratospheric chlorine (Graedel et al., 1996). The chlorine flux between the 

troposphere and the stratosphere is estimated to be about 0.06 Tg/year (0.03 Tg/year from 

the troposphere to the stratosphere and 0.03 Tg/year from the stratosphere to the 

troposphere) (Graedel et al., 1993; Graedel et al., 1996). 

 

In addition to the oceans and the atmosphere, the pedosphere is also actively involved in 

Earth's chlorine cycle. The pedosphere can release chlorine into the atmosphere through 

mineral aerosol injection or biomass burning (Graedel et al., 1996). In arid regions of the 

world, strong winds can blow large amounts of soil dust into the atmosphere (Graedel et al., 

1996). Mineral aerosols formed from these soil dust usually contain considerable amounts 

of chlorine (Talbot et al., 1986; Graedel et al., 1996), and they can travel thousands of miles 

by winds before being removed by surface deposition (Swap et al., 1992; Andreae et al., 

1996; Graedel et al., 1996). Therefore, mineral aerosols are one of the essential sources of 

particulate chlorides in the continental boundary layer (i.e., the lower troposphere above the 

continents) (Graedel et al., 1996). It is estimated that the pedosphere can deliver 

approximately 15 Tg/year of chlorine to the atmosphere through mineral aerosol injection 

(Graedel et al., 1996). The amount of chlorine emitted from biomass burning is very 

limited. Note that our discussion here focuses only on natural combustion (i.e., excluding 

combustion due to anthropogenic activities). It is estimated that approximately 70% - 85% 

of the chlorine contained in biomass can be released during the combustion process 

(Andreae et al., 1996; Graedel et al., 1996; McKenzie et al., 1996). Of these released 

chlorines, more than 90% are inorganic chlorines (e.g., HCl), less than 3% are CH3Cl, and 

the rest are other chlorinated organic species (Graedel et al., 1996). It is estimated that 

biomass burning can release roughly 3 Tg/year of chlorine (inorganic Cl + Clorg) into the 

atmosphere (Andreae 1993; Andreae et al., 1996; Graedel et al., 1996). The pedosphere also 

loses chlorine to freshwater. Earlier in this section, we estimate that approximately 34.8 Tg 

of atmospheric chlorine is deposited onto continents through surface deposition each year. 

However, the pedosphere (i.e., soil) is not good at absorbing deposited chlorine (Graedel et 

al., 1996). Except for a small fraction that is incorporated into minerals (e.g., as evaporites) 

(Stallard et al., 1981; Graedel et al., 1996), most atmospheric chlorine deposited on land 

passes through watersheds and ends up in surface waters (Feth 1981; Graedel et al., 1996). 

(Graedel et al., 1996) estimates that the flux of precipitation passthrough is about 34 



127  

Tg/year. Mineral dissolution is another pathway through which the pedosphere transfers 

chlorine into freshwater (Graedel et al., 1996). Many naturally occurring chloride minerals 

are highly soluble in water (Chapter 5.5.3). The mineral dissolution flux is estimated to be 

about 11 Tg/year (Graedel et al., 1996). Overall, the pedosphere transfers an estimated 45 

Tg/year of chlorine to freshwater (Graedel et al., 1996). So far, we have not found any 

papers that show chlorine transfer between the pedosphere and Earth's crust. 

 

People have long believed that almost all chlorine in freshwater comes from the atmosphere 

(Graedel et al., 1996; Svensson et al., 2021). However, the vast majority of riverine chlorine 

comes from the crust, specifically from the weathering of chlorine-bearing minerals in 

shales and sandstone (Eriksson 1960; Graedel et al., 1996; Schlesinger et al., 2013; 

Svensson et al., 2021). Mineral-rich hot springs in volcanic regions are also essential 

sources of riverine chlorine (Stallard et al., 1981; Berner et al., 1987; Graedel et al., 1996). 

Overall, the weathering of Earth's crust is estimated to provide freshwater with 

approximately 175 Tg of chlorine per year (Graedel et al., 1996). At the same time, 

freshwater is constantly transferring chlorine to the oceans. It is estimated that the average 

annual flux of river water to the oceans is about 3.8×1016 L/year, and that of groundwater to 

the oceans is roughly 2.2×1015 L/year (Berner et al., 1987; Graedel et al., 1996). Given that 

a typical chlorine concentration in freshwater is about 7 mg/L (Smith et al., 1987), the 

estimated chlorine transfer flux from freshwater to the oceans is approximately 220 Tg/year 

(Graedel et al., 1996). Chlorine can also be transferred from the oceans to the crust and 

from the cryosphere to the oceans. The former is due to diagenesis of oceanic chlorine, with 

an estimated flux of about 17 Tg/year (Graedel et al., 1996). The latter is due to the elution 

of cryospheric chlorine, with an estimated flux of only about 6 Tg/year (Graedel et al., 

1996). 

 

There is also chlorine transfer from the mantle to the atmosphere. On Earth, volcanoes emit 

various chlorine-containing compounds into the atmosphere (Gribble 1992; Graedel et al., 

1996). About one-third of the volcanic chlorine is thought to be directly extracted from the 

mantle, and the rest is thought to be due to seawater entering into magma chambers (also 

known as 'magma intrusion') (Graedel et al., 1996). Among the chlorine-containing 

compounds produced during volcanic eruptions, HCl predominates (Gribble 1992; Graedel 

et al., 1996). The emission fluxes of other chlorine-containing gases are negligibly small 

(Symonds et al., 1988; Graedel et al., 1996). Due to the sporadic nature of volcanic 

eruptions and uncertainty about eruption intensity, there is considerable variability in the 

estimates of volcanic HCl fluxes, ranging from about 0.4 Tg/year to roughly 11 Tg/year 

(Symonds et al., 1988; Graedel et al., 1996). We use their average of 6 Tg/year (2 Tg/year 

from mantle extraction and 4 Tg/year from magma intrusion) as our volcanic HCl flux 

estimate. Note that there is a discrepancy between how we and (Graedel et al., 1996) treat 

magma intrusion. In (Graedel et al., 1996), magma intrusion is considered part of the 

chlorine transfer from the oceans to the atmosphere. Here, we consider magma intrusion as 

part of volcanism. Due to the high water solubility of HCl (Chapter 5.5.1), most of the 

volcanic HCl redeposits back to the surface shortly after the eruption (Tabazadeh et al., 

1993; Graedel et al., 1996). 

 

To wrap up our review, we need to talk about the role of the biosphere in Earth's chlorine 

cycle. Earlier in this section, when discussing chlorine transfer from the oceans to the 
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atmosphere, we mention that the marine biosphere can produce a variety of organic 

chlorines, of which CH3Cl dominates, with an estimated emission flux of about 2 Tg/year 

(Tait et al., 1994; Grimvall et al., 1995; Graedel et al., 1996; Scarratt et al., 1998; Atashgahi 

et al., 2018). Estimating chlorine production flux from the terrestrial biosphere is 

challenging, partly because we still know very little about the abundance and distribution of 

chlorine within the terrestrial biosphere (Chapter 5.2.1). Achieving a reliable estimate of 

chlorine bioproduction flux involves the integration of extensive (long-term, preferably 

global) observations and rigorous modeling. (Graedel et al., 1996) estimates the terrestrial 

CH3Cl bioproduction flux to be about 0.5 Tg/year. Here, we arbitrarily assume that the 

combined bioproduction flux of all other chlorine species is roughly equal to that of CH3Cl. 

Therefore, we estimate that the overall terrestrial chlorine bioproduction flux should be at 

least 1 Tg/year. We want to emphasize that this estimate should be viewed as a lower limit. 

We summarize all our discussions of Earth's natural chlorine cycle in Figure 5-2. 

 

 

Figure 5-2. An overview of Earth's natural chlorine cycle. Earth's major chlorine reservoirs are 

shown in blue boxes. Orange arrows indicate how chlorine is transferred between different 

reservoirs. The unit of chlorine flux is Tg/year. From a mass perspective, chlorine transfer 

between the oceans and the atmosphere dominates Earth's chlorine cycle (Graedel et al., 1996; 

Svensson et al., 2021). Here we would like to emphasize that our quantitative estimates are still 

preliminary and may contain some uncertainties. 

 

 

5.3 Methods 
 

We use two methods to study HCl as a bioindicator in H2-dominated atmospheres. First, we 

present my simplified chlorine steady-state chemical model (Chapter 5.3.1). We then 

introduce our one-dimensional photochemistry model in Chapter 5.3.2. 

 

5.3.1 Simplified Chlorine Steady-State Chemical Model 
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I developed and used a simplified chlorine steady-state chemical model to study whether 

HCl can be a good bioindicator in an H2-dominated atmosphere. This model does not 

require complex computational simulations. As a result, my simplified chlorine chemical 

model is much simpler and less time-consuming to run than our full-fledged photochemistry 

model. For details of my simplified chlorine steady-state chemical model and how I used it 

to draw a preliminary conclusion, please see Chapter 2.2. 

 

 

5.3.2 Photochemistry Model - Chlorine Chemical Network 

 

In addition to my simplified chlorine chemical model, we would like to use our 

photochemistry model to verify whether HCl is a good bioindicator in an H2-dominated 

atmosphere. Currently, there are more than 800 chemical reactions in our photochemistry 

model (Hu et al., 2012), and we include all of them in our simulations except high-

temperature reactions, HSO2 thermal decay, and reactions that involve more than two 

carbon atoms (C>2-chem). However, one of the limitations of our current photochemistry code 

is that it does not have Cl-chemistry. To properly simulate an exoplanet with robust 

chlorine bioproduction, as a first step, we need to collect all relevant chlorine reactions and 

encode them into our model. The chlorine reactions we are looking for must satisfy the 

following two conditions. First, the reactions must be able to take place within the 

atmospheric temperature range we are simulating (i.e., between 160 K and 290 K). 

Reactions that can only occur at high temperatures (e.g., high-temperature thermal 

decomposition reactions) or low temperatures (i.e., cryogenic reactions) are excluded. 

Second, since we are simulating an exoplanet with a reducing H2-dominated atmosphere, 

we exclude those reactions in which the reactants are oxidized chlorine compounds (e.g., 

reactions involving ClO2 or ClO4). We thoroughly searched the NIST database and the JPL 

database for chlorine reactions. Overall, we add 12 new Cl-containing chemical species and 

a chlorine chemical network consisting of 92 chemical reactions to our existing 

photochemical model. We present our current collection results in Appendix K. 

 

 

5.4 Results 
 

I developed a simplified chloride steady-state chemical model to study the possibility of 

HCl accumulation in the atmosphere. Through our calculations, we find that HCl is unable 

to accumulate to detectable levels on an exoplanet with an H2-dominated atmosphere 

orbiting an M5V dwarf star similar to GJ 876. Specifically, we find that even if life on such 

a planet produces CH3Cl at a flux of 3.5×1013 molecules cm-2 s-1, the same as Earthʼs gross 

oxygen production flux, there is still less than 10 ppb of HCl in the atmosphere, far from 

being detectable by JWST. In the following paragraphs, I will explain in detail how I came 

to this conclusion. I will also explain the approximations I made throughout my calculations 

and how these approximations affect my calculations and overall conclusion. 

 

First, let's quickly review the basic idea behind our model. On our hypothetical planet, we 

assume that life does not directly produce HCl gas but instead produces CH3Cl. We think 

that the biological production of CH3Cl might be due to: signaling, stress, or other 
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biological/physiological reasons (e.g., see Segura et al., 2005; Hu et al., 2012). So far, we 

have not found any known references claiming that bioproduction of CH3Cl is tied to 

energy extraction or biomass buildup. In a high-reducing H2-dominated atmosphere, CH3Cl 

is photochemically converted to HCl through this reaction: CH3Cl + H → CH3 + HCl. 

Following the method we outlined in Chapter 2.2, we first need to run a baseline scenario 

and extract the number density of oxygen radicals ([O]), hydrogen radicals ([H]), hydroxyl 

radicals ([OH]), and water vapor ([H2O]) from it. As a reminder, in our baseline scenario, 

we simulate an exoplanet with an H2-dominated atmosphere (just like what we did in 

Chapter 4). Except, in this case, we turn the production of CH3OH off. The figure below 

shows the mixing ratio profiles of the major chemical species in the atmosphere (the left 

panel) and the number density of O, H, OH, and H2O as a function of altitude (the right 

panel) (Figure 5-3). 

 

  

Figure 5-3. Left panel: The volume mixing ratio of several major chemical species on an 

exoplanet with an H2-dominated atmosphere orbiting an M5V dwarf star similar to GJ 876. The x-

axis shows the mixing ratio, and the y-axis shows altitude in km. Right panel: The number 

density of O, H, OH, and H2O as a function of altitude in the atmosphere. The x-axis shows the 

number density in molecules cm-3, and the y-axis shows altitude in km. Each color denotes one 

particular chemical species. 

 

To calculate the rainout rate of HCl (kR(z)), we need to get the temperature-dependent 

Henry's law equation for HCl (H'(T)), the number density of water ([H2O]), and 

atmospheric temperature as a function of altitude (T(z)). We can get [H2O] and T(z) from 

our baseline scenario. I found in the NIST database the temperature-dependent Henry's law 

equation for HCl: H(T) = (2.0×106)·Exp[(9.0×103)·((1/T)-(1/298.15))]. Here, I want to 

point out that, although NIST says that this expression already takes into account the 

dissociation of HCl in solution, it does not explicitly state that it is HCl's effective Henry's 

law equation. Therefore, by using this solubility expression, we may slightly underestimate 

the wet deposition flux of HCl. The figure below shows the temperature as a function of 

altitude (the left panel) and my calculated rainout rate for HCl (the right panel) (Figure 5-4). 
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Figure 5-4. Left panel: The atmospheric temperature as a function of altitude. The x-axis shows 

the temperature in Kelvin, and the y-axis shows altitude in km. Right panel: my calculated 

rainout rate for HCl as a function of altitude. The x-axis shows the HCl rainout rate in s-1, and the 

y-axis shows altitude in km. 

 

The shape of the rainout rate of HCl is very similar to that of [H2O]. The reason is that the 

rainout rate is a function of water density in the atmosphere (Equation 2-3): the higher the 

concentration of water vapor (i.e., the more humid), the bigger the rainout rate. Since most 

of the water vapor is concentrated at low altitudes, the rainout rate of HCl decreases with 

increasing altitude. As we mentioned in Chapter 2, to get the HCl rainout flux (in molecules 

cm-2 s-1), we need to multiply KR(z) by the number density of HCl ([HCl], in molecules cm-

3) and the width of each atmospheric bin (widthbin, in cm). Our simulated atmosphere has a 

total of 50 layers, and each layer's width (i.e., height) is the same, which is 1000000 cm (or 

10 km). Compared to the wet deposition flux, the dry deposition flux of HCl is much easier 

to estimate. It has been reported that HCl's dry deposition velocity to the land is between 1 

cm/s and 2 cm/s (Ramsay et al., 2018). Here, we take their average value of 1.5 cm/s as the 

dry deposition velocity value for HCl in our model. HCl can react with O, H, and OH 

radicals in the atmosphere, and we summarize their reactions in the table below (Table 5-1). 

 

Table 5-1. Photochemical reactions between HCl and O, H and OH in the atmosphere. The 

reaction rate constant has a unit of cm3 molecule-1 s-1. 

 Reactants Products Reaction rate constant (k) Source 

Valid 

temperature 

range [K] 

F1 H+ HCl H2 + Cl 
2.41x10-12 (T/298)1.44 Exp(-

1240/T) 
NIST 200 - 1200 

F2 OH + HCl H2O + Cl 1.8×10–12 exp(-250/T) JPL 19-5 138 – 1060 

F3 O + HCl OH + Cl 1.0×10–11 exp(-3300/T) JPL 19-5 293 – 3197 

 

Once we have the reaction rate constant and the valid temperature range for each reaction, 

we can simplify our model. First, we can safely omit the reaction between HCl and O (i.e., 

Forward reaction 3, or 'Reaction F3'). The reaction between HCl and O can only occur 

above 293 K. However, the temperature of our simulated atmosphere is below 280 K. 

Therefore, this reaction is unlikely to occur in our simulated atmosphere. Even if it did 

happen, the reaction would be negligibly slow. To further simplify our calculations, we can 

also ignore the reactions between HCl and H and between HCl and OH. The rationale 

behind this is that while these two reactions (Reaction F1 and F2) are taking place, their 
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reverse reactions (Reaction R1 and R2) are also taking place simultaneously and at a similar 

rate (Table 5-2). 

 

Table 5-2. Photochemical reverse reactions of reforming HCl in the atmosphere. The 

reaction rate constant has a unit of cm3 molecule-1 s-1. 

 Reactants Products Reaction rate constant (k) Source 

Valid 

Temperature 

Range [K] 

R1 H2 + Cl H+ HCl 3.9x10-11 exp(-2309.9/T) NIST 200 - 310 

R2 H2O + Cl OH + HCl 
2.63x10-12 (T/298)1.67 exp(-

7679.4/T) 
NIST 200 - 3000 

 

Therefore, by omitting these two HCl photochemical reactions (Reaction F1 and F2), we 

might underestimate the photochemical removal flux of HCl, thereby making it easier for 

HCl to accumulate on our simulated exoplanet with an H2-dominated atmosphere. Next, we 

need to estimate the photolysis flux of HCl. In a UV environment, HCl undergoes 

photolysis and generates H radicals and Cl radicals (HCl → H + Cl). The wavelengths of 

photons that HCl can absorb are between 135 nm and 230 nm (JPL 19-5). The quantum 

yield is taken to be 1. As we discussed in Chapter 2, we can calculate the photolysis rate of 

HCl as a function of altitude (J(z)) using Equation 2-4. The figure below shows the 

absorption cross sections of HCl and CH3Cl at 298 K (the left panel) and my calculated 

photolysis rate for HCl (the right panel) (Figure 5-5). 

 

  

Figure 5-5. Left panel: The absorption cross sections of HCl and CH3Cl at 298 K. The x-axis 

shows wavelength in nm, and the y-axis shows the absorption cross-sections in ×1020 cm2. Right 

panel: my calculated photolysis rate coefficient for HCl (J(z)). The y-axis shows altitude in km, 

and the x-axis shows the photolysis rate coefficient (s-1) on a log scale. 

 

To get the photolysis flux of HCl (in molecules cm-2 s-1), we need to multiply J(z) by the 

number density of HCl ([HCl], in molecules cm-3) and the width of each atmospheric bin 

(widthbin, in cm). The photolysis rate of HCl (J(z)) is several orders of magnitude smaller 

than the rainout rate of HCl (KR(z)) (Figure 5-4), suggesting that in the atmosphere, the 

primary removal mechanism for HCl is wet deposition. Such a conclusion is expected, 

given HCl's extremely high water solubility. Another observation is that the photolysis rate 

increases with altitude. UV radiation is progressively attenuated as it penetrates the 

atmosphere. Therefore, the amount of UV at the top of the atmosphere is much greater than 

that near the surface. Here, we would like to point out that our method for estimating the 
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HCl photolysis flux is sensitive to widthbin. The wider the bin, the less the number of 

atmospheric layers, and the more UV penetrates the atmosphere, resulting in a larger 

photolysis flux. 

 

Finally, we need to estimate the production flux of HCl from CH3Cl. The reaction (CH3Cl + 

H → CH3 + HCl) has a reaction rate of 9.3x10-16 cm3 molecule-1 s-1. This reaction rate was 

measured experimentally at 298 K (Triebert et al., 1995). Unfortunately, there is no 

information on how the reaction rate varies with temperature. Therefore, following how we 

handle similar chemicals in our photochemistry code, we assume that the reaction rate is 

constant within our temperature range. This assumption would cause us to overestimate the 

conversion rate from CH3Cl to HCl, making it easier for HCl to accumulate in our 

simulated atmosphere. 

 

To calculate the production flux of HCl (in molecules cm-2 s-1), we need to multiply the 

reaction rate constant (k) by the number density of H (in molecules cm-3), the number 

density of CH3Cl, and the width of each atmospheric bin (in cm): Production flux = 

k·[H]·[CH3Cl]·widthbin. To estimate the number density of CH3Cl, we need to repeat all the 

above calculations for CH3Cl. As we mentioned in Chapter 2, the production flux of CH3Cl 

is the input to our model. For CH3Cl, we only consider three of its dominant removal 

pathways: wet deposition, dry deposition, and direct photolysis. To estimate the wet 

deposition flux of CH3Cl, we have to get the temperature-dependent Henry's law constant 

for CH3Cl, which I found in NIST: H(T) =(1.3×10-1)·Exp[(3.30×103)·((1/T)-(1/298.15))]. 

We want to point out that this is the physical Henry's law constant for CH3Cl. However, 

since CH3Cl does not dissociate in water, we think CH3Cl's physical henry's law constant 

should be an acceptable approximation. We have already shown the absorption cross 

sections of CH3Cl in Figure 5-5. An interesting point worth noting is that the absorption 

cross-section curve of CH3Cl looks the same as that of HCl from 174 nm onwards. As a 

result, CH3Cl's photolysis flux is smaller than HCl's due to CH3Cl's narrower photolysis 

window. 

 

To estimate the dry deposition flux of CH3Cl, we need to estimate its dry deposition 

velocity (in cm/s). So far, we have not found any known literature claiming that CH3Cl has 

a non-zero dry deposition velocity. Therefore, we have to assume CH3Cl's dry deposition 

velocity is 0 in our simplified model. Even if CH3Cl could slowly deposit onto the ground, 

the flux would be too small to affect our results. At this point, we have obtained all the 

parameters we need to calculate the concentration of HCl using Equation 2-6. We assume 

that life on such a planet produces CH3Cl at a flux of 3.5×1013 molecules cm-2 s-1, the same 

as Earthʼs gross oxygen production flux. In this case, we calculate the number density of 

HCl to be about 7×1011 molecules cm-3 (or a volume mixing ratio of roughly 5 ppb), which 

will not be detectable with JWST given any reasonable (or realistic) number of transits. We 

conclude that HCl is not a suitable bioindicator because it cannot accumulate in the 

atmosphere. This result is expected. The extremely high water solubility of HCl means that 

wet deposition can efficiently remove it from the atmosphere, preventing HCl from 

accumulating to detectable levels. Another minor reason is that the conversion from CH3Cl 

to HCl is not very efficient. We consider our conclusion to be robust. In our model, we 

underestimate the removal flux of CH3Cl (in other words, overestimate the production flux 

of HCl) and slightly underestimate the overall removal flux of HCl. As a result, the case we 
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study here represents the most favorable scenario for HCl accumulation, yet HCl fails to 

accumulate to detectable levels even in this optimum scenario. In reality, we believe HCl 

will be even less likely to accumulate to detectable levels in the atmosphere. 

 

 

5.5 Discussion 
 

We first review the solubility of chlorine-containing gas molecules in Chapter 5.5.1. We 

then discuss the acidity of chlorine-containing acids in Chapter 5.5.2. Finally, we explore 

naturally occurring chloride minerals and their properties in Chapter 5.5.3. 

 

5.5.1 Solubility of Chlorine-containing Gas Molecules 

 

Among the nine chlorine-containing gas molecules we study in this section, HCl has the 

highest water solubility. HCl is highly soluble in water, even more so than NH3, one of the 

most soluble biosignature gas candidates studied (Huang et al., 2022). Chlorine dioxide 

(ClO2), the most stable oxide of chlorine, is also very soluble in water, especially in cold 

water (< 5°C) (Vogt et al., 2010).  As members of chloroalkanes, molecules such as methyl 

chloride (CH3Cl) and chloroform (CHCl3) are only slightly soluble in water. This is because 

chloroalkanes cannot form hydrogen bonds with water. Although chlorine (Cl2) is a 

nonpolar molecule, it is still sparingly soluble due to Cl2's ability to react with water (i.e., 

disproportionation). Carbon tetrachloride (CCl4) is insoluble in water because it is neither a 

polar molecule nor reacts with water. 

 

We can compare the solubility of different gases in water by using Henry's law constants: 

HCP
(x)=C(x)/p. Here HCP

(x) is Henry's law constant for a species X in mol m−3 Pa−1. C(x) is the 

dissolved concentration in mol m-3, and p is the partial pressure of that species at 

equilibrium. The SI unit for p is Pascal. The larger Henry's law constant, the more soluble 

the gas is. Here we compare the solubility of 9 representative chlorine-containing gas 

molecules to 19 other molecules' at 298 K and 1 atm. (Figure 5-6). This list includes 

common atmospheric gases (e.g., oxygen (O2)), four fluorine/bromine-bearing species (e.g., 

methyl fluoride (CH3F)), and potential biosignature gases (e.g., isoprene (C5H8)) (R. 

Sander, 2015). 
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Figure 5-6. The water solubility of various species. The x-axis shows the names of the chemical 

species, and the y-axis shows Henry's law constant on a log scale. HCl is highly soluble in water, 

even more so than NH3, one of the most soluble biosignature gas candidates studied (Huang et al., 

2022). Both Cl2O and ClO2 are also very soluble in water. Chloroalkanes, in general, are only 

slightly soluble in water because they cannot form hydrogen bonds with water. Despite being a 

nonpolar molecule, Cl2 is still sparingly soluble because it disproportionates in water. CCl4 is 

insoluble because it is neither a polar molecule nor reacts with water. 

 

The high water solubility of HCl means that wet deposition (rainfall) can efficiently remove 

it from the atmosphere. Therefore, without robust biological chlorine production, abiotically 

produced HCl cannot accumulate to detectable levels in the atmosphere on its own. 

 

 

5.5.2 Acidity of Chlorine-containing Acids 

 

There are five common chlorine-containing acids: hydrochloric acid (HCl), hypochlorous 

acid (HClO), chlorous acid (HClO2), chloric acid (HClO3), and perchloric acid (HClO4). 

Among these five acids: HClO and HClO2 are weak acids, while HCl, HClO3, and HClO4 

are strong acids. Strong acids ionize completely (i.e., give off H+) in water, while weak 

acids only ionize partially. We use pKa (the negative log of the acid dissociation constant) 

to measure the acidity of an acid. The stronger the acid, the more negative the pKa is. Here 

we compare the acidity of HCl, HClO, HClO2, HClO3, and HClO4 to that of 12 other 

common acids at 25°C (Figure 5-7). For polyprotic acids, we use pKa to refer to the first 

deprotonation (i.e., pKa1). 
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Figure 5-7. The acidity of various acids. The x-axis shows the chemical species' names, and the 

y-axis shows acids' acidity (pKa) at 25°C. HCl, HClO3, and HClO4 are strong acids, while HClO 

and HClO2 are weak acids. Reference: For HCl, HBr, HI, and HClO4: (Trummal et al., 2016); For 

HF, HNO3, and HClO3: (Perrin et al., 1967); For H2SO4: (Kotrlý et al., 1985); For all other acids: 

(David R. Lide et al., 2005). 

 

Among HCl, HClO, HClO2, HClO3, and HClO4, only HCl and HClO can be directly 

generated by dissolving chlorine-containing gas molecules in water. HCl gas dissolves in 

water to form HCl acid. Cl2 gas can react with H2O to yield HCl and HClO (Cl2 + H2O ⇌ 

HCl + HClO). In addition, the dissolving of Cl2O in water also produces HClO (Cl2O + 

H2O ⇌ 2HClO). HClO2, HClO3, and HClO4 can be generated indirectly through chemical 

reactions (e.g., Hong et al., 1968; Ni et al., 1998; Horváth et al., 2003; Holleman 2019). It is 

worth emphasizing that not all chlorine-containing gases dissolve in water to form acids. 

Chlorine dioxide (ClO2) does not hydrolyze in water, despite its high water solubility 

(Chapter 5.5.1). Similarly, chloroalkanes do not react with water and remain as dissolved 

gases in solution. 

 

 

5.5.3 Naturally Occurring Chloride Minerals 

 

As we mentioned in Chapter 5.2.1, the crust is the second-largest chlorine reservoir on 

Earth (Graedel et al., 1996; Sharp et al., 2013; Svensson et al., 2021). In the crust, chlorine 

can form rich and diverse minerals with various elements such as calcium (Ca), sodium 

(Na), potassium (K), and magnesium (Mg). One of the best-known naturally occurring 

chloride minerals is halite (also known as 'rock salt'), a colorless or white crystal. Halite is 

nothing but the mineral form of sodium chloride (NaCl). The number of chloride minerals 

currently recognized by the International Mineralogical Association (IMA) is around 400 

(Siivola et al., 2007; Warr 2021; Pasero et al., 2022). We list some simple chloride minerals 

and their respective physical properties in Table 5-3. We collected the data from the 
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Handbook of Mineralogy (Anthony et al., 1997). 

 

Table 5-3. Some simple naturally occurring chloride minerals (Anthony et al., 1997). 
Name of the 

mineral 

Chemical  

formula 
Color 

Density  

[g cm-3] 
Note 

Halite NaCl Colourless/White 2.17 Water-soluble 

Sylvite KCl Grey/White 1.99 Water-soluble 

Molysite FeCl3 Brown-red 2.90 Highly deliquescent 

Tolbachite CuCl2 Golden-brown 3.42 Soluble/Hygroscopic 

Scacchite MnCl2 Brown-red 2.98 Soluble/Deliquescent 

Cotunnite PbCl2 Pale yellow/green 5.80 Slightly soluble 

Rorisite CaFCl Colorless 2.78 Soluble/Hygroscopic 

Sinjarite CaCl2·2H2O Pale pink 1.66 Highly hygroscopic 

Antarcticite CaCl2·6H2O Colourless/White 1.72 Highly hygroscopic 

Eriochalcite CuCl2·2H2O Greenish blue 2.47 Water-soluble 

Bischofite MgCl2·6H2O Colourless/White 1.60 Soluble/Deliquescent 

Chloraluminite AlCl3·6H2O Colourless/White 1.64 Soluble/ Deliquescent 

 

Chloride minerals come in many colors (depending on which element chloride binds to) and 

have a wide range of densities. What most chloride minerals have in common is their 

relatively high water solubility. Some chloride minerals, such as antarticite (CaCl2·6H2O), 

are hygroscopic and can absorb moisture from the air. Other chloride minerals, such as 

molysite (FeCl3), are deliquescent. Deliquescent minerals can keep absorbing moisture until 

they dissolve themselves in the absorbed water and form a solution. Due to their relatively 

high water solubility, most chloride minerals are found in arid or volcanically active 

regions. Specifically, chloride minerals like halite (NaCl), sylvite (KCl), bischofite 

(MgCl2·6H2O), and antarcticite (CaCl2·6H2O) are precipitates from saline brines or 

groundwater (Anthony et al., 1997). On the other hand, chloride minerals represented by 

molysite (FeCl3), scacchite (MnCl2), cotunnite (PbCl2), and chloraluminite (AlCl3·6H2O) 

are the products of volcanic or fumarolic activities (Anthony et al., 1997). 

 

 

5.6 Summary 
 

In this chapter, we carefully examine the bioindicator potential of HCl. I use a variety of 

approaches, ranging from Henry's law equation to my simplified chloride steady-state 

chemical model. 

 

In the atmosphere, some biosignature gases do not survive photochemical destruction. We 

can only infer the presence of these biosignature gases by detecting their photochemical 

products, which we call bioindicators. HCl has many advantages of being a potential 

bioindicator in an H2-dominated atmosphere. First, many gases are converted to their most 

hydrogenated form in highly reducing atmospheres. Since the most reduced form of Cl 

element is HCl, methyl chloride (CH3Cl) gas should end up as HCl. Second, there are very 

few abiotic sources of HCl, with the only exception being volcanic activity. 
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However, despite HCl's advantages, we believe that HCl is not a suitable bioindicator 

because it cannot accumulate to detectable levels on an exoplanet with an H2-dominated 

atmosphere orbiting an M5V dwarf star similar to GJ 876. Through my model, we find that 

even if life on such a planet produces CH3Cl at a flux of 3.5×1013 molecules cm-2 s-1, the 

same as Earthʼs gross oxygen production flux, there is still less than 10 ppb of HCl in the 

atmosphere, far from being detectable by JWST. The extremely high water solubility of 

HCl means that wet deposition can efficiently remove it from the atmosphere, preventing 

HCl from accumulating to detectable levels in the atmosphere. 

 

In this paper, I also provide a comprehensive literature review on the abundance, 

distribution, and circulation of chlorine on Earth. In the future, we would like to upgrade 

our existing photochemistry code by adding a comprehensive Cl-reaction network. We plan 

to run our photochemistry code and quantitatively confirm my simplified chloride chemical 

model results. 

 

We are very thankful to the Heising-Simons Foundation (grant number #2018-1104) and 

NASA (grant numbers 80NSSC19K0471 and NNX15AC86G) for their support of our 

project. 

 

 

Appendix K. Chlorine Chemical Reaction Network for the 

Photochemistry Model 
 

Table 5-4. New chlorine species to be added to the photochemical model. 

 
Chemical  

formula 
Name Type 

Standard 

Number 

Molecular 

Mass [amu] 

1 HCl Hydrogen chloride X 112 36 

2 Cl2 Chlorine gas X 113 71 

3 CH3Cl Methyl chloride (Chloromethane) X 114 50 

4 CH2Cl2 Dichloromethane X 115 85 

5 CHCl3 Chloroform (Trichloromethane) X 116 119 

6 CCl4 Tetrachloromethane X 117 154 

7 HOCl Hypochlorous acid X 118 52 

8 Cl Chlorine radical X 119 35 

9 CH2Cl Chloromethyl radical X 120 49 

10 CHCl2 Dichloromethyl radical X 121 84 

11 ClO Chlorine monoxide radical X 122 51 

12 CCl3 Trichloromethyl radical X 123 118 

 

Table 5-5. HCl reactions to be added to the photochemical model. 

 Reactants Products Rate expression Source 
Temp 

range [K] 

1 

O(1D) + HCl 

O(3P) + HCl 1.8×10–11 JPL 19-5 199 – 379 

2 H + ClO 3.3×10–11 JPL 19-5 199 – 379 

3 Cl + OH 9.9×10–11 JPL 19-5 199 – 379 
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4 O + HCl OH + Cl 1.0×10–11 exp(-3300/T) JPL 19-5 293 – 3197 

5 OH + HCl H2O + Cl 1.8×10–12 exp(-250/T) JPL 19-5 138 – 1060 

6 C2H3 + HCl C2H4 + ·Cl 8.7x10-13 exp(-99.8/T) NIST 203 - 343 

7 HCl + ·CH2 ·CH3 + ·Cl 2.82x10-12 exp(-436.6/T) NIST 296 - 670 

8 HCl + ·Cl Cl2 + H· 1.66x10-7 exp(-23934.2/T) NIST 250 - 730 

9 HCl + H· H2 + ·Cl 
2.41x10-12 (T/298)1.44 exp(-

1240/T) 
NIST 200 - 1200 

10 ·CH2Cl + HCl CH3Cl + ·Cl 
2.39x10-13 (T/298)1.57 exp(-

2100/T) 
NIST 200 - 3000 

11 HS + ·Cl HCl + S 1.1x10-10 NIST 296 

12 HNO3 + ·Cl HCl + NO3 2.0x10-16 NIST 298 

13 ·OH + ClO HCl + O2 1.2x10-12 NIST 298 

14 HO2 + ClO HCl + O3 2.01x10-14 NIST 298 

15 ·C2H5 + ·Cl C2H4 + HCl 3.01x10-10 NIST 298 

16 H2 + ClO ·OH + HCl 4.98x10-16 NIST 294 

17 CH3Cl + H· ·CH3 + HCl 9.3x10-16 NIST 298 

18 Cl2O + H· HCl + ClO 4.1x10-11 NIST 300 

19 
HO2 + Cl 

HCl + O2 1.4×10–11 exp(270/T) JPL 19-5 226 – 420 

20 OH + ClO 3.6×10–11 exp(-375/T) JPL 19-5 226 – 420 

21 Cl + H2 HCl + H 3.05×10–11 exp(-2270/T) JPL 19-5 199 – 3000 

22 
Cl + H2O2 

HCl + HO2 1.1×10–11 exp(-980/T) JPL 19-5 265 – 424 

23 HCl + CH3 7.1×10–12 exp(-1270/T) JPL 19-5 181 – 1550 

24 Cl + C2H6 HCl + C2H5 7.2×10–11 exp(-70/T) JPL 19-5 48 – 1400 

25 Cl + CH3Cl HCl + CH2Cl 2.03×10–11 exp(-1110/T) JPL 19-5 233 – 843 

26 Cl + CH2Cl2 HCl + CHCl2 7.4×10–12 exp(-910/T) JPL 19-5 273 – 790 

27 Cl + CHCl3 HCl + CCl3 3.3×10–12 exp(-990/T) JPL 19-5 220 – 1010 

28 Cl + H2S HCl + SH 3.4×10–11 exp(225/T) JPL 19-5 202 – 914 

29 CHCl3 + ·Cl ·CCl3 + HCl 4.9x10-12 exp(-1240/T) NIST 240 - 330 

30 CCl4 + H· ·CCl3 + HCl 1.36x10-10 exp(-2937/T) NIST 297 - 904 

31 CH2O + ·Cl HCO + HCl 8.2x10-11 exp(-34/T) NIST 200 - 500 

32 H2S + ·Cl HCl + SH 3.7x10-11 exp(208.1/T) NIST 200 - 430 

33 H2O2 + ·Cl HO2 + HCl 1.1x10-11 exp(-980.2/T) NIST 260 - 430 

34 HO2 + ·Cl HCl + O2 1.8x10-11 exp(169.6/T) NIST 250 - 420 

35 ·CH3 + ·Cl HCl + ·CH2 3.65x10-11 exp(-4150/T) NIST 296 - 670 

36 H2 + ·Cl HCl + H· 3.9x10-11 exp(-2309.9/T) NIST 200 - 310 

37 CH2Cl2 + ·Cl CHCl2 + HCl 2.8x10-11 exp(-1300/T) NIST 270 - 370 

38 CH3Cl + ·Cl ·CH2Cl + HCl 3.3x10-11 exp(-1250/T) NIST 233 - 322 

39 Cl2 + H· HCl + ·Cl 1.43x10-10 exp(-590.5/T) NIST 250 - 730 

40 ·NH2 + ClO HCl + HNO 
1.0x10-10 (T/298)-1.08 exp(-

128.7/T) 
NIST 200 - 2500 

41 H2O + ·Cl ·OH + HCl 
2.63x10-12 (T/298)1.67 exp(-

7679.4/T) 
NIST 200 - 3000 

42 NH3 + ·Cl HCl + ·NH2 
9.11x10-19 (T/298)2.47 exp(-

726.4/T) 
NIST 200 - 2000 

43 HOCl + ·Cl HCl + ClO 
6.92x10-15 (T/298)4.07 

exp(169.6/T) 
NIST 220 - 2000 
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44 ·OH + Cl2 
6.76x10-13 (T/298)1.39 

exp(176.8/T) 
NIST 200 - 3000 

45 C2H6 + ·Cl ·C2H5 + HCl 
3.9x10-11 (T/298)0.70 

exp(117/T) 
NIST 203 - 1400 

46 CH4 + ·Cl ·CH3 + HCl 
8.24x10-13 (T/298)2.49 exp(-

609.1/T) 
NIST 200 - 1104 

 

Table 5-6. CH3Cl reactions to be added to the photochemical model. 

 Reactants Products Rate expression Source 
Temp 

range [K] 

47 O(1D) + CH3Cl ·OH + ·CH2Cl 3.4x10-10 NIST 300 

48 CH3Cl + ·OH ·CH2Cl + H2O 3.8x10-12 exp(-1340/T) NIST 240 - 300 

49 CH3Cl + ·Cl ·CH3 + Cl2 
2.06x10-11 (T/298)1.63 exp(-

12780/T) 
NIST 200 - 3000 

50 ·CH3 + ·Cl CH3Cl 6.0x10-11 NIST 202 - 298 

51 ·CH3 + Cl2 CH3Cl + ·Cl 
1.67x10-13 (T/298)2.52 

exp(663.9/T) 
NIST 188 - 500 

 

Table 5-7. Cl2 reactions to be added to the photochemical model. 

 Reactants Products Rate expression Source 
Temp 

range [K] 

52 O(1D) + Cl2 ClO + ·Cl 1.99x10-10 NIST 298 

53 Cl2 + O· ClO + ·Cl 4.17x10-12 exp(-1370/T) NIST 174 - 602 

54 ·OH + Cl2 HOCl + ·Cl 3.6x10-12 exp(-1200/T) NIST 230 - 360 

55 ·CH2Cl + Cl2 CH2Cl2 + ·Cl 
2.93x10-13 (T/298)1.45 exp(-

42.1/T) 
NIST 295 - 873 

56 CHCl2 + Cl2 CHCl3 + ·Cl 
6.74x10-14 (T/298)1.60 exp(-

370/T) 
NIST 200 - 3000 

57 ·CCl3 + Cl2 CCl4 + ·Cl 
1.42x10-13 (T/298)1.52 exp(-

550/T) 
NIST 200 - 3000 

58 Cl2O + ClO O2 + Cl2 + ·Cl 1.08x10-15 NIST 298 

59 ·Cl + ·Cl Cl2 6.15x10-34 exp(906/T) NIST 195 - 520 

60 ClO + ·Cl Cl2 + O· 1.74x10-12 exp(-4589.9/T) NIST 174 - 602 

61 ClO + ClO O2 + Cl2 1.0x10-12 exp(-1590/T) NIST 260 - 390 

62 Cl2O + ·Cl Cl2 + ClO 6.2x10-11 exp(130/T) NIST 230 - 380 

63 CH2Cl2 + ·Cl ·CH2Cl + Cl2 
2.34x10-11 (T/298)1.23 exp(-

10960/T) 
NIST 200 - 3000 

64 CHCl3 + ·Cl CHCl2 + Cl2 
5.25x10-11 (T/298)0.97 exp(-

9200/T) 
NIST 200 - 3000 

 

Table 5-8. CH2Cl2 reactions to be added to the photochemical model. 

 Reactants Products Rate expression Source 
Temp 

range [K] 

65 OH + CH2Cl2 CHCl2 + H2O 1.92×10–12 exp(-880/T) JPL 19-5 219 – 955 

 

Table 5-9. CHCl3 reactions to be added to the photochemical model. 
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 Reactants Products Rate expression Source 
Temp 

range [K] 

66 CHCl3 + ·OH ·CCl3 + H2O 9.3x10-13 exp(-660.1/T) NIST 240 - 300 

67 CHCl3 + H· ·CCl3 + H2O 
8.05x10-13 (T/298)2.85 exp(-

913/T) 
NIST 200 - 5000 

68 ·CCl3 + H2S CHCl3 + SH 
1.18x10-38 (T/298)3.50 exp(-

4820.9/T) 
NIST 200 - 2000 

69 ·CCl3 + H2O CHCl3 + ·OH 
4.72x10-39 (T/298)3.73 exp(-

23203.4/T) 
NIST 200 - 2000 

 

Table 5-10. Cl2O reactions to be added to the photochemical model. 

 Reactants Products Rate expression Source 
Temp 

range [K] 

70 Cl2O + O· ClO + ClO 2.7x10-11 exp(-530/T) NIST 230 - 380 

71 Cl2O ClO + ·Cl 
1.34x10-5 (T/298)-4.76 exp(-

17298/T) 
NIST 150 - 2000 

72 ·OH + Cl2O HOCl + ClO 
1.78x10-12 (T/298)1.39 

exp(415.1/T) 
NIST 200 - 3000 

73 ClO + ·Cl Cl2O 
6.78x10-11 (T/298)0.07 exp(-

93.8/T) 
NIST 150 - 2000 

74 HOCl + ClO ·OH + Cl2O 
5.49x10-13 (T/298)1.77 exp(-

9386/T) 
NIST 200 - 3000 

 

Table 5-11. CCl4 reactions to be added to the photochemical model. 

 Reactants Products Rate expression Source 
Temp 

range [K] 

75 CCl4 + O· ·CCl3 + ClO 3.32x10-14 exp(-2259.9/T) NIST 270 - 380 

76 CCl4 + ·OH ·CCl3 + HOCl 1.0x10-12 exp(-2259.9/T) NIST 250 - 300 

77 ·CCl3 + ·Cl CCl4 6.51x10-11 NIST 298 

 

Table 5-12. HOCl reactions to be added to the photochemical model. 

 Reactants Products Rate expression Source 
Temp 

range [K] 

78 HOCl + O· ·OH + ClO 1.7x10-13 NIST 210 - 300 

79 ·OH + HOCl H2O + ClO 3.01x10-12 exp(-500.3/T) NIST 200 - 300 

80 HOCl + H· H2 + ClO 
9.18x10-16 (T/298)4.89 exp(-

214.1/T) 
NIST 

220 - 

2000 

81 H2O2 + ClO HO2 + HOCl 5.06x10-13 NIST 298 

82 H2 + ClO HOCl + H· 1.1x10-20 NIST 298 

83 HO2 + ClO O2 + HOCl 4.8x10-13 exp(700/T) NIST 200 - 300 

84 ·NH2 + ClO HOCl + NH 
2.11x10-16 (T/298)5.11 exp(-

1035.5/T) 
NIST 

200 - 

2500 

85 NH3 + ClO HOCl + ·NH2 
1.87x10-24 (T/298)3.85 exp(-

4344.2/T) 
NIST 

200 - 

2000 

86 CH2O + ClO HCO + HOCl 
9.12x10-12 (T/298)0.60 exp(-

3015.2/T) 
NIST 

200 - 

2000 
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Table 5-13. Cl radical reactions to be added to the photochemical model. 

 Reactants Products Rate expression Source 
Temp 

range [K] 

87 HO2 + ·Cl ·OH + ClO 6.3x10-11 exp(-570.1/T) NIST 230 - 420 

88 ClO + N NO + ·Cl 4.98x10-14 NIST 298 

89 ·CCl + N CN + ·Cl 5.71x10-13 NIST 298 

90 CHCl2 + N 
HCN + ·Cl 

+ ·Cl 
1.98x10-11 NIST 298 

91 ·OH + ClO HO2 + ·Cl 1.9x10-11 NIST 298 

92 ClO + O· O2 + ·Cl 2.5x10-11 exp(109.4/T) NIST 220 - 390 
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Chapter 6 
 

Summary and Future Work 
 

The question of whether there is life similar to ours on other planets has been motivating 

people to create new tools and models to study the universe. Perhaps, one of the most 

impactful breakthroughs of the past few decades was the discovery in 1995 of a Jupiter-

mass exoplanet orbiting a main-sequence star (51 Pegasi) by two astronomers, Michel 

Mayor and Didier Queloz. Their discovery marked the birth of an entirely new field of 

study, 'exoplanet research.' Exoplanets, sometimes referred to as 'extrasolar planets,' are 

planets that orbit stars outside the solar system. Over the past decade, hundreds of new 

exoplanets have been discovered every year, thanks to advances in telescope technology. 

 

In Chapter 1, I briefly describe what exoplanets are and how we can discover them. In brief, 

we can roughly group the exoplanets into four categories. Terrestrial planets are rocky 

exoplanets with Earth-like masses and possibly iron-rich cores. Super-Earths are much 

more massive than Earth but smaller than Uranus or Neptune. Neptune-like exoplanets 

typically have thick H2/He-dominated atmospheres similar to Neptune's and may have 

liquid oceans and ice deep in the atmospheres. Finally, gas giants are gas-dominated planets 

with a size similar to or much larger than Saturn or Jupiter. In this chapter, I also provide a 

general overview of four techniques that astronomers commonly use to discover and study 

exoplanets: the transit method, the radial velocity method, microlensing, and direct 

imaging. Each technique has its own advantages and disadvantages. In recent years, more 

and more exoplanets have been discovered through the transit method. A transit occurs 

whenever an exoplanet passes in front of its host star. During transit, some of the light from 

the star is absorbed by the exoplanet's atmosphere, giving us clues about the atmosphere's 

chemical compositions. In this chapter, I also introduce biosignature gases. Biosignature 

gases are gases produced by living organisms that can accumulate to detectable levels in the 

atmosphere. Once detected, it can be attributed to signs of life on the planet. I stress that, to 

be a good biosignature gas, a chemical must be detectable (i.e., it must be able to 

accumulate in the atmosphere) and distinguishable (i.e., we can distinguish it from other 

gases). So far, only a few molecules have been studied as potential biosignature gases, such 

as oxygen (O2), methane (CH4), methyl chloride (CH3Cl), nitrous oxide (N2O), 

methanethiol (CH3SH), DMS ((CH3)2S), among others. In a recent paper published by our 

group (Seager et al., 2016), we propose that we should systematically evaluate All Small 

Molecules (ASM) as possible biosignature gases. Inspired by this idea, in recent years, our 

group has studied some new and even exotic biosignature gases, such as phosphine (PH3) 

(Sousa-Silva et al., 2020), isoprene (C5H8) (Zhan et al., 2021), and ammonia (NH3) (Huang 

et al., 2022), to name a few. 

 

In Chapter 2, I comprehensively review the various methods I have used in my research. 

Specifically, I focus on the following three methods: Henry's law equation and Henry's law 

constants, my simplified chlorine steady-state chemical model, and our comprehensive 

photochemistry model. In our study, we find that the solubility of a chemical species can 

profoundly affect whether it can accumulate in the atmosphere. The more water-soluble a 

chemical is, the easier it is to dissolve in cloud droplets and rainwater, making it difficult 



145  

for the chemical species to accumulate to detectable levels in the atmosphere. We usually 

use Henry's law to describe the solubility of a substance. There are many types (i.e., 

variants) of Henry's law constants, the most common of which is the physical Henry's law 

constant (HCP) with a unit of mol Pa-1m-3. In our research, we often compare Henry's law 

constants of the biosignature gas candidates we want to study with those of some common 

atmospheric gases. In this way, we can intuitively feel the impact of wet deposition on the 

biosignature gas and make preliminary predictions about whether it can accumulate in the 

atmosphere. Henry's law constant is also a function of temperature, which can be 

approximated by the van't Hoff equation. Next, I take a closer look at my simplified 

chloride steady-state chemical model. I developed a simplified chloride steady-state 

chemical model to study whether hydrogen chloride (HCl) is a good bioindicator in an H2-

dominated atmosphere. Thanks to this simplified model, we can have a rough idea of 

whether HCl gas would accumulate to detectable levels in an H2-dominated atmosphere 

without running our complicated photochemistry code. I have to make two assumptions for 

my simplified chloride steady-state chemical model to work. First, I assume that HCl and 

CH3Cl are trace gases in the atmosphere, and their respective production flux is small. 

Therefore, their presence does not affect the concentration of other major chemical species 

in the atmosphere. Second, I assume that HCl and CH3Cl are well-mixed in the atmosphere, 

and their concentrations do not change with height. Since HCl is in a steady state in the 

atmosphere, its production flux must equal its total removal flux. I consider three removal 

pathways for HCl: wet deposition, dry deposition, and photochemical destruction, each of 

which can be estimated using equations. In my model, I assume that life does not directly 

produce HCl gas but produces CH3Cl, which is later photochemically converted to HCl in a 

high-reducing H2-dominated atmosphere through this reaction: CH3Cl + H → CH3 + HCl. 

Hence, the production flux of HCl is equal to the reaction flux between CH3Cl and H. 

Overall, we can write a balanced equation where the only unknown is the bioproduction 

flux of CH3Cl, and we can use the equation to solve for the concentration of HCl in the 

atmosphere. 

 

In Chapter 2, I also introduce our photochemistry code in detail. In our research, we often 

use our one-dimensional photochemistry model (Hu et al., 2012) to calculate the mixing 

ratio of the biosignature gas we want to study as a function of vertical altitude in an 

exoplanet atmosphere. The most prominent feature of our photochemistry code is that it is 

very flexible: we can use it to simulate different planets with different atmospheres orbiting 

a wide variety of host stars. In our research, we often use GJ 876 as the host star for our 

simulated exoplanets because GJ 876 has the lowest near-ultraviolet (NUV) and far-

ultraviolet (FUV) output of all the available stars. We have three benchmark scenarios: 

CO2-dominated highly oxidizing atmospheres, N2-dominated weakly oxidizing 

atmospheres, and H2-dominated reducing atmospheres. We have a different temperature-

pressure profile and an eddy diffusion profile for each scenario. For each of the scenarios 

we study, we set the planet's surface pressure to 1 bar and temperature to 288 K. We divide 

the atmosphere into two layers: a lower convective layer and a higher radiative layer (Hu et 

al., 2012). We set the temperature of the convective layer to follow the dry adiabatic lapse 

rate. We set the temperature above tropopause to 160K, 200K, and 175K for the H2-

dominated, N2-dominated, and CO2-dominated atmosphere. Since we do not consider 

heating in the upper atmosphere, we assume the temperature to be constant (isothermal) in 

the radiative layer (Hu et al., 2012). In our model, the vertical mixing processes are 
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parameterized by the atmosphere's eddy diffusion coefficient (kzz). The choice of Kzz can 

impact whether the biosignature gas can accumulate in the atmosphere because 

photochemistry is most important in the upper atmosphere layers, whereas we assume that 

most biosignature gases are primarily produced at the planet's surface. The larger Kzz, the 

more likely the biosignature gas will be transported to the upper atmosphere before being 

removed by wet or dry deposition. Kzz is measured or inferred for solar system planets but 

is not known for exoplanets. In our studies, we often use the known Earth's eddy diffusion 

profile and scale it up to approximate the eddy diffusion profile of our simulated 

exoplanets. Currently, our photochemistry code includes more than 800 reactions and 111 

species. In our simulations, we include all the reactions mentioned in (Hu et al., 2012) 

except for reactions that involve more than two carbon atoms (C>2-chem), HSO2 thermal 

decay, and high-temperature reactions (Hu et al., 2012). Moreover, we set the surface 

deposition (including rainout and dry deposition) of H2, CO, CH4, N2, C2H2, C2H4, C2H6, 

and O2 to zero to facilitate robust comparison with reference benchmark scenarios from (Hu 

et al., 2012). 

 

In Chapter 3, I examine the potential of NH3 as a biosignature gas. I am motivated to study 

the biosignature potential of NH3 since NH3 plays a significant role in biochemistry. Due to 

its high bio-usability, plants and various microorganisms can easily absorb NH3. NH3 is an 

ideal nitrogen source for life on Earth since it can be integrated into various amino acids 

and other organic molecules without life having to break the strong N2 triple bond. 

Additionally, some life can use NH3 as an energy source by oxidizing NH3. Furthermore, 

NH3 stands out from all the previously studied biosignature gases because NH3 has a very 

high solubility in water. NH3's high water solubility means the atmospheric accumulation of 

NH3 is highly dependent on planetary conditions such as whether life produces a substantial 

amount of NH3 and whether there are active NH3-removal sinks on the surface (including 

land and ocean). To study NH3 as a potential biosignature gas, I use various approaches, 

ranging from comparing Henry's law constants for different atmospheric gases to our 

simplified ocean-NH3 interaction model to applications of our comprehensive 

photochemistry code and transmission spectra model. In brief, NH3 in a terrestrial planet's 

atmosphere is generally a good biosignature gas, primarily because terrestrial planets have 

no significant known abiotic NH3 source. However, the conditions required for NH3 to 

accumulate in the atmosphere are stringent. NH3's high water solubility and high bio-

useability likely prevent NH3 from accumulating in the atmosphere to detectable levels 

unless life is a net source of NH3 and produces enough NH3 to saturate the surface sinks. 

Only then can NH3 accumulate in the atmosphere with a reasonable surface production flux. 

Specifically, for the highly favorable planetary scenario of terrestrial planets with H2-

dominated atmospheres orbiting M dwarf stars (M5V), we find a minimum of about 5 ppm 

column-averaged mixing ratio is needed for NH3 to be detectable with JWST, considering a 

10 ppm JWST systematic noise floor. When the surface is saturated with NH3 (i.e., there are 

no NH3-removal reactions on the surface), the required biological surface flux to reach 5 

ppm is on the order of 1010 molecules cm-2 s-1, comparable to the terrestrial biological 

production of CH4. However, when the surface is unsaturated with NH3, due to additional 

sinks present on the surface, life would have to produce NH3 at surface flux levels on the 

order of 1015 molecules cm-2 s-1 (~4.5×106 Tg year-1). This value is roughly 20,000 times 

greater than the biological production of NH3 on Earth and about 10,000 times greater than 

Earth's CH4 biological production. Additionally, volatile amines share NH3's weaknesses 
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and strengths as a biosignature since volatile amines have similar solubilities and 

reactivities to NH3. Finally, to establish NH3 as a biosignature gas, we must rule out mini-

Neptunes with deep atmospheres, where temperatures and pressures are high enough for 

NH3's atmospheric production. 

 

In Chapter 4, I examine the biosignature potential of CH3OH in detail. CH3OH is an 

important precursor molecule for life's biochemistry, as it is the building block of a diverse 

set of biochemicals such as acetic acid, methylamines, and methyl esters, to name a few. In 

the atmosphere, CH3OH is a significant source of formaldehyde (CH2O) and carbon 

monoxide (CO) (Tie et al., 2003; Solomon et al., 2005; Millet et al., 2008; Hu et al., 2011). 

CH3OH has many advantages as a biosignature gas candidate. First, CH3OH's hydroxyl 

group (OH) has a unique spectral feature compared to other anticipated gases in rocky 

exoplanets' atmospheres. Second, there are no significant known abiotic CH3OH sources on 

terrestrial planets in the solar system. Due to CH3OH's high water solubility, the limited 

amount of abiotic CH3OH produced can be easily removed by rain, making it extremely 

difficult to accumulate. Third, life on Earth produces CH3OH in large quantities. In this 

chapter, I use a variety of approaches, from comparing Henry's law constants for different 

atmospheric species to our one-dimensional photochemistry model and our transmission 

spectra (SEAS) model. Despite CH3OH's advantages, we consider CH3OH a poor 

biosignature gas in terrestrial exoplanet atmospheres due to the enormous production flux 

required to reach its detection limit. For the highly favorable planetary scenario of an 

exoplanet with an H2-dominated atmosphere orbiting an M5V dwarf star, we find that only 

when the column-averaged mixing ratio of CH3OH reaches at least 10 ppm can we detect it 

with JWST. CH3OH bioproduction flux required to reach the 10 ppm JWST detection 

threshold must be on the order of 1014 molecules cm-2 s-1, which is roughly three times the 

annual O2 production on Earth. Considering that such an enormous flux of CH3OH is 

essentially a massive "waste" of organic carbon - a major building block of life, we think 

this flux, while mathematically possible, is likely biologically unattainable. We also find 

that, due to the presence of surface deposition, CH3OH does not experience runaway, even 

at extremely high flux. CH3OH runaway can only occur in the exceptional case with no 

CH3OH surface deposition (i.e., no rainout or dry deposition). This exception happens only 

if CH3OH bioproduction is robust enough to saturate its surface sinks. Considering CH3OH 

runaway, we estimate that the required CH3OH bioproduction flux to reach the 10 ppm 

JWST detection threshold is approximately 9×109 molecules cm-2 s-1 (~ 77 Tg year-1), 

which is about 8% of the annual CH4 production on Earth. Beyond CH3OH, we argue that 

alcohols with long carbon chains (C > 4) are poor biosignature gas candidates due to their 

high water solubility and relatively low volatility. Finally, although CH3OH can 

theoretically accumulate on exoplanets with CO2- or N2-dominated atmospheres, such 

planets' small atmospheric scale height and weak atmosphere signals put them out of reach 

for near-term observations. We hope that as telescope technology improves, potential 

biosignature gases (e.g., CH3OH) that are not yet readily observable with the JWST can one 

day be observed and more thoroughly studied. 

 

In Chapter 5, I carefully examine the bioindicator potential of HCl. In the atmosphere, some 

biosignature gases do not survive photochemical destruction. These biosignature gases 

themselves cannot accumulate to detectable levels in the atmosphere. We can only infer the 

presence of biosignature gases by detecting their photochemical products. We refer to the 
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final products of the chemical reactions of biosignature gases as bioindicators (Seager et al., 

2013). I am motivated to study hydrogen chloride (HCl) for its many advantages as a 

bioindicator in H2-dominated atmospheres. In highly reducing atmospheres, many gases are 

converted to their most hydrogenated (i.e., reduced) form: dimethyl sulfide (DMS) will be 

turned into H2S and CH4; N2O will be turned into H2O and N2 (Seager et al., 2013). Since 

the most reduced form of Cl element is HCl, atmospheric methyl chloride (CH3Cl) and 

chlorine (Cl2) gas will end up as HCl in H2-dominated atmospheres. In addition, there are 

very few abiotic sources of HCl, the only exception being volcanic activity. The high water 

solubility of HCl means that only when life converts enough non-volatile forms of Cl into 

HCl gas can HCl accumulate in the atmosphere to detectable levels. I developed a 

simplified chloride steady-state chemical model to study whether hydrogen chloride (HCl) 

is a good bioindicator in an H2-dominated atmosphere. Despite HCl's advantages, I believe 

that HCl is not a suitable bioindicator because it cannot accumulate to detectable levels on 

an exoplanet with an H2-dominated atmosphere orbiting an M5V dwarf star similar to GJ 

876. Through my model, I find that even if life on such a planet produces CH3Cl at a flux of 

3.5×1013 molecules cm-2 s-1, the same as Earth’s gross oxygen production flux, there is still 

less than 10 ppb of HCl in the atmosphere, far from being detectable by JWST. The 

extremely high water solubility of HCl means that wet deposition can efficiently remove it 

from the atmosphere, preventing HCl from accumulating to detectable levels in the 

atmosphere. 

 

In Chapter 5, I also provide a comprehensive literature review on the abundance, 

distribution, and circulation of chlorine on Earth. Chlorine is very abundant on Earth. Of the 

94 naturally-occurring elements, chlorine ranks in the top 20 in terms of abundance 

(Graedel et al., 1996; Öberg 2002; Sharp et al., 2013; Atashgahi et al., 2018; Svensson et 

al., 2021). So far, there is no consensus on the exact value of the total amount of chlorine on 

Earth, with estimates ranging from a low of about 1×1012 Tg to a high of about 2×1013 Tg 

(Graedel et al., 1996; Sharp et al., 2013). Chlorine is not evenly distributed on Earth but 

concentrated in its three major reservoirs: the mantle, the crust, and the ocean (Graedel et 

al., 1996; Sharp et al., 2013; Svensson et al., 2021). Specifically, nearly all of Earth's 

chlorine (> 99%) is locked up in the mantle. Chlorine in the mantle hardly participates in 

Earth's chlorine cycle, the only way being through volcanism (Graedel et al., 1996). Crustal 

chlorine can only participate in cycling via weathering (Graedel et al., 1996). Even though 

oceanic chlorine represents only a tiny fraction (< 0.1%) of the Earth's total chlorine 

reserves, it plays a vital role in the chlorine cycle thanks to its high accessibility and 

mobility (Graedel et al., 1996). In addition to the three main reservoirs mentioned above, 

other chlorine reservoirs include freshwater (e.g., lakes and rivers), the pedosphere (e.g., 

soil, sediment, and litter), the atmosphere (troposphere and stratosphere), the cryosphere 

(e.g., glaciers and ice caps), and the biosphere (Graedel et al., 1996; Sharp et al., 2013; 

Atashgahi et al., 2018; Svensson et al., 2021). Earth has a very complex chlorine cycle. 

From a mass perspective, chlorine transfer between the oceans and the atmosphere 

(troposphere) dominates Earth's chlorine cycle (Graedel et al., 1996; Svensson et al., 2021). 

Specifically, the injection of sea salt aerosols from the oceans to the atmosphere is the most 

significant inter-reservoir chlorine flux on Earth, followed by the return of chlorine to the 

oceans via surface deposition (i.e., wet and dry deposition) (Graedel et al., 1996; Svensson 

et al., 2021). In this chapter, I also review the solubility of chlorine-containing gas 

molecules (e.g., methyl chloride (CH3Cl), chloroform (CHCl3), and carbon tetrachloride 
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(CCl4)), discuss the acidity of chlorine-containing acids (e.g., hydrochloric acid (HCl), 

hypochlorous acid (HClO), and chlorous acid (HClO2)), and explore naturally occurring 

chloride minerals and their properties (e.g., halite (NaCl), sylvite (KCl), and molysite 

(FeCl3)). 

 

Overall, this thesis summarizes my work in identifying and characterizing potential 

biosignature gases. My research is highly interdisciplinary, which includes chemistry, 

atmospheric science, astrobiology, geology, and computational simulation, to name a few. 

My thesis aims to improve our understanding of biosignature gases and provide more 

diverse research methods and a more comprehensive framework for future work. One of my 

priorities in the near future is to complete and publish my HCl paper. To accomplish this 

task, I have to run our photochemistry code and quantitatively confirm the results from my 

simplified chlorine chemical model. To properly simulate an exoplanet with robust chlorine 

bioproduction, as a first step, we need to collect all relevant chlorine reactions and encode 

them into our model. The chlorine reactions we are looking for must satisfy the following 

two conditions. First, the reactions must be able to take place within the atmospheric 

temperature range we are simulating (i.e., between 160 K and 290 K). Reactions that can 

only occur at high temperatures (e.g., high-temperature thermal decomposition reactions) or 

low temperatures (i.e., cryogenic reactions) are excluded. Second, since we are simulating 

an exoplanet with a reducing H2-dominated atmosphere, we exclude those reactions in 

which the reactants are oxidized chlorine compounds (e.g., reactions involving ClO2 or 

ClO4). We have currently identified 92 potential chemical reactions that meet our 

requirements. The next step is to read the literature for these reactions to ensure that all the 

reaction rates are correct and up-to-date. Next, we must properly encode all these reactions 

into our existing model and ensure our photochemistry model still works. Our current 

photochemistry model is not perfect, and there are many areas that we can improve. For 

example, we can check and revise the existing reaction network. All the reactions were 

collected and compiled in 2012. Over the past decade, the reaction rates of many reactions 

have been revised or corrected. Many of these updates have not yet been incorporated into 

our photochemistry code. Another area we can improve on our photochemistry model is to 

make it more self-consistent (i.e., smarter). Currently, there is no feedback loop between 

our temperature-pressure and atmospheric composition profile. Therefore, when our 

simulated scenario deviates significantly from the initial condition we prescribed, our code 

might start to produce some errors. If our code could autonomously update its parameters 

(e.g., T-P profile) on the fly, our code could simulate a broader range of atmospheric 

scenarios than it currently can. Our model currently doesn't include high-energy electrons or 

protons. Therefore, we might slightly underestimate the overall removal flux of chemicals 

in the atmosphere. We can get more accurate results by having high-energy electrons or 

protons in our future simulations. In our studies, we often use the known Earth's eddy 

diffusion profile and scale it up to approximate the eddy diffusion profile of our simulated 

exoplanets. We want to point out that this approximation is not physically accurate for 

exoplanets. The Earth's diffusion profile takes this shape because of the absorption of UV 

by O3. The eddy diffusion profiles will likely have different shapes on exoplanets without 

ozone layers. In the future, we can try to develop an analytical method to better estimate the 

Kzz profiles. Currently, we do not include atmospheric escape in our simulations. On Earth-

sized exoplanets, gases such as H2 can escape. However, we assume that the H2 mixing 

ratio is constant in the atmosphere. We can improve our future simulation results by 
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considering atmospheric escape (especially H2). In the long run, my future research is full 

of possibilities. There are many new projects I can do in the future. I have a lot of 

knowledge and experience in experimental science. Two of the three experiments I 

participated in during my Ph.D. have been published (Seager et al., 2020; Zhan et al., 2021), 

and one is currently in prep. In the future, I hope to be able to participate in more cool 

scientific experiments if I have the opportunity. At present, JWST has just started its 

science operation. I am very proud to be a member of the JWST GTO team. I hope to be 

more involved in JWST research projects in the future. Planetary science is an 

interdisciplinary science that includes physics, astronomy, biology, and chemistry, to name 

a few. I hope my interdisciplinary strengths will bring my unique contribution to planetary 

research. In the long run, through my hard work and dedication, I hope to leave my own 

footprint in the field of planetary science. 
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