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ABSTRACT

This thesis is devoted to the study of hadronic final states in ete~ annihilations over
the center of mass energy range 22 GeV < /s < 47 GeV. We use two independent methods
to determine the strong coupling constant of QCD: the Asymmetry of the energy-energy

correlations function, and the planar triple energy correlations function. Our resutlts for

the first method are:

(35 GeV') = 0.129 + 0.004 + 0.012,

a,(44 GeV) = 0.108 + 0.007 £ 0.010;

whereas the second method yields:

0:o(35 GeV') = 0.137 £ 0.004 + 0.015,

0o(44 GeV') = 0.108 £ 0.007 + 0.012.
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We observe that the largest source of systematic errors is due to the fragmentation
process for which a consistent theory is yet to be developed. Using the variation of o,
with the center of mass energy, we determine the QCD scale parameter A in the minimal

subtraction scheme:

80
As75 =100+ 20-:52 MeV.
Combining our results with those from lower energy experiments we conclude that

a running strong coupling constant is strongly favored over a constant strong coupling

constant.

Finally, we present tests of cluster fragmentation models. We shov that such models
give better fits to the data when used with fixed order matrix element QCD calculations

than with LLA calculations (parton showers).

Thesis Supervisor: Min Chen
Title: Professor of Physics
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Chapter 1
INTRODUCTION

In the last decade, our understanding of the nature of strong interactions has increased
considerably. Indeed, we have now a wealth of data, from both collider and fixed target
experiments, that clearly support our best candidate for a theory of strong interactions:
Quantum Chromodynamics (QCD). From the conceptual point of view, QCD provides
a comprehensive and well defined theory of the strong force. This is mainly due to its
fullfilment of the two basic requirements of a field theory: Renormalizability and Local

gauge invariance.

However, unlike Quantum Electrodynamics (QED) or the Glashow-Weinberg-Salam
(GSW) theory of electrcmagnetic and weak forces, QCD has not yet yielded unambiguous
quantitative predictions which can be confronted with experimental data. This has its
origin in the hierarchai relationship between observed particles (mesons and baryons) and
the fundamental constituents (quarks and gluons); in other words, the basic fields of the
QCD lagrangian are not directly observed in nature. They undergo a hadronization process,

rot described by QCD, that confines them into hadrons, see Fig. 1.1.
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QCD, as a field theory, has basically only one paramater which determines the strength
of quark-gluon and gluon-gluon interactions. At large momentum transfers, QCD exhibits
the so-called asymptotic freedom or vanishing of the coupling constant. This is precisely
what makes QCD pertubative calculations legitimate. One should bear in mind that even for
nowadays experiments, for which the momentum transfer is of the order of tens of GeV’s, the
strong coupling constant, commonly noted a, is big (compared, e.g to agegp = ﬁ) with a
value of ~ 0.1. In perturbative series, this implies that high order terms are important. To
date, many complete 2™¢ order QCD calculations exist, as well as semi-phenomenological

hadronization models.

It is the goal of this thesis, to use high energy ete collisions data, taken with the
MarkJ detector at PETRA, to make measurements of g at various center of mass energies,
as well as a systematic study of the dependence of such measurements on different QCD

calculations and hadronization models.

The thesis is organized as follows. In chapter 2 we present the basic theoretical concepts
necessary for this work. Chapter 3 and 4 are devoted to a description of the experimental
set-up, data manipulation and event selection. In Chapter 5, we determine the strong

coupling constant ag. A conclusion of this work is given in Chapter 6.

We compare our results with other experiments in Appendix A. Finally, we present

various tests of cluster fragmentation models in Appendix B.
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Chapter 2

Theoretical
Concepts

2.1 Introduction

Quarks were introduced by Gell-Mann and Zweig [2-1], as spin % basic building blocks
of the numerous strongly interacting particles discovered between the 1940s and 1960s. This
followed the suggestion by Gell-Mann and Ne’eman (Eightfold way) [2-2] that hadrons with
the same spin and parity were related to each other through a global SU(3) symmetry, in
the same fashion as the SU(2) isospin symmetry was invoked to explain the electric charge

independence of the strong force.

Quarks were subsequently identified with the partons cbserved in the deep inelastic
lepton-nucleon scattering experiments [2-3] performed at SLAC. These experiments estab-
lished that quarks carried the expected spin and fractional charges. Furthermore, the

observed scale invariance [2-4] showed that, within the energy scale being probed, quarks
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were point-like. However, this picture has been confronted with a serious dilemma: it was
able to predict the existence of a new particle {1~, but violated at the same time one of the
fundamental laws of physics, the Pauli principle. 1~ was a baryon built from 3 quarks being
in the same quantum state. To solve this puzzle, a new degree of freedom for hadrons was
postulated: color [2-5]. Irrefutable experimental evidence for cclor came from measurements
of the decay rate of #° — 2+, and the total hadronic cross section in ete~annihilations.
These data show that there are 3 color states, commecnly referred to as: Red, Blue and
Green. At present, 5 quarks flavors, u(up), d(down), s(strange), c(charm), b(bottom) have

been discovered. In table 2.1 we show the quantum numbers of quarks.

Quarks I Is ] c b Q B

u 1/2 1/2 0 0 2/3 1/3
d 1/2 -1/2 0 0 0] -1/3 1/3
s 0 0 -1 0 0 -1/3 1/3
c 0 0 0 1 0 2/3 1/3
b 0 0 0 0 -1 -1/3 1/3

Table 2.1 Isospin,strangeness,charm,bottomness,charge,baryon number of quarks.

In addition, massless vector particles, called gluons, are believed to hold the quarks
together inside hadrons. There are 8 types of gluons which are flavor neutral and do not
participate in electro-weak interactions. The observation of 3-jet events [2-6],[2-7] at Petra

was a direct evidence for gluons, and at the same time a major success of QCD.

2.2 The Fields and Lagrangian of QCD

QCD [2-8] is a Yang-Mills [2-9] (local) gauge theory based on the SU(3) 010, Symmetry:
it describes the interaction of a triplet of colored quarks and an octet of vector gluons. Quark
fields w37, carry a Dirac index (a), a color label (a) and a flavor label {r). They transform

according to the fundamental 3 representation of SU(3).s10r as:
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Ve (z) = Y U (w(2)) ¥ (2) (2.1)
5
with
ab wl(z)) = eianiw"(z)
U of) = [¢¥)]

where the A* are the usual Gell-Mann matrices [2-9], satisfying [A%, A7) = 2ifiak Ak fisk
being the structure constants of SU(3).010. Similarly, the gluon fields A:;(:z) (p being a

four-vector index and i a coler label) transfrom as:

A,(z) - UA(2)U! — g(a“U)Uf (2.2)

where A,(z) is the hermitian matrix:

8\ .
Au(z) = ?AL(“‘)
=1
Introducing the field strength tensor
F,, =0,A,-3,A,—1g[A,, A, (2.3)

and the covariant derivative

. LAY
D,=98,- t.g(?)A“

one gets the following lagrangian density for QCD:

1 -
L= FuF* + ¥ (i7,Dy — m,) ¥’ (2.4)

g is the bare coupling constant of the theory and m, is the mass of flavor r. This
lagrangian is written in terms of the unrenormalized fields ¥" and A, and is not yet properly

quantized, therefore it cannot be used as such to compute scattering matrix elements.
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1

One way to overcome this difficulty [2-10], is to redefine the fields as: ¥" — Z7¥" and
1

A, — Z$ A, (Z; and Z3 being the renormalization constants) and introduce gauge and

ghost terms ( in order to remove unphysical states) as follows:

ﬁ i E + ﬁgauge + Eghoet
with
1 12
Liauge = Y [&;AL] , (covariant gauge),

and

th.ost = 2tr{3“ﬁD“T]}

where

Dun = B“r; - '.g[Ay-a ’7])

n is the ghost field. From this complete lagrangian, one can read off the Feynman rules

necessary to do any QCD calculation. These are given in Fig. 2.1.

2.3 QCD and ete™ jets

One of the biggest advantages of ete~collisions is the simplicity of the initial state
which consists of pointlike particles. Electrons and positrons annihilate through a photon
or Z° into f f, the cross section at a center of mass energy /s being given by the Electroweak

theory [2-11]:

oew = N ) _[Q} +2Q rxwset gl + xb s (987 + 952 (o + 917)), (2.5)
f

where xw = [sin?0wcos?0w (M2, — 8)]7?,
gy = T;L — 2Qqsin’0y 13 the weak vector coupling,

9% = T3, isthe weak azial coupling,
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Ti 1 1s the third component of the weak isospin of the produced fermion, 8y the weak
mixing angle, Mzo the Z° mass, N. = 3 the number of colors, and Q 7 the electric charge
of flavor f.

Two different procedures are used to formulate the perturbative approximation for the
final state. In ”fixed order QCD”, every term in an expansion is retained up to a certain
order (to date, up to the 2"¢ ), while neglecting higher oder terms. In ”leading-log QCD
(LLA)”, one sums the largest contributions from all orders, while neglecting non-leading

terms at each stage. In this study, we will consider only ”fixed order QCD”.

To 0% order in QCD, the total cross section for e*e~— hadrons is given by the quark-

parton model:

0°=3.0,,> Q% (2.6)
7

where ¢, = §7ra2/s is the 1°* order cross section for the process ete~— utpu~, o
being the fine structure constant. This cross section describes the process shown in Fig.
2.2a.

The 1°t order cross section can be expressed as:

ol'= 1412+ IBI1*+ |A® C|

where | A|? refers to the contribution from Fig. 2.2a (0t* order), | B|? comes from the
bremsstrahlung diagrams in Fig. 2.2b, whereas | A ® €| refers to the interference of the
virtual diagrams 2.2c with the 0** order diagram 2.2a. Each of the diagrams 2.2¢ diverges
as the momentum of the virtual gluon increases (”ultraviolet divergence”). However, these
divergences cancel! when the three terms are summed. The total cross section is found to
be [2-12):

ol =o° [1 + 5;—] (2.7)
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One can also express the three parton cross section [2-13]:

1 d%o(ete” —q39) _ @.,  z3+7z] 4 . — 2Pyg
o° dzgdzg Tor (1= z)(1—z4)° M /s

(2.8)

where Cy = (N2 —1)/2N, = 4/3 is the Casimir operator. The two poles in the denom-
inator reveal the presence of infrared (z; = 1 and z; = 1) and colinear (z; = 1 or z5; = 1)
singularities. These singularities reflect the physical impossibility of distinguishing an iso-
lated quark from a quark which has emitted an arbitrarily soft gluon, or a gluon along its

direction of motion.

In order to reject such singularities from the three parton phase space, resolution cuts
are introduced. Two sets of cuts are commonly used, the scaled parton-parton invariant

mass cut (Y cut):

. PP, - P,.P;

Y, =2 > Yeus, 2.9
TR R ' (29)
and the Sterman-Weinberg cuts [2-14] (e — Scut):
€= mini > €cut and  cos(28) = max o P < c0s(28.ut), (2.10)
i (Ek Pk) - i#25 PiP;

where P;, P; are respectively the momentum vector and magnitude of parton ¢. Usual
cutoff values are 0.2 to 0.5 for Y.,:, corresponding to an invariant mass of 3.5 GeV to 5.5
GeV at /s = 35 GeV, c0s(26.4:) = 0.9 and € ranging from 0.07 to 0.15. A three parton event
containing a parton pair which fails the cut is substracted from the three parton sample
and treated as a two parton event. This procedure explicitly removes the divergences from

the three parton cross section.
Finally the 2"¢ order corrections are given by summing the following contributicns:

i) : 4-parton events ete~— ¢gq7 and ete~— gggg given by the diagrams of Fig. 2.2d.
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ii) : Interference of the diagrams of 2.2a with the two-loop corrections of Fig. 2.3b to

ete™— q7.
iii) : Interference of diagrams 2.2b with the one-loop corrections of Fig. 2.3ato ete~— g¢gg.

However, the total cross section to 2" order has not yet been computed from the sum of
the dressed* 2, 3 and 4 parton cross sections. Instead, it has been related to the imaginary
part of the inverse photon propagator {2-15]. Furthermore, 2™% order QCD calculations
depend on the particular method to renormalize a,. In the M S scheme (" modified minimal
subtraction”) [2-16], and assuming five quark flavors, the total hadronic cross section is given
by:

0? = 0° |1+ (22) + 1.405(22)7, (2.11)
with the coupling strength «, is given by:

2r
= bolog(s/A?) + (b1/bo).log(log(s/A?))’

(2.12)

Q,

where b, = 36?3 and b, = 2—:—. The parameter A has its origin in the summation of the
infinite series of single loop corrections (cf [2-12]). It defines the scale of the coupling and

has to be determined experimentally.

A cutoff procedure is again implemented for removing infrared divergences. The two
cutoff procedures yield different expressions for the individual two and three parton cross
sections. However they were shown to converge to identical limits in the case of vanishing
cutoff values [2-17]. The three parton cross section has been calculated by several groups
[2-18]. In this study, we use a calculation, based on Ref. 18a, which uses a Monte Carlo
integration of the phase space [2-19].

* By dressed n parton event, we mean the total contribution to this class of events from genuine n
parton events and (n+1) parton events which failed resolution cuts.
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2.4 Fragmentation

As already pointed out, QCD does not provide a description of the fragmentation
process through which partons dress themselves up into observed hadrons. To make any
confrontation between experimental data and theory, various fragmentation models have
been developed. In this study, we consider three of them. In this section, we describe them
in order of increasing sophistication, starting with the Independent Jet (1J) model, then the

string and parton showers models.
2.4.1 Independent Jet Fragmentation (1J)

Originally introduced by Field and Feynman [2-20a] for ete~— ¢g, this model was extended
te ete~— ggg by Hoyer et al.[2-20b] and Ali et al.[2-20c]. The principle is sketched in Fig.
2.4a. Each jet is an independent ¢ — ¢’ + meson cascade repeating until there is insufficient
energy to continue. All needed quarks are pulled from the vacuum. This model implicitly
fails to conserve energy and momentum. This is fixed by a suitable Lorentz boost of the

jets of hadrons. Gluon jets are handled as g7 pairs. This model uses three parameters:

a). oq, the width of the distribution of the transverse momenta kr of the quarks in the

jets, assumed to be gaussian ~ ezp(—k}/202),
b). P/(P+V), P/V being the ratio of primordial pseudoscaiar mesons to vector mesons,

c). The fragmentation function f}(z), of flavor q into a hadron,

f:(z) =1-ar+3ap(l-2)* for u, d, s quarks,

for b, c quarks,

fiz) =

where,

2= (E + P”)ha,dron
(E+ Py))

quark
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E being the energy and P the component of the momentum P along the direction of the
primordial quark. The function f*(z) determines the likelihood of the hadron carrying off

a fraction z of the parent quark’s initial £ + Pj.
2.4.2 The Color String Model (Lund)

In this model [2-21], a light g pair is produced at (¢ = 0,z = 0) and the particles travel
out along the light-cone, losing energy to the color field between them (the stored energy
is about 1 GeV/fm), see Fig. 2.4b. ¢ pairs are born in this color field at random points
and eventually form bound states. The quark pair production points P,, P;, P;, etc..., are
required to lie on hyperbolae defined by z? — t? = M2/K?, where M, give energy levels
and K a constant. Lorentz invariance is a natural property of string fragmentation and
the fragmentation function is fixed by demanding that the creation points be independent.

Left-right symmetry imposes a fragmentation function given by:

fM(2) = (1 - 2)°z lezp(~bM] /2),

where M? = M? + P? is the ”transverse mass” of the produced hadron and the two
parameters a and b are constants determined from data. This model produces jets which are
shifted from the original parton directions, particularly distorting three jet events, where
one observes more particles on the side of the event opposite the ¢7 region, see Fig. 2.5a. In
this thesis, we use the Lund fragmentation Monte Carlo, version 6.3 [2-21b], with a = 1.0
and b =0.7.

2.4.3 Cluster models

These models have been introduced more recently [2-22]. In this approach, quark pairs are
generated and initiate parton showers by radiating gluons. These gluons can split again
into gluon pairs, and less frequently into quark pairs. The process is terminated when the
virtual mass of the initial parton reaches a cut-off value and colorless clusters are formed. In
the Gottschalk model that we use, the cutt-off value is set at 1.0GeV2. Figures 2.5b,c give
a description of these processes. Cluster models have fewer parameters than the previous

two and are usually used together with LLA parton generation. However, in this study we
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also use our fixed order QCD calculation. We will not attempt fits to ay with these models,
but rather investigate on their ability to describe various measured distributions. This will

be done in Appendix B.

The IJ and Lund models are the two extreme cases. In the former, the interaction
between partons is assumed to be negligible until the end of the fragmentation process. In
the latter, maximal interaction between partons through strings is assumed. For pure ¢§
events, the two models do agree however. Cluster models lie somewhere in between these

two approaches, depending on the momentum region being considered.
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Chapter 3

The
Experiment

3.1 Petra

The ete~storage ring PETRA [3-1] (Positron Elektron Tandem Ringbeschleuniger Anlage)
with its four experiments and its injection apparatus is shown in Fig 3.1a and 3.1b. The
ring, with a circumference of 2.3 kilometers, has eight long straight sections, two of which
are reserved for the RF accelerating cavities. Electrons are injected from Linac I into DESY
(Deutsches Elektronen Synchrotron), accelerated to 7 GeV, and injected into the PETRA
ring to ‘cvm two bunches of 3-5 mA each. Each bunch has a length of, approximately, 1.3 cm
in r.m.s, and tranverse dimensions o, and o, of respectively 500um and 100um. Positrons,
produced by scattering electrons off lead targets, are accelerated in Linac II, accumulated
in PIA (Positron Intensity Accumulator), and further accelerated in DESY before being
injected into PETRA. The two pairs of counter—circulating bunches are further accelerated
and focused to collide inside the four experiments. PETRA has been providing luminosity

runs at various center of mass energies, ranging from 13 GeV at its beginning in November



Chapter 8: The Ezperiment 20

1978, up to 46.78 GeV in spring of 1984. Mini—f quadrupoles were installed in 1981 about 4
meters from the interaction regions in order to increase the luminosity by a strong focusing
of the electron and posiiron beams. The maximum instantaneous luminosity collected with
the MARK-J detector was 1.6-10%! /cm?/sec. In this thesis, we use all the data taken,
through an eight year period, with the MarkJ detector. The bulk of this data is at a center
of mass energy /s ~ 35 GeV.

3.2 The Mark-J detector

The MARK-J detector, Fig 3.2a and 3.2b, consists mainly of three parts: a high res-
olution inner vertex detector, elgctromagnetic and hadron calorimeters, and a muon spec-
trometer. For its last year of data taking, Mark-J has been modified, compared to its earlier
configuration [3-2], by the introduction of a new high resolution vertex detector: the TEC
(Time Expansion Chamber), Fig. 3.3. Particles leaving the e* e~ interaction region traverse
the detector layers shown schematically in Fig 3.4. Outside of the beampipe is the vertex
detector, the TEC, followed by arrays of drift tubes (labelled DT in Fig 3.3) to measure
the z coordinate along the beam axis. The next layers are the lead scintillation counters
(A,B,C) for electromagnetic shower detection, surrounded by the inner drift chambers of
the muon spectrometer (S,T,U,V). Proceeding radially outwards, four layers of scintillation
counters (K), dedicated to hadronic energy deposit measurements, are imbedded in the
magnetized iron of the toroidal magnet. The outermost part of the detector completes the
muon spectometer with trigger counters (D,E), and more drift chambers half way through
(Q) and outside (P,R) of the magnet.

The vertex detector, TEC, Fig 3.5a, is a drift chamber bhased on a time expansion

principle {3-3], and has the following features:

(a) : A low field drift region (drift velocity of ~ 7 microns/nsec), separated from a small,
high field, detection regior, Fig. 3.5b.

(b) : A ”cool” gas (CO, with i-C4H1o as quencher) to get the lowest possible diffusion.

(c) : 100 MHz Flash-ADC system to sample the pulses and allow for drift time determi-

nation by a center of gravity method.
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More details on this chamber can be found in Ref. [3-4]. TEC is glued onto a 10
cm diameter beam pipe whose thickness amounts in total to 3% radiation length. The
chamber itself consists of 12 segments having 12 sense wires each. In order to solve the
left-right ambiguity, the sense wire planes were tilted with respect to the radial direction
by an angle of 4°. The average resolution achieved on single tracks was ~ 40 pu, whereas
the two—track separation ability was tested to be ~ 400 pu. For this analysis, we do not
use the information provided by the TEC due to problems encountered with its calibration.
Instead, we used the set of 2600 drift tubes. These surround TEC and were used for the
z coordinate measurement, Fig. 3.6a. They cover the polar angle from = 10° to 170°
and the entire azimuth less 7° in each corner. The resolution per tube is 0.03 cm. Figure
3.6b shows the reconstructed z vertex position using the DT for Bhabha events. The 1.3

cm resolution is in agreement with the beam characteristics of Petra.

Both endcap regions are covered by 24 scintillation counters H and 48 G lead glass
counters covering the small angle region 5° < § < 10°, as shown in Fig. 3.7. The information
from these counters was used only for the data taken in 1986 in order to study the effect of

a closer to 47 detector acceptance.

The inner calorimeter provides most of the information about hadronic events. It is
subdivided into three azimuthally segmented layers of shower counters (A,B,C in Fig 3.3).
Each counter is made up of 0.5 cm thick pieces of scintillator alternated with 0.5 cm thick
lead plates. At normal incidence this yields 3, 3 and 12 radiation lengths or a total of 1
absorbtion length. The 20 A counters are arrayed parallel to the beamline outside of an iron
box which surrounds the vertex detector. They cover the polar angle § = 12° to 168° with
no azimuthal holes. The 24 B and 16 C counters are arranged similarly to the A counters,
but are offset in ¢ and shorter, covering § = 16° to 164°. Each of these sixty counters is
instrumented with a phototube at each end. The time and magnitude of both phototube
pulses are digitized with TDCs and ADCs and recorded. The longitudinal hit positicn
is measured by a weighted average of the positions determined from the time difference
between the two pulses and from their relative magnitude. The energy deposited in each
counter is determined from the two pulse heights corrected for attenuation. The leakage of
electromagnetic showers from electrons and gamma rays into the outer calorimeter is less

than 4%. In figures 3.8 we show the energy distributions for each counter type separately.
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On average, a hadronic event deposits 75% of its energy in this inner calorimeter.

The outer calorimeter (K), absorbs the remaining 25% of the energy from a hadrcnic
event. The 192 scintillation counters are arranged in four layers interleaved with 2.5 to 10
cm of iron for a total of 2 absorbtion lengths at normal incidence. The two inner (outer)
layers cover the polar range 6 = 43° to 137° (26° to 154°) with azimuthal holes of 10° (4°).
In this calorimeter the ¢ resolution is ~ 2° better than in the inner calorimeter because
of the finer segmentation. The longitudinal resolution is worse because only one end of
each counter is viewed by a phototube. Energy distributions for each of the K counters are
shown in figures 3.9. The active solid angle for this outer caiorimeter is 95% of 4x. The

hadronic energy resolution is about 17% at 1/s=35 GeV.

The inner part of the muon spectrometer consists of twelve planes of drift chambers
(S,T) enveloping the inner calorimeter (A,B,C}, and ten similar planes (U,V) covering the
endcap regions. Following are the magnetized iron plates, two plane drift chambers (Q),
the scintillation counters (K) and the TOF trigger counters (D). The magnet provides a
minimum bending power of 1.7 Tesla-m. Muons are identified by their ability to penetrate
the 5.4 hadronic interaction lengths of material in the toroidal magnet. The ten (P) and
twelve (R) outer, large area drift chambers complete the spectrometer and are mainly used
to measure the muon tracks angles. All drift chambers are of similar construction and
permit to solve left-right ambiguity by a system of displaced layers of cells. Individual cells
have a resolution of 0.4 mm for perpendicular tracks. More details on these chambers as
well as the rest of the Mark-J detector can be found in Ref. [3-2].



(page 23) I— —-l

Chapter 4

Data
Manipulation

4.1 Introduction

Every 3.8 us electrons and positrons collide in the central region of the MarkJ detector.
However, only a small fraction of these events can be used for physics analysis. Indeed, with

~24-1 1.~

a luminosity of 10%l¢m , one expects approximately 123 Liadronic events per hour at
\/8 ~35 GeV: the majority of the signals from the detector components are background
signals originating in beam-gas and cosmic ray events. Furthermore, such a high event
rate (260,000 events/sec) cannot be handled by the data acquisition system. It is therefore
imperative to perform a data reduction. This is achieved by a two-stage procedure, the first

being online and the second offline.
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4.2 Online data reduction

The online data reduction is arranged in three stages: a fast electronic trigger, a
total energy trigger, and a final selection assigned to a Microprogrammable Branch Driver
(MBD). The goal of this system is to reduce the data taking rate from 260 kHz to 1 Hz at
the time of dumping out the event on magnetic tape. Evidently, this data reduction is set
up to take into account all kinds of possibly interesting events, not just those of hadronic
nature. We describe here, however, only parts relevant to the hadronic event selection.

More details on the whole system can be found in [4-1].

The hadron trigger relies mainly on informaticn provided by the electromagnetic calorime-}§

ter (A, B and C counters in Fig. 3.2), namely on:

(a) : The number of A, B and C counter elements hit.

(b) : Total energy loss in A, B, C.

(c) : Energy balance between opposite quadrants of A, B, C counter arrays.

Practically, the first condition of this trigger requires that the event causes at least
three A and three B counters to give signals. The last two conditions are satisfied by any

two of the following requirements:

A, > 50MeV and Az > 50MeV
A; > 50MeV and A, > 50MeV
B, > 50MeV and By > 50MeV

B; > 50MeV and B, > 50MeV

* S B b B

Cy 2> 50MeV and Cy; > 50MeV

& C;>50MeV and C, > 50MeV

where A, Ag4, A; and A, refer to the energy deposited in an A counter located respec-
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tively in the upper, lower, left, and right quadrant of the detector. Similar definitions apply

to B and C counters.

This first stage trigger is not sufficient for reducing the event rate which can still be
high (during unfavorable beam conditions, it can reach 400 Hz). It is brought down further
by the two last stages of the online data reduction system: the total energy trigger and the
MBD filtering. At this level, a fast and concarvative estimate of the total energy deposited

in the counters is performed. The event is accepted if this total energy exceeds Vs/6.

Approximately 15 hadronic event candidates, per minute, are finally written to mag-
netic tape via a PDP-11 online computer. Monte Carlo studies have shown that this online

data reduction is practically 100% efficient.

4.3 Offline event selection

In a rather similar fashion, the offline data selection is reached in three steps. The goal
of this selection being to reject any background signals while keeping the acceptance for
hadronic events as high as possible. The major sources of background for hadronic events

are the following:

# : Two photon events, mainly ete~— ete~f*f~ and ete~—ete g7 where the f’s
P y

stand for fermions.
& : Tau events ete~— rt7— — hadrons
& : Bhabha events ete~—ete™
& : Beam-gas interactions.
The selection relies primarily on energy considerations. For convenience, we introduce
here some notations concerning energy vectors. Each counter hit (i.e A, B, C and K’s in
Fig. 3.2) is assigned a unit vector &; pointing to its position. The center of the reference

frame being the center of the MarkJ detector. The energy vector associated with a counter

hit 1 is therefore the vector: E;.€; where E; is the energy measured by counter 1. The total
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measured, or visible, energy in an event is:
Eyie = E :Es
i

, whereas the total energy vector is:

For an ideal detector, one would expect E = 0. In real life situations, it is used to study
the energy imbalance of the event, namely by considering the longitudinal energy E; = |E,|
and the transverse energy E, = /EX+ E2, E;, E, and E, being the components of E.

For the final hadronic sample these quantities are shown in Figures 4.1 and 4.2.
The selection proceeds as follows:

1. 0.25\/s < Ey;s < 2.04/5. The lower bound mainly rejects events with muons, and part
of the two photon and beam-gas events. The upper bound rejects cosmic showers which
can deposit large amounts of energy in the detector. At least 60% of the data sample

is rejected at this first step.

2. Eyis > 0.35\/s, E; < 0.70 /s and E| < 0.70,/s. We shall refer to this cut as 35/70/70
cut. Furthermore, the energy deposited in the outer calorimeter (K counters, Fig. 3.2)
is required to be in the range 0.05,/s to 0.70\/s. Finally, a multiplicity cut imposing
the number of tracks, within 10 cm of the interaction point, in the vertex detector (DT
in Fig. 3.2), to be larger than three. This step rejects most of the 7 pair events as
well as part of the bhabha events. After this step, the sample is splitted in two parts:
identified hadrons and ambiguous events. Typically, more than 80% of the hadronic

events are identified at this stage.

3. This last stage involves visual scanning of the ambiguous events from step 2 above.
Selection on this stage is based on energy distribution and balance, timing information
from the counters, as well as the number of tracks fitted in the vertex detector. Figures
4.3, 4.4 and 4.5 show displays from various detector components of a selected hadronic

event.
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The sample gotten at the end of these steps is still not the final one that would be used
for physics results. This is due to the rather approximate nature of the cuts applied. Indeed,
before finalizing the sample, a detector calibration, which we describe later, is performed.

The sample used in the analysis is required to satisfy:
Eus'a > 07\/§$ El < 0'5\/51 E, < 0'5\/‘;

. We shall refer to this cut as 70/50/50. In Fig. 4.6 we show the number of hadronic events,
after all cuts, as a function of /s, from the eight year running period of MarkJ. The 31,500
events at 1/s ~ 35GeV constitute the bulk of the total sample.

4.4 Detector calibration

There are two quantities that one seeks from the detector compconents: energy deposited
and position of the hit. Hence, it is of primary importance to know continuously, in as
much detail as possible, the response and the behavior of each of these components. Before
describing the methods used for calibrating relevant parts of the MarkJ detector, we show
first how position and energy are calculated. Each of the inner calorimeter counters (A, B,
C) is viewed by two phototubes, whereas the outer calorimeter counters (K’s) have only

one phototube. Each phototube is connected to a TDC and ADC, as shown in Fig. 4.7a.

1. Position Determination : The x and y coordinates are taken as those of the center

of the counter hit. The z position (along the beam) is calculated from both ADC

information:
A ADC5.Gain,

Za= 5"’"(,4,1301 .Gainl)

and TDC information:

Zr = %-((Tz — To2) = (T1 — To1))

with A being the light attenuation length in the counter, v, the velocity of light in the
counter, ADC; and T DC; the ADC and TDC readings (after pedestal substraction),
and Gain; and To; the gain and zero timing for each phototube. The zero timing Tp is
identified with the electronics time, and can be expressed as:

d
To=T—t.—t;=T - — —t
Ve
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where ¢, is the travel time of light in the scintillator, and #; is the time of flight from

the interaction point to the counter hit position (Fig. 4.7b).

The two formulae above are valid only for the two-phototube counters. For the single
phototube counters (K), the z position is obtained either from the TDC information or from
extrapolation of the A, B, and  counter tracks. The final z position assigned to a hit is
a weighted sum of Z4 and Zr, the weights being determined by an algorithm taking into

account the counter type, the ADC and TDC readings.

2. Energy Determination : It is given by the following formula:

E = G ;(ADCy.Gainy (52X 4 ADC, Gainy.eh=2)/2)

where [ is the counter length and Gy is a factor depending on the geometry of the

counter and the type of interaction (electromagnetic or hadronic).

The dependence of energy and position measurements on the above constants imposes
a continuous monitoring of their values which are expected to vary with time due to the

following reasons:
e Changes in the photomultiplier gains.
e Changes in the light propagation velocity and attenuation length.

» Changes in the electronics.

Two types of events are central to the detector calibration: cosmic rays and bhabha
events. They are used to adjust the gain constants and the time zero constants Ty. Pedestal
values are obtained by randomly opening the ADC gates (i.e with zero input charge to
the ADC’s). Cosmic rays previde a good source of energetic muons (minimum ionizing
particles) which deposit a constant energy E, in the counters. A large number of such
events is carefully selected and used to determine the gain constants from the relation:

B,
ADC — Pedestal’

where ADC is the average ADC value for a given counter and Pedestal the corresponding

Gain =

pedestal.



Chapter 4: Data Manipulation 29

On the other hand, bhabha events leave clean tracks in the drift tube arrays (DT).
By comparing Z;,, the expected counter hit position extrapolated from the DT track, to
the position determined by the counter itself (Zrpc or Zapc), one can determine T and
make a fine adjustment of the gains. In Fig. 4.8a and 4.8b we show the distributions for
Ziu — Zrpc and Z, — Zapc for the inner A counters. These show that the resolution
for Zrpc and Z, pc are respectively 19 mm and 46 mm. Another plot that would show
systematic shifts in z positicn measurements is Z;, — Z4apc or Z,, — Z1pc versus Z,, see
Fig. 4.9a and 4.9b.
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Chapter 5

Measurement of the
Strong Coupling Constant|

In this chapter, we present measurements of the strong coupling constant ag at various
center of mass energies. We first describe the implementation of the models, in particular
the MarkJ 2"% order QCD calculation. Then, we define the variables used for the mea-
surements, the Asymmetry (ASY) of energy-energy correlations (EEC) and Planar Triple
Energy Correlations (PTC). Finally, by fitting the theoretical models to our data, we deduce

a‘.
5.1 Implementation of the models

The complete Monte Carlo simulation of the process ete~— hadrons proceeds in four main

steps:
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o Generation of two primary quarks through both virtual photons and Z°. Radiative

corrections are handled up to order O(a®), using the code of Berends et al., [5-1].

o Production of additional quarks and gluons from the primary quarks to 2"¢ order in
QCD. We describe this procedure below.

e Generation of primary hadrons and subsequent decay of the unstable ones among them.

We already described this process in Chapter 2, (fragmentation).
e Simulation of the detector response to the events generated.
5.1.1 MarkJ 272 order QCD caiculation

The MarkJ QCD calculation [2-19], uses the matrix elements of Eilis-Ross-Terrano, [2-18],
with a prescription due to Kunszt [5-2], aimed at improving the convergence of the numerical
computations. The cross sections for 2,3 and 4 jet * events, with jet resolution cuts imposed

are:

O3—j5et — 03—Born + O3—yir + O4—so0ft — O3—soft, (5°1)
O4—jet — O4—Born — T4—so0ft, (5-2)

2
O2—jet =0 —O03_j5et — O4—jet (5'3)

where 03._pBorr, and 04_Born are the the contributions of diagrams 2.2b and 2.2d respec-
tively, 03_y:r is the virtual correction to ete™— ¢gg, namely the interference of diagrams
2.2b with 2.3a. 03_s05t and 04,05 refer to contributions, which fail the resolution cuts,
from, respectively, 3-jet and 4-jet events. o2 is the order O(a?) total cross section given by
equation (2.11). The O(a?) corrections to 3-jet events is factorized as a two-dimensional

function R(z,,z, — z4) in the Dalitz distribution:

* In this context, the word ”jet” refers to the number of QCD partons.
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1 do(e*e™ — a19)
o° dzr,d(z, — z4)

— a0 )2
= A, - {1+R(z,,xq zg) - }, (5.4)

where z; = 2P;/\/s are the normalized momenta, and ¢° the Ot* order total cross
section, equation (2.6). The function R and the constant 4, do not depend on «. However,
R does depend on the resolution cut. It is fitted to a polynomial function of z, and z, — 24
which gives the O(a?) correction to the 3-jet cross section. In table 5.1 below, we give the

fractional partial cross sections for various values of the invariant mass cut-off Y,,,.

Yeut 2 jets 3 jets O(ay) 3 jets O(a?) 4 jets
0.02 0.432 0.423 0.105 0.040
0.03 0.567 0.319 0.096 0.018
0.04 0.659 0.253 0.078 0.009
0.05 0.725 0.204 0.065 0.005

Table 5.1 Jet fractions at /s = 35 GeV with ag = 0.12.

5.1.2 Detector Simulation

After fragmentation of the generated parton events, the response of the detector to the
produced hadrons is simulated. Particles are represented by energy vectors whose inter-
section points with the active parts of the detector are computed. Tabulated information,
obtained from test beams, give, for each counter element, the energy deposited, penetration
depth and angular position for each particle. To make comparison easier with data, all
the hits are digitized in the form of ADC and TDC measurements. Care is taken to take
into accourt the counters characteristics in this digitization, namely attenuation length,
speed of light in the scintillator, time slewing due to varying pulse heights and multiple
hits. Time of flight corrections are also included. The output of this detector simulation
is compared directly to the data. We use this detector simulation to study the detector

acceptance for hadronic events, as well as the background. The acceptance is computed by
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a direct comparison of the number of generated events to the number of events ”detected”
by the simulation process. It is found to be 75% for the 70/50/50 cut (see Sec. 4.3). For
the same cut, the background contribution from Bhabha, tau-pair and two-photon events
is less than 4%.

The Monte Carlo prediction for any variable X is determined in the following manner.
It is computed separately for each event type n (2-jet, 3-jet O(ag), 3-jet O(a?), or 4 jets)

and then normalized to the corresponding number of events N,,:
Xn= 73— > Xim, (5.5)
”
From this one can write the prediction for X, for a given a4, as follows:

MC — Z:=1 XnAnon(cs)
X ) = E:=1 Anon(as) ’ (56)

where A,, and 0,(a;) are respectively the detector acceptance and fractional partial
cross sections for event of type n. XMC(n,) as written above is compared directly to the

data. o, is then varied in order to perform the fit.

5.2 Choice of variables

As seen in Chapter 2, QCD describes the quark-gluon and gluon-gluon interaction, the
scale of the coupling being given by a,. Theferore, a first requirement on any variable used
to determine o, is the sensitivity to gluon emission. Such a phenomenon appears, in real
life, as a deformation of the usual 2-jet event topology due to the underlying ete~— ¢gg
process. Inderd, if one of the quarks emits a gluon, then one expects - for not a too
energetic gluon - the corresponding jet to be broader than the one opposite it. If the quark,
anti-quark and the gluon share equally the total energy, then the event topology becomes
isotropic with three distinct jets arranged as a star a ia ”Mercedes-Benz”. Genuine three
jets lie on a plane, due to momentum conservation. A large number of variables aimed at

measuring o, have been proposed; only a few of them proved to be reliable. In addition to
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the actual ”experimental measurability” of any variable, it is required to fulfill the following

criteria:
a) Small high order corrections from the QCD perturbative expansion.
b) Reascnably insensitive to the jet resolution criteria.
c¢) Small dependence on fragmentation effects.

The last criterion favors variables which are linear in the particle momenta. This is
particularly important for the MarkJ detector where only energies deposited in counter
elements (and not momenta) are measured. Furthermore, since fragmentation effects are
supposed to decrease following an inverse power of s law, whereas QCD contributions vary
as ~ logs, then a relatively flat dependence on s for the variable would certainly be an
advantage. Finally, one should bear in mind, that cuts are usually applied on the variable.
Such cuts are adjusted, using Monte Carlo studies, so that a good selection of relevant
events is achieved. Any dependence of a physics result, such as ag, on these cuts is added

to the systematic errors.

Amongst the first variables used are Thrust, and Oblateness [5-3]. The thrust value T

is defined as:

> Bl
T = max &il2H 5.7
m?x S E; (5.7)

where the £ which maximizes the above expression is known as the thrust axis. On the

other hand, the oblateness is given by:

Oblateness = Oy = Major — Minor, (5.8)

where the Major and Mincor are given by:

. ) g .AJ
———-—~—E£Eb,r‘ , and (5.9)
s 3

Mejor = max
Y
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X | B
2.' E,- ’

Minor = fLi, and & L, (5.10)

where (5.9) is maximized while varying s and keeping i1 L {. The minor axis i approx-
imates the axis of minimal energy flow. Since ¢gg events are expected to have a significantly
larger Major than Minor, then a large oblateness will be a measure of ” three jettiness”. In
the MarkJ analysis [5-4], o, was first determined from fits to thrust distributions and to the
fraction of events with O, > 0.3. Both thrust and oblateness were shown to be non-reliable
for ag measurements. Thrust is dominated by ¢§ events for which fragmentation effects are
large. This is not the case for O,, which was then preferred to thrust. In addition, thrust
depends on the resolution cuts, as shown in Fig. 5.1a and 5.2a. The oblateness distribution
of Fig. 5.1b is more stable, however its integrated contribution shows substantial variation
for vanishing invariant mass cut, Fig. 5.2b. Furthermore, as shown in Ref. [2-18b], second

order corrections to thrust and oblateness are important.

In this study, we use another class of variables, commonly referred to as the energy
weighted cross sections, in order to determine a,,. We define them in this section and study

their suitability for ag measurements.
5.2.1 Energy-Energy Correlations
The Energy-Energy correlation function X¢, introduced by Basham et al.[5-5], is cal-

culated as the energy weighted sum over pairs of particles i and j at an angle x;,; between

them:

Neo kpk Acosx/2
c EFEF cos x+ x/
1 dZ*(cosx) _ le ; %: e / §(cos x5 — cos x')dcos x/,

2
Otot dcCOSYX Ejie ACOSX Jeosx—A cos x/2

(5.11)

N., is the total number of events. The inner sum extends over all pairs of particles in
an event. Experimentally, it consists of plotting the pairwise products of fractional energy

depositions versus the cosine of the angle between them. An immediate advantage of the
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EEC is that it requires no detailed knowledge of individual events, such as determination of
event axes. While pure two-jet events are expected to have entries only at the boundaries
cosx = =1, three-jet events do have contributions in the region —1 < cosx < 1. Four-
jet events, due to their relative isotropy contribute symmetrically around cosy = 0. An
interesting feature of three-jet events, however, is that they contribute more at negative
cos x¥ than positive cos x. This naturally suggests the introdution of a new variable, the
Asymmetry (ASY) of the EEC:

1 [dZ<(cos(m ~ x)) dZ<(cosx)
Otot dcos(m — x) dcos x

A(cosx) = , —1<cosx<0. (5.12)

In addition to being particularly sensitive to three-jet events, A(cos)) was shown to
reduce fragmentation effects [5-6]. Figures 5.3 and 5.4 show the dependence of the EEC
and ASY distributions on, respectively, (€cut,8cut) and Yeus. Although, the EEC does show
some dependence on the cuts, it is clear that the ASY is practically stable against the cuts.

In Fig. 5.5, we show the dependence of the integrated ASY:

0
ASY = / A(cos x)dcos x, (5.13)
-0.72

on Y_,:. The lower limit of integration is set to -0.72 instead of -1.0 in order to select the
three-jet region. The integrated ASY is again seen to be stable and therefore we conclude
that the ASY is an ”infrared safe” variable. Both the EEC and ASY have been calculated
to order O(a?) [5-7]. The 2"¢ order corrections have been found to be s 30% for the EEC
and ~ 10% for the ASY. It is clear that the ASY fulfills the previously mentioned criteria.

This makes it well adapted to measurements of ag.
5.2.2 Triple Energy Correlations
For consistency checks, it would be helpful to have at hand another variable that could

be used to measure az. The Triple Energy Correlation function just does that. It has been
introduced by F. Csikor et al.[5-8] and is defined in the same spirit as the EEC, as follows:
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1 dzTc aSs E"E"E
LY e
Otot XmdxdeS AXIAX?AXS N Y n=14,5,k ""

where the outer sum runs over all the events, and the inner sum runs over all triplets
of particles. The angles x; are the relative angles between the three energy verctors. Of
particular inter~st are planar events, in which case one has only two independent angles,
the third one being fixed by the constraint 3, x; = 2x. Experimentally, we select planar
triplets by requiring |27 — x; — x2 — Xx3| < 8, where 8, is chosen to be 0.1 rad. One can
therefore define the Planar Triple Energy Correlation function (PTC):

N,., planar

1 dZPT¢ 1 1 > EPETE}
Otot dx1dX2 Ax1Ax2 Ny E3, ’

n=1 3,5,k vis

(5.15)

Three jet events dominate the central region defined by x; < 180° — 8 and x; + x3 >
18G° + B. Monte Carlo studies show that for 8 =s 40°, the contribution of three-jet evenis
is more than 80%. The boundary regions, namely for x; — 180°, x2 — 180°, and x3 — 0°
receive contributions mainly from ¢ events and ¢gg events where the emitted gluon is soft
or collinear to one of the quarks. In figure 5.6, we show a ”lego” plot of the PTC distribution
for the 35 GeV data. The stability of the PTC against the resolution cuts is demonstrated
in Figures 5.7 and 5.8, for respectively the Sterman-Weinberg (€cys, 8cut) and invariant-mass
Y.us cuts. We also define the integrated PTC:

1 dZ'PTC
= th x; °_ 180° 5.16
I(B) o // Dxrdns dx1dxa, with x; < 180° -8, x1+x2 > + 8, (5.16)

which again shows stability against resolution cuts, Fig. 5.9. Order O(a2) corrections
to the PTC have been determined to be ~ 20%. It is clear that the PTC is well adapted
to ag measurements. It is also a natural measure of three jet events since all three jets are
treated equally, whereas in the ASY, one always integrates over one jet. This is illustrated

by the following normalization:
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dEPTC dEmm—planar dxe
/ X f b , (5.17)

dx1dx dx1dx: X2 = dx

where X¢ is the EEC function, and En"°"—Planar g the contribution from non-plana:r

triplets.

5.3 Determination of oy from the ASY function

In Fig. 5.10 and 5.11 we show the measured distribution for the EEC and ASY com-
pared to Monte Carlo predictions, for, respectively /s = 35 GeV and /s = 44 GeV. We
fit Monte Carlo distributions by minimizing the following x?:

xila) = { 4P - 4@ [Vt {apee - Ao}, (sa9)

k,l
where AP%*® and A}C(a,) are, respectively, the measured ASY and MC predicted
ASY -as given by Equation. (5.6)- for the k** bin in cos x. Vy is the covariance matrix,

introduced to take into account bin to bin correlations. It is defined as:

Data r MC
Via = |04(Z°) + o2 (Z'°)] tak,(2°) +02(Z°) , (5.19)
where
cos x5 = cos(m — Xk), and,
oh(Z°) = [ 2(2""2"") (E =) (Z =),
with 2(") A cos x Z ng ’ for | cos x — cos x;;] < Acosx/2.
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The shape of this matrix is shown in Fig. 5.12. One notices that away from the peak
at (cosxx = —1.0, cosx; = —1.0), the off-diagonal terms are not negligible compared to
the diagonal terms. We have studied the ASY function over the energy range 22 GeV <
Vs < 46.7 GeV, see Fig. 5.13. We show below the results of the fits to a, for both the 1J

and Lund fragmentation models.

€ 22 GeV 35 GeV 41 GeV 44 GeV 46 GeV

0.07 |.093+.045 | 0.117+.004 | .088+.009 | 0.099+.006 | .1114+.012
0.10 | .0774.035 | 0.122+.004 | .090+.010 | 0.106+.007 | .115+.012
0.13 | .081+.038 | 0.126+.005 | .094+%.011 | 0.107+.008 | .117+.012
0.15 | .076+.040 | 0.129+.005 | .097+.011 | 0.110+.008 | .123+.013

Table 5.2 «, measurements (IJ model) vs. € cut. x2/D.o.f < 1.5.

€ 22 GeV 35 GeV 41 GeV 44 GeV 46 GeV

0.067 | .1384.051 | .129+.004 | .101£.011 | .103+.007 | .112+.013
0.10 | .118+.055 | .137£.005 | .102+.012 | .110+.008 | .118+.015
0.13 | .082+.040 | .144+.006 | .106+.013 | .105+.009 | .120+.016
0.15 | .1014.040 | .148+.006 | .109+.013 | .108+.009 | .1224+.016

Table 5.3 a4 measurements (Lund model) vs. € cut. x%/D.o.f < 1.5.

In order to study any dependence on the resolution cuts, we also determine a4 using

the invariant mass cuts. The results are given below.

All the errors in tables 5.2, 5.3 and 5.4 are siatistical only. A first striking feature of
tables 5.2 and 5.3 are the lz-ge statistical errors for the 22 GeV results. The data sample
at this energy is as large as the one for 41 GeV, Fig. 4.6, therefore the effect is not due only

to statistics. There is physics behind this: the cross section for e*e~— ¢y is expected to
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Yeui 0.02 0.03 0.04 0.05
35 GeV .148+.004 .1504.005 .151+.005 .152+.005
44 GeV .115+.006 .117+£.007 117+.007 .1161.007

Table 5.4 a, measurements (Lund model) vs. Y,y:. x2/D.o.f < 1.5.

dominate over the cross section for ete~— ¢gg at relatively low energies. Therefore the
background to the three-jet event sample at low energies (say /s < 25 GeV) is important.
This is also one of the main reasons why we do not presert results for \/s = 14 GeV where

the effect is even more noticeable.

We discuss now the main sources of systematic errors involved in the determination of

ag from the ASY function. These are:

1. Detector calibration and simulation: The shape of the ASY function is particularly
sensitive to shifts in position measurements. In figure 5.14 we show the effect on the
ASY function due to a an intentional shift in the z-position measurement. The shift
was a linear function of z: Az = —a.z/L, where L is the counter half-length and a a
constant adjusted to produce shifts of 20 mm at the end of the counters. Such a shift
is very conservative, since in practice one can correct for it by suitable calibration, as
described in Chapter 4. The effect of detector simulation has been studied by using
a second program, GHEISHA [5-9], as described in Ref. [5-10]. The total combined

effects from these contributions to the systematic error is found to be ~ 5%.

2. Acceptance: We studied two aspects of the acceptance. One due to the selection cut (i.e
cut 70/50/50) and the other to the neglect of regions with small angle with respect to
the beam axis (endcap region). The first effect was investigated by changing the cut to
50/50/50 and 50/60,/60. While doing so, the acceptance was found to increase, namely
from 75% to 85%, resulting also in an increase of the background contribution from tau-
pairs, Bhabha and two-photon events. With the 50/60/60 cut we get: oz = 0.118+.004
at /s = 35 GeV using the 1J model (¢ = 0.10). Comparing to table 5.2, we deduce
a systematic shift of less than 5%. For the second effect, we analyzed the 1986 data
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taking into account the endcap counters H and G, Fig. 3.7. This results in an improved
energy resolution, as shown in the total energy plot, Fig. 5.15. The EEC and ASY
functions, hewever, are insensitive to the inclusion of the H and G counters, Fig. 5.16.
We conclude that the fact that the MarkJ detector does not cover the entire solid angle

does not introduce any systematic errors.

3. Resolution cuts: These effects can be read off directly from tables 5.2, 5.3 and 5.4. We

estimate them to be ~ 7%.

4. cos xo cut: This cut was set to -0.72 in the analysis in order to exclude most of the ¢
contribution to the ASY function, while keeping the statistics at a resonable level (the
entries towards cos x = 0. have the largest statistical errors). In Fig. 5.17, we show

the variation of g with respect to cos xo. There is no sign of systematic shift.

5. Fragmentation effects: The differences between the two models (IJ and Lund) reflect the
systematic errors due to the lack of a theory of fragmentation. This is the largest source
of systematic errors. We estimate it to be as large as 16%. Another possible source
of errors is related to the mean transverse momentum of hadrons in the fragmentation
process (o, parameter). Fig. 5.18 shows the variation of ay versus o4 for the Lund

model. The effect on a; is negligible.

Combining the results for the IJ and Lund models, and including the systematic errors

(added in quadrature), we get the following results:

a(35 GeV') = 0.129 & 0.004 + 0.012 (5.20)

a(44 GeV') = 0.108 = 0.007 + 0.010 (5.21)

These values are combined results from the two (1J and Lund) fragmentation models.
One notices that systematic errors are smaller for \/s = 44 GeV, this is actually expected:
iragmentation effects decrease as the energy increases (roughly a 1/4/s fall). Using the

variation of oy versus /s, we can determine the QCD scale parameter A (in the MS
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€ 0.07 0.10 0.13 0.15
IJ Model 48110 69113 79%17 94+19
Lund 6.3 95+16 128124 140430 165133

Table 5.5 A (MeV) in MS scheme vs. € cut. ASY method.

scheme) by fitting the data to equation (2.12). The results are shown in table 5.5.

Including systematic errors, we get:

+40

A=T70+13 39 MeV, (IJ Model) (5.22)
+70
A=130£25 _50 MevV, (Lund Model) (5.23)
Combining the two models, we get:
480
A=100£20"  MeV (5.24)

5.4 Determination of ag from the PTC function

We have measured the PTC function over the energy range 22 GeV < /s < 47 GeV.
The integrated PTC over this range is shown in Fig. 5.19. We also show the measured
distributions (with one angle fixed) for d>2¥TC /dxdx; compared to the MC predictions,
Fig. 5.20. To fit ag, we minimize the following x?:

! (EPTC — yPTC )2
D McC
X (oa) = 3 RS

=1 2

(5.25)
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where j refers to a cell in the (x, xi) plane. Due to the symmetry of the PTC function
in the interchange xx < xi, and the 8 cut (cf 5.2.2), we have twelve degrees of freedom
(i.e £=12) for a bin size Ax = 10°. Again, ZFTG, is determined as in Equation (5.6). We

obtain the following results:

€ 22 GeV 35 GeV 41 GeV 44 GeV 46 GeV

0.07 | .079+.013 | .121+.004 | .097+.008 | .095+.006 | .133+.011
0.10 | .078+.013 | .123+.004 | .102+.008 | .101+.007 | .141+.012
0.13 | .082+.013 | .1294+.005 | .108+.009 | .103+.007 | .146+.013
0.15 | .087+.014 | .130%+.005 | .112+.009 | .104+.008 | .150+.013

Table 5.6 a4 measurements (IJ model) from PTC vs. € cut.

€ 22 GeV 35 GeV 41 GeV 44 GeV 46 GeV

0.07 | .118+.022 | .1494+.004 | .121+.010 | .1194+.005 | .137+.013
0.10 | .105%.021 | .151+.004 | .124+.010 | .128+.006 | .145+.014
0.13 | .098+.020 | .154+.005 | .128+.011 | .1264+.007 | .144+.014
0.15 | .0974.020 | .1554.005 | .131+.011 | .130+.008 | .148+.014

Table 5.7 a5 measurements (Lund model) from PTC vs. € cut.

The systematic errors are estimated as for the ASY method. There are however two
sources of errors specific to the PTC method: the dependence of the measurement on the
planarity angle 8, and the B cut. Varying 6, between 0.08 rad and 0.12 rad we observe that
ag changes by ~ 5%. In the same fashion, if we vary 8 from 20° to 60° we note that o,

changes by Aag = 0.01, i.e an 8% systematic shift.

The resolution cuts introduce a 7% uncertainty as can be seen from tables 5.6 and 5.7.

The dependence of a, on o, (the mean transverse momentum in the fragmentation process)
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is show in Fig. 5.20: there is less than 2% variation in the o values. The difference between
the two fragmentation models is, again, the major source of uncertainty: we estimate it to
be 17% at /s = 35 GeV. We can now combine results from the two models:

a5(35 GeV) = 0.137 + 0.004 & 0.015 (5.26)

g(44 GéV') = 0.114 + 0.006 + 0.012 (5.27)

As a cross check, we also give oy results when invariant-mass cuts are used:

You: 0.02 0.03 0.04 0.05
35 GeV .155+.004 .157+.004 .158+.005 .158+.005
44 GeV .129+.003 .134+.004 .1384.004 .137+.004

Table 5.8 a5 measurements (Lund model) from PTC vs. Y y¢.

We can now fit the QCD scale parameter A, using the results of tables 5.6 and 5.7. We

obtain the following values:

€ 0.07 0.10 0.13 0.15
IJ Model 52410 64+11 78+15 92118
Lund 6.3 199124 240+30 244134 262437

Table 5.9 A (MeV) in M S scheme vs. € cut. PTC method.

which we summarize as:
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A=65+ 12“:‘;2 MeV,  (IJ Model) (5.28)
+65
A =240+30 _70 MeV, (Lund Model) (5.29)
Again, combining the two models, we get:
A=150+ 33’_“32 Mev (5.30)

5.5 Comparison between the two methods

In this section, we check the consistency of the results obtained by the two different

methods. In the tables below, we show the differences in ag values:

Ve 22 GeV 35 GeV 41 GeV 44 GeV 48 GeV
IJ Model | .001+£.037 .001+.006 | .012 +.012 | .005 +.010 | .026+.017
Lund 6.3 | .013 £.060 | .014+.006 | .022+.016 .018+.010 .027+.021

Table 5.10 Differences in a, values from the ASY and PTC methods. (e = 0.10).

The errors given are statistical only. Although, the Lund model appears to give larger

differences, it is clear that such apparent discrepancies can be compensated for if we take

into account the systematic errors. The combined valves at 35 GeV and 44 GeV show good
agreement, as seen by comparing results (5.20) to (5.26) and (5.21) to (5.27) respectively. So

does the value of the scale parameter A. We also observe that both models show a systematic

shift between the measured oy values when using the IJ and Lund fragmentation models.



Chapter 5: Measurement of the Strong Coupling Constant 46

5.6 Running of o,

In the energy range we studied, i.e 22 GeV < /s < 47 GeV, a, is expected to vary by
~ 12%. Such a variation is containes in the errors on our measured ag values. Therefore,
from this study alone, one can only say that our measured oy is not inconsistent with the
”running” phenomenon. However, measurements of o, at lower center of mass energies are

available. Therefore, one can combine results and test the running of aj.

At lower energies, o, has been determined from the decay widths of quarkonia res-
onances, namely T and Y’ [5-11], and from Deep Inelastic Scattering (DIS) experiments
[5-12].

The obtained «, values from the first method using T radiative decay ratio I'(T —
g + hadrons) /T(T — hadrons) are:

+0.067
157 = 0.
ag(0.157My) = 0.226 0042 from T decay,
0.
ag(0.157Mys) = 0.197 —i_O éig from Y’ decay,

whereas using I'(Y — hadrons)/T(T — pp) at a higher energy yields:

+0.006
0.48 =0.16
o My) =0.1 5_0~005 from T decay,
.026
ag(0.48 My)) = 0'1971-8.018 from T' decay.

The second a, determination from DIS experiments gives the following result at /s =
10 GeV':

a,(10 GeV') = 0.165 + 0.030
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In Fig. 5.22, we show these results together with our determined «, values at higher

energies. We now use all these values to fit the QCD scale parameter A. The result is:

A=82+10 (MeV),

where the error is statistical only. The x? of the fit was found to be 1.5 (per degree
of freedom). A constant value for a, is ruled out by these data. We deduce from this
analysis that oy is "running”. The observed decrease is consistent with the QCD logarithmic

prediction, Equation 2.12.
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Chapter 6

Conclusions

This study was aimed at improving our understanding of the evolution of hadronic
final states in et e~ annihilations. We have concentrated on the determination of the strong
coupling constant as, as well as testing fragmentation models (see Appendix B). We have
used two methods relying on two independent variables in order to measure a4: the Asym-
metry of the Energy-Energy correlations function (ASY), and the Planar Triple energy
Correlations function {PTC). These two variables have been shown to be suitable for such
measurements due, mainly, to their infrared stability, small second order QCD corrections
and small variation with y/s. This is not the case for variables like thrust and oblateness.

We obtained the following values for aq:

05 (35 GeV) = 0.129 + 0.004 + 0.012

ASY Method : {
ag(44 GeV) = 0.108 + 0.007 £+ 0.010

and
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04(35 GeV') = 0.137 £ 0.004 + 0.015

PTC Method : {
05(44 GeV') = 0.114 + 0.006 + 0.012

The major source of systematic errors comes from fragmentation effects for which only
phenomenological models exist. We determine the QCD scale parameter Apss from our o,

measurements in the energy range 22 GeV < /8 < 47 GeV:

A =100 + 20 J_r:g ASY Method,

A =150+ 33 +$2 PTC Method.

Using our results together with a, values from lower energy experiments, we deduce

that a running o4 is strongly favored over a constant .

A comparison to results from similar experiments (Appendix A) shows that the appar-
ent discrepancies between the a, values published in 1982-1983 are now well understood.
They are traced back to non-exact 2™% order QCD calculations used by some collaborations.

All experiments using the ERT calculation obtain consistent results.

We also observe that cluster fragmentation models using LLA calculations (parton
showers) do not provide a good description of our data. We obtain much better fits when

using them with fixed order matrix elements.

We conclude that QCD predictions are consistent with our data. However, we still lack
a complete theoretical description of hadronic final states due to the ambiguity introduced

by the fragmentation process. Future improvements should concentrate on the following:

e Parton level: use 3"¢ or higher order QCD calculations. Unfortunately, this seems
unlikely in {he near future due its complexity. Alternate methods to fixed order matrix
elements are LLA calculations. However, as they stand at the present time, they do not
provide a good description of data (see Appendix B). A refinement of QCD calculation

seems strongly indicated.
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o Fragmentation effects: Ideally, these should be associated with parton generation in a
single theory. To date, however, their factorization seems more realistic. The semi-
phenomenological models commonly used, do provide a reasonably good description
of data. Models relying on the color string picture appear more appealing, although
our data does not rule out independent jet models. Since the fragmentation models
are phenomenological, their parameters can alwyas be tuned to reproduce data. This

approach is more likely to prevail unless a major breakthrough occurs.

o study higher energy regions: This can be reached with the advent of high energy collid-
ers (TRISTAN, SLC, and in the near future LEP). In addition to the usual excitement
(and surprises!) of probing higher energy regions, one can already see three advantages.
The first one is the reduction of fragmentation effects which are expected to decrease
with increasing center of mass energy. Pure QCD effects will then be dominant. The
second advantage is the possibility of studying multi-jet events which constitute signa-
tures of high order QCD effects. The third one is to measure «, at higher energies and
test more rigourously one the major predictions of QCD: asymptotic freedom. Fur-
thermore, a study of the Z° peak region will be possible at SLC and LEP. The biggest
advantage in such a study is the substantial suppression of QED radiative effects, hence

permitting a ”cleaner” study of QCD.
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Appendix A

Comp_arison with other
experiments

In this appendix, we present a summary of a; measurements from PETRA and PEP
experiments. All experiments initially used shape variables, like thrust, to determine g and
did not include complete 2™¢ order calculations. However, as seen in Chapter 5, on cne hand,
274 corrections were shown to be improtant, and on the other hand, the shape variables were
found to be not ”safe” quantities. As a next step, practically all collaborations included
24 order calculations, and used the safer method relying on the Asymmetry of Energy-
Energy correlations. Again, some serious discrepancies were noticed among the measured
o, values [A-1]. These conflicting results were traced back to the bias intreduced by the
approximations used in some O(a?) calculations, like the ones of Ref. [2-18b]. Indeed, all
discrepancies disappeared when the different groups used the same QCD calculation. This
short historical note is summarized in Fig. A-1. In this comparison, we censider only the
ag measurements using the ASY method. In the table below we give a summary of these

measurements.
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Experiment QCD O(a2) Fragm. Model o, Ref.
MARK-J ERT 1J 0.122 + 0.004 This

ERT Lund 6.3 0.137 + 0.005 thesis

JADE GKS Lund 0.165 + 0.01 [A-2]
GKS Indep. 0.11-0.14 ”

ERT * 0.12 4+ 0.02 [A-3]

CELLO GKS Lund 0.19+0.02 [A-4]
GKS Indep. 0.12 - 0.15 »

PLUTO ERT Lund 0.145 + 0.006 [A-5]
ERT 1IJ 0.135 + 0.006 »

TASSO FSSK Lund 0.190 + 0.009 [A-6]
FSSK Indep. 0.11-0.16 ”
ERT Lund 0.159 + 0.012 ?
ERT Indep. 0.12-10.13 »

MAC (29 GeV) GKS Lund 0.185+0.013 [A-7]
GKS Indep. 0.105 — 0.140 ”

PLUTO ERT Lund 0.147 +0.010 [A-8]
+TASSO ERT I 0.142 +0.010 ”

Table A.1

Comparison of measured a4(35 GeV) from PETRA + PEP experiments using the ASY

method.

The quoted errors are statistical only. The ”Indep.” fragmentation model refered to

in table A.1 indicates that the collaboration used various options of the IJ model. These



Appendiz A: Comparison with other ezperiments 53

options mainly concern the gluon fragmentation and conservation of energy-momentum. In
the 1J model used by the Mark-J collaboration, a gluon is assumed to fragment as a ¢§ pair,
and energy-momentum conservation is imposed via a Lorentz boost. The ERT calculation
refers to the calculation used by the MarkJ group (based on Ref. [2-18a]), whereas GKS
and FSSK refer to those of Ref. [2-18b]. The result using the ”*” fragmentation model for

the Jade Collaboration has been determined using a o 1 /+/s fragmentation law.

One notices that the GKS/FSSK calculation gives systematically larger o values.
This problem is now well understood and is due to missing terms in the matrix elements.
Measurements using the same analysis methods do agree however. Taking into account the

different fragmentation models, we deduce :

0.10 < ag(35 GeV) < 0.17

when the ERT calculation is used.
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Appendix B

Tests of
Cluster Models

We mentioned in Chapter 2 a third class of fragmentation models, the so-called cluster
models, which we did not use in the determination of ag. In this appendix, we will test
one of these models: the Caltech cluster model (CIT), version II [B-1]. In its original
version, this model uses partons generated using the Leading Log Approximation (LLA).
In this study, we will use the cluster fragmentation using both LLA partons and the MarkJ
partons, which we refer to as ERT partons (Sec. 5.1.1). The CIT model evolves in three

stages:
o Parton Generation.

e Formation and evolution of string systems.

e Low mass cluster hadronization.
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We now briefly introduce these three stages and then present tests of the two versions
of the model: ERT+CIT and LLA+CIT.

B.1 LLA Parton showers

There are two approaches to parton generation in ete~annihilations: fixed order matrix
elements (like ERT, GKS and FSSK) and LLA parton showers. Fixed order matrix elements
have been traditionally used by experimentalists to test QCD (e.g to determine ;). One
may ask why not to keep fixed order matrix elements which have been so far quite successful

in describing the data. This is motivated mainly by the following considerations:

1) At higher energies than presently available, e.g SLC and LEP, we expect higher order
jet events (i.e 4-jet, 5-jet events, etc..). This implies that higher orier QCD effects
would become important. This is akin to the necessity of O(a?) calculation to de-
scribe properly 3-jet events. Unfortunately, an O(a2) QCD calculation does not seem

imminent.

2) It has been reported by the Jade collaboration [B-2] that existing QCD calculations do
not properly describe the observed 4-jet event rate. They determine that such rate is

underestimated by a factor of 2.

LLA calculations are an alternative to fixed order matrix elements methods. They
rely on a summation of all leading terms in the perturbative QCD expansion. Non-leading
terms are neglected (in contrast to fixed order matrix elements). Practically, the idea is to
let the primary quarks (¢ and ¢ from the et e~ collision) split into quarks and gluons. These
produced partons split again. The process yields the so-called ” parton shower” which stops
when the parton invariant mass reaches the value of the QCD scale parameter Agcp. The

perturbative splittiz 4s are generated according to the following probability:

~rdzPas5(2), (B.1)
where ¢ is the squared mass of the parent parton and P4/p(z) is the appropriate

Atarelli-Parisi function of the splitting variable z [B-3]. For instance, the Altarelli-Parisi
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function for the bremsstrahlung process ¢ — gg is given by:

14 22
1-2z2°

4
Pyige(2) = 3

The formalism involves only two parameters: the LLA QCD scale Agcp (not to be

confused with Ax;5), and a cutoff ¢5 on shower evolution.

B.2 String evolution and Hadronization

The large distance color separations in QCD are usually viewed through the creation
of ¢7 pairs. A simple phenomenological picture for a confined, colorless qg system of center
of mass energy W is the "yo-yo” model [B-4]. In this picture, the ¢ pair is confined to a

string by a constant magnitude force:

b (B.2)

Subsequent pair creations are due to the breaking of the string. In the CIT model, the

probability for breaking is uniform:

dPyreak = PodA , Py constant , (B.3)

where dA = didt\/(1 — v J_i ) is the invariant area swept out by the string; ¢ is the time
coordinate, and ! and v, are, respectively, the position along the string and transverse ve-
locity of string element dl. This string model evolution of a cluster of mass W is terminated

by the following cut-off procedure:

0 ifW(Wo,

Pireak = { 1-e=?(W=W)*/2 it W > W, 4

where
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pP= I’o/ﬂ)2 N and Wo = Wth + Wma:c: (B.S)
Wy is the two particle threshold for the particular flavor of the parent cluster, and

Winaz is a cutoff parameter. Breaks are allowed at all positions along the string. If a break

occurs near one end of the string, creating a ”smaller” string of mass W, and such that:

Wi < Wir + Wiin,
then this ”small” cluster is identified with a single hadron. W,,;,, is a second cutoff

parameter. The model parametrizes experimental data tc describe the hadronization of low

mass systems.

The default values used for the five mentioned parameters are:

Agcp =0.3—0.7GeV to=1-2GeV?,
Womaz = 2.2+ 0.3 GeV Womin = 0.25 + 0.1 GeV,

p=161+03GeV.

B.3 Tests of the Model

In this section, we test the CIT model by comparing its predictions for various dis-
tributions to the FMarkJ data, corrected for detector acceptance, radiative corrections and

selection criteria. Any distribution X is corrected, bin by bin, as follows:

X (MC with ideal detector)
X(Full MC simulaiion)

X (corrected) = X(measured)
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We examine separately the two options for the model: LLA+CIT and ERT+CIT.
B.3.1 LLA+CIT Model

The first variable we study is Thrust (Equ. 5.7). Fig. B.1 shows the expected distribution
for various values of p, whereas Fig. B.2 is a similar plot for Major (Equ. 5.9). It is observed
that the model is too high for low-thrust events and too low for high-thrust events. Similar
remarks apply to the Major plot. Varying Wy,4,» and W,;,, does not cure the problem, Fig.
B.3 and B.4. One would ultimately get some improvement for either the low-thrust region
or the high-thrust region by going to much lower values of p or decreasing Agcp. However,
we were not able to find a set of parameters that correctly describes the Thrust and Major
distributions. The ASY (Equ. 5.12) function is also not well described by the model, Fig.
B.5. Variations of p, W,,,, and W, did not improve the situation. All parameters which

are not varied in the various plots were set to the above default values.

B.3.2 ERT+CIT Model

In this approach, we generate partons using the ERT matrix elements and then use
the CIT fragmentation scheme. Our study of different shape variables has led us to require
much smaller p values than those used with LLA partons. In Fig. B.6 and B.7, we show
the distributions for Thrust and Major. For 0.2 < p < 0.3, we get good agreement between
ERTHCIT and data. The ASY function is plotted in Fig. B.8. We observe the strong
dependenca of the predicted distribution on the parameter p. The agreement with data
is best with p ~ 0.3, in agreement with the preferred value from the Thrust and Major
distributions. As a final test, we show the particle flow of three-jet events (Flower plot),
Fig. B.9. The three-jet events were selected by requiring a large value of the Oblateness
(Equs. 5.10): Op > 0.3. The agreement is reasonable except at the lower regions of the
plot. It appears that the CIT model overestimates the string effect [B-5], in which fewer
hadrons are produced between the fastest two jets in a three-jet event than in the regions

between the other two jets.
B.4 Conclusions

An immediate conclusion is that the LLA calculation does not seem to describe properly
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the measured shape variables. Second order QCD calculations give better agreement with
data. The fragmentation process itself was shown to give reasonable results. The more
conventional models (IJ and Lund) have more freedom in parameter tuning (like fragmen-
tation functions and mean transverse momentum), and, consequently, yield better fits to
data. This tuning option is much more limited in cluster models due to the smaller number
of parameters. The CIT-II model has been shown, however, to give good descriptions of

other distributions, such as charge maltiplitcities and rapidity, see Ref. [B-1].
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Figure Captions

1.1: Space-time diagram for hadron production in e*e~ annihilation.
The curly line represent gluons.
2.1: QCD Feynman rules.
2.2: QCD diagrams for ete™ — hadrons:
a) 0t* order diagram for ete~ — ¢§;
b) 1% order diagrams for ete~ — ¢gg;
c) 1°t order virtual diagrams for ete~ — ggg;
d) 2”4 order diagrams for e*e~ — 4 — partons.
2.3: QCD diagrams for ete~ — hadrons:
a) 2"4 order virtual diagrams for ete~ — ¢gg;
b) 2”4 order virtual diagrams for ete~ — ¢7.
2.4: Schematic description of fragmentation models:
a) Independent model of Ali et al..
b) Space time evolution of strings in the Lund model.
2.5: Schematic description of fragmentation models:
a) Kink in the string due to gluon emission (lund model);
b) QCD parton shower with string fragmentation;
c) Same as b) but with cluster fragmentation.
3.1: a) Setup of the PETRA storage ring and experiments;
b) Injection apparatus for PETRA.
3.2: The MarkJ Detector:
(a) Side view;
(b) End view.

3.3: Side view of one half cf the inner part of MarkJ.
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3.4: Schematic description of the detector layers.
3.5: MarkJ Time Expansion Chamber (TEC):
a)End view;
b)Half segment of TEC showing drift and detection regions.
3.6: a) Side view of one half of the drift tube arrays;
b) Reconstructed vertex position from Bhatha events.
3.7: Small polar angle detector region.
3.8: Electromagnetic calorimeter:
Counter-wise energy distributions for 1986 Data versus Monte Carlo:
a) A counters;
b) B counters;
c) C counters.
3.9: Hadronic calorimeter:
Counter-wise energy distributions for 1986 Data versus Monte Carlo:
a) K2 counters;
b) K3 counters;
c) K — 4 counters.
4.1: Visible energy distribution for hadronic data after all cuts.
4.2: Transverse and longitudinal energy distributions.
4.3: Visual scan display of a hadronic event: side view of detector.
4.4: Same as 4.3: end view of detector.
4.5: Same as 4.3: Fitted tracks in drift tubes.
4.6: Total number of selected hadronic events versus center of mass energy.
4.7: a) Schematic description of a counter element with two photomultipliers;
b) Nlustration of the various timings used to determine the z position
from TDC’s (see Sec. 4.4).
4.8: Counter calibration for 1986 data:

a) Ziube — Z1Dc distribution for A counters;
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4.9:;

5.2:

5.3:

5.4:

5.5:

5.7:

5.8:

5.9:

5.10:

5.11:

b) Ziuse — Zapc distribution for A counters.

Counter calibration for 1986 data:

a) ZyupeversusZy, — Zrpc plot for A counters;

b) ZiuseversusZiuse — Zapc plot for A counters.

a) Thrust distribution dependence on ¢ cuts;

b) Oblateness distribution dependence on ¢ cuts.

a) Integrated thrust dependence on invariant mass cut. The left scale (circles with
error bars) is for full Monte carlo simulation, including detector effects and radiative
corrections, whereas the right scale (solid line) is for parton level,

b) Same plot for oblateness.

a) Dependence of the energy-energy correlation function on € cuts;

b) Dependence of the asymmetry function on € cuts.

a) Dependence of the energy-energy correlation function on invariant mass cuts;

b) Dependence of the asymmetry function on invariant mass cuts.

Integrated asymmetry dependence on € cuts. The circles with error bars (left scale)
are for full monte carlo simulation whereas the full line (right scale) is for parton level.
1986 data: three dimensional plot showing the planar triple energy correlation function.
The peaks at x1(2) are due to ¢7 final states and ¢gg final states where the emitted
gluon is either soft or collinear to one of the quarks. The contribution of three-jet
events is most dominant in the inner valley.

Dependence of the planar triple energy correlation function on € cuts. In the two
histograms one of the angles is fixed.

Dependence of the planar triple energy correlation function on invariant mass cuts. In
the two histograms one of the angles is fixed.

Integrated triple energy correlation function dependence on € cuts. The left and right
scales are as for 5.5.

35 GeV data versus monte carlo: energy energy correlations and asymmetry functions.

Same as 5.10 at 44 GeV.
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5.12:
5.13:
5.14:
5.15
5.16:
85.17:
5.18:
5.19:
5.20:
5.21:
5.22:

B.1:
B.2:
B.3:
B.4:
B.5:

B.6:
B.7:
B.8:
B.9:

Bin to bin correlations for the asymmetry function. Note that some entries are negative.
Totzl integrated asymmetry for data versus center of mass energy.

Study of the effect of a shift in z positions on the asymmetry function.

Total visible energy distribution with/without the H and G endcap counters.

Energy energy correlation and asymmetry functions with/without H and G counters.
Variation of a, (from ASY) with the cos xo cut.

Variation of a, (from ASY) with the mean transverse momentum o,.

Total integrated PTC for data versus center of mass energy.

1986 data (35 GeV) versus Monte carlo: PTC distributions with one angle fixed.
Variation of @, (from PTC) with the mean transverse momentum o,.

o, versus center of mass energy: solid lines are QCD predictions for various A values.
The low energy data are from Deep Inelastic Scatering experiments and YT decays.

a, results: comparison with other experiments. Note the big discrepancies in the period
1983-1984. The recent results are in much better agreement.

Thrust distribution: corrected data versus LLA + CIT for differeni p values.

Major distribution: corrected data versus LLA + CIT for different p values.

Thrust distribution: corrected data versus LLA + CIT for different W,,,, values.
Thrust distribution: corrected data versus LLA + CIT for different W,,;, values.
Asymmetry function: corrected data versus LLA + CIT. All parameters set at default
values (see Appendix B).

Thrust distribution: corrected data versus ERT + CIT for diferent p values.

Major distribution: corrected data versus ERT + CIT for different p values.
Asymimetry function: corrected data versus ERT + CIT for different p values.

Flower plot (particle flow of three jet events in thrust-major plane):

data versus ERT + CIT. Note that ERT + CIT overestimates the string effect.
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1986 Data vs. Monte Carlo
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35 GeV : 1986 Data.
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Ztube—Zade vs. Ztube Jo GeV - 1980 Da
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Oblateness vs. (€,6) cuts.

Thrust vs. (€,0) cuts.:
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