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Arthur Jay Benjamin 

ABSTRACT 

ac p and recovery methods using magne ic ta:pes are co1JJmon in cop 1,€: 

tili t · es sinoe informa · on stored on-line is s bject to damage. The seria. 

access nat re o the tape ed ium seve:re y restricts the flexibility and 

si ,plicity of accessing and anaging tbe stored data . .I\ ethod using a data 

networ wil _ be escribed, to present a bac up mechanism which ta es advantage 

of a large I inexpensive, random access remote data storage facility to provide 

data access an management functions that a:re mo?'e f exib e than those 

provide by a traditiona _ bac up facility. Although data transfer rates will 

oe reduce • da a access and management w·11 be sicnp ifiedt and syste 

ava labil i ty will be mprove . The work. described i5 based o a network 

backup facility built for he Hult.· cs computer utility us - r,g the ARPAnet. 
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Chapte't" One 

Introduction 

l ~ l Background 

Many con tem.pora.:y c.omputer systems are too comple:x to under s rand •,.,e 1 

enough to guarantee that they are free: from design errors. lt is even ha.rd er 

to guarantee that an impleine:n talion of the design is cor ec t . As a system 

grows in size and sophistication 1 t becomes more and more com.pl ex~ and as the 

ab ili t.y to und ,erstand this c.omplexi ty dim inish,es ~ so does con£ idence in 

c: o r;rec t and reliable ope ra.t:ion. Even · f the correctness of the im.plemen ta t:ion 

could be gu.arante:ed ~ ~cernal envir·onmental factors preclude 100% reliable 

operation. For example~ hau:llware failures power failures t etc. t are 

inev · table. Faced w1 th the feet that failures will occur~ the system designer 

must com;:ider eel iab ili ty enhancement and fa.ilur e rec.overy st ra reg ies for the 

·mpo rtan t com po nen t:s of the system. 

One of the most important and comp 8.l'.~ components o a computer 

operating system is the fi e storage com po nen t.. File sys I: em reliab U i ty 

e.nhanc:einent and recovery techniques are often ovei- ooked in the haste to 

des :1.gn and implement an operational system as quickly as possible. Alt ho ugh 
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1. 1 Bae kground 

this approach. may seem 'to be the most econo[llical in t.he short terrn, laokin~ 

back later often shows that an unfortunate. tradeoff ha.s been made be·tween 

system development time.~ and subsequent utility, perform.a.nee., and reliab~l y 

of tb,e system. Due to the importance of the file storage sys.te.m th~ coi!lp ex 

natuce cf the ·nteractions among its components t and the resulti.ng 

·nevit.abil ty of software and hardware failures, a file systam storage backup 

and t:ecov ery facility i ,s e sse ti.al. 

The most coinmon file system reliability e:ohanc:.ement and ail ure 

recovery facility used today utilizes magnetic tapes for storing bac.kup copies 

of f · 1es. !he comple.xit of such systems ~ar:l.es ft"om a simple st-c-ategy for 

dumping a bit-for-bit image of the ent i"re file system storage, to a versati e 

tape management. facility a.11ow1.ng selective retrieval of individual files n 

all cases~ the backup fac'Llity is a specially designed file storage system 

wh icb can only be use:d for 1 imite.d file system purpos,e.s ( such as storing 

backup copies of f ~les) ~ and can not provide uch fle)dbi il:y,. due to the: 

rest ric 'tion in access capabi i ties in her en t in the tape storage medium. 

However,, tape is not the only feasible. storage medium for storing backup, 

copies of files. 

- Page lO -



l. 2 A Data e twork Approach t.o 'Reliability Enhanc~ent 

! • 2 A 0a ta Network Approach to Reliab lli ty E.nhancernen t 

In this thesis, we investigate the use of a data net~oi:-k for providing 

file stoc-age capabilities for backup purposes~ using a random access sr.orage 

fac:ility in such a way that the backup facili.ty can be re.ga-rded as an 

extension to the regular file system The backup facility mai.ntains a 

consi s tent backup image of file storage , and the local file system is regarded 

as a cache storage facility for efficient access to files stored at remote 

computer syst~ s within the network~ The major ad-vantage in LISing a network 

over using magnetic: tapes is the availabili y of a la-cge, inexpensive random 

access storage medium 'Wh1ch provides inc;i;-e.ased f exibili ty in storing, 

accessing, a.nd P1ana.ging data . Separation of fi ,e con tell ts f:c:om information. 

describing the file~ and its st rue: tural re.lat ion ship to the rest of fi e 

storage, allows independent management of file contents ~nd c:atalog 

informat.ion~ Independent manage:D1ent of different classes of data al though 

possible voul.d be inef -"cien~ using a tape system~ because access ro data 

items scattered th't'cugbout tape storage requires the use of slow sequential 

access t~c:ba 1 que.s. 
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1 ~ 2 A Data Netr.rork Approach to Reliability Enhancement 

The use of a data net'Work for file backup impt'oves reliability at a 

reasonable cost for recovering from situations in which a failure does not 

cause ex t.ensi ve damage. It is asH3u.1J1ed that catastrophes are rare, and 

therefore the discuss ·on in the thesis is oriented toward the ore frequent 

but Less catastrophic loss of infonnation ·typically a.ffec ting Less than half 

of a.11 file storage~ 'I'he network facility hastens recovery by allowing the 

system to he made a.va,j_lable. to users as soon as the catalogs and system 

lib r:ar ies are in tac • Files ne,ed not be retrieved in a spec ia predet,e.nuined 

order, and no time consuming tape searching is required Instead , a f ex ili le 

random access data management facility allows files to be retrieved 11 0n 

demand" as they are referenced by users. 

the increased fl,exibil · ty in data management afforded by a network 

system allows better user control over backup operations. Specification o 

how to produce consistent backup copies of a data.base is poss ble~ and tbe 

user can know the pr,ecise state of backup copies of £ les. .his. is 

accompl · shed by se para.ting the mechanisms a£ de tee ting mod if· cations to ocal 

copies o f" les from the policy of incorporating those change!:! into backup 

copies to make them consisten.t. The provision for allowing a user-defined 

backup po Uc y provides the necessary flex ib 11 ty. 

In addition. to flexibility o data access and management t the network 

provides d versity of f" le storage facilities. The ability to widely share a 

file storage service among several computer systems makes a large random 

- Page 12 -



1. 2 A. Data Ne twotk Approach to Rcliab ility Enhancement 

access storage acility econo ically feasible~ just as timesharing made large 

centra ized computer systems econom ca y feasible The accessibility of 

multiple fi e storage fa,c · ities increases the total reliabiliqt of · le 

stol."'age ,, since failure o .f one instance of a network file system does not imply 

the failure o the whole backup facility. Using mu tiple storage fac i it · es 

improves reliability .• but introduces problems of uJ.tiple d istt"ibuted copies 

o files. In fact the backup fa.ci i y is viewed as a pe · al case of a 

dist. ributed ile sys tern j and the major problem · s to keep backup copies 

consistent. with local cache cop es of files. Since backup storage · s mainly 

accessed to update inconsistent cop· es and only occasionally to rei: ieve 

copies, a scheme is used l!:O centralize dist • ibuted copies by a file migration 

techn.i que. Under norma circ.umstaoc es all backup copies wi 11 b~ lac at ed a 

one .storage fac.ili ty~ and only when that fac · li y is unavailable will copies 

become distc buted and then only until they can agaia be consolidated. The 

centra consolidation scheme · s shown to be analogous to some co. moo ape 

management strategies. 

Throughout the thesis backup is v ewe.d as a soluti.on to problems of 

Teliability. Howevert the ·ncorpot"at·on of speci ·c designs with! c.he 

framework of contemporary computer systems and computer net~o ks raises ocller

issues which are investigated at the same time. A p-rim.e interes · s the 

investigation of mechanisms for managing backup copies of f les as a special 

case o the ha.rd ,er problems inheren in distributed fi e systems... It is hoped 

that some of t.he s,olutions to the special case. problems will provide some 
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l.2 A Data etwork Approach to Reliability Enhancement 

insight in o the nature o ·f the harder problem. The organization of he thesis 

leading up t:o this oal is desc'l!'.'ibed below. 

l . 3 Plan of the Thesis 

Cha.pter t'WO pr,esents a model of a file system that will be usefu fo 

describing various mechanisms in the ope.ration of the b.ackup facility , Access 

to information in the address space is distinguished frorn access to 

information in f le stot"age. The control ed ~ predictable nature of the lat'tet 

type. of acc,ess is ·the basis for detecting m,odificat ons to local files. 

Various approaches to defining and improving reliab lity are outlined 

in chapter three., Reliabili.ty is related to availab '.lftyt anci a goal of 

maximizing availability is set foe the backup facil ty to work towards. A 

r.iode for a backup system that improves reliability by maintaini.ng redundan 

copies o . infonnation is, described~ a:nd some exist:ing implementations are 

outlined. The model identi ies four interact ng components: a file 

modif · catio , detect· on mechanism 1 a backup policy implementa t.ion. an I/0 

faci ity, and a file i.-etrieval technique. 

A detailed design for a genecal purpose backup fac.il ty is presented in 

chapteT four. Based on the. models of chapters two and th~ee, each component 

of the system is considered in turn. The inte"t"faces are described and 
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~ 3 P an of the Thesis 

related issues• such as security and protection of "nformation user 

requireme.nts, etc., are considered. The nature of the backup file. storage 

facility using a data network is also described. 

·nally , in chapter five the sp~cific issues that are impo tant in a 

e work implementation of the backup facility are described. A solut ·on to 

he problem of naming objects in a ne twof'k, using globally unique identi ie,rs. 

is fol101-1ed by a discussion of consistency of files. Consis ency is 

guaranteed b ·he us,e of temporary shadow copies, °"'"hich hem.selves remain 

consistent before and during backup operat ·ons To make the backup system 

more. reliab e,, the use. of several storage fac · ities in a network is 

con side ed, bu~ the resulting production o mule· ple copies of files can cause 

difficulties in locating and accessing the co rectt copy To counter the 

effects of these. difficu ties~ centrali.za t on of file storage is described t 

followed by a discussion of protection of I"e otely stored in ormation us ·ng 

ecit iques of data encryption Since the use of a network usually restricts 

he band d h fo data tran ission. as c.a pared with local I/0 channe s to 

tapes and d isk.s for exarnp e • the expected pe • or:mance of the proposed system 

· s analy.::ed using elementa:ry c.oncepts from queuing ·theory, and is found to be 

adequate for the -ile usage pat ·terns e,i;;pected in a typical shared c::on:iputer 

utility. Finally. some ideas about charging and accoun ing for ne.tltor k backup 

services are considered •. 
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1.3 ?lan of the Thesis 

Chapter six provides a summary of the results of the research that e.d 

t:o the ideas in this thesis. These ideas are then extended sli ·htly ta 

Ulustrare their applicability to othiat: types o ~ facilities that might serve 

users. The chapter ends with a presentation cf suggestions as to haw some of 

the. earlier ideas might be useful in c:onsidering the problems of the 

distributed file· system. The extensions of the ideas as complete solutions to 

distributed fi e: system problems are left as topics for fllI' ther invest.iga.don. 
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Chapter Two 

A. File §Zs · em Model fo Storage Reliab ill;!,Y 

2.1 Introduction 

One of the ost importan functions provided by a c:ompurer system is 

the m.anag,enurnt c,f stored in formation for us~r:s. A fil system pt"ovtdes a 

faci.lity for managing stored data and names and other attr butes associated 

with the data . This ch,apte.r pre sen rs a fil!:l! system mod el that wi l be useful 

for describing various mechanisms employed in the ,operat · on of a facility for 

improving infm:mation s,torage reliability. 

In most systems the access characteristics and representation of 

stored information in files (usually in secondary sto,rage) d · fer from the 

ace es s c:haracteristic s and r ,epresen ta tion of the n formation as re ferenc.ed by 

program inst rue tions exec.uting on a ha:rdwa re processor. For example, ..i ccess 

o secondary storage may be slow, but informa on is stored in 11 bloc ks 1
' while 

access to infonnation in primary memory by tbe ha.rdware p·rocessor is a.si: t but 

only a word at a time is referenced. The contents of a ile~ as a c.ollection 

of information t is a. user level concept. The individual units of n:formation 

(e.g~ words~ pages, records, e c.) that compcise the ~ontents of the file are 
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2 l In roduct1on 

implementation level concepts~ These information sc:or:age un1C'.S are referenced 

by p ograms during the r execution~ and are stored as ordered sats of bi ts in. 

ptim.a ry memory or in a hier a,chica: ly st cue tu red memory system. The names 

used to reference informs tion represented in this form are used by the 

hardware processor, and ,comprise the program namespace 

The user is concerned w.L th ordered sets of bi ts ca led file.s, Names 

for files are typically human interpretable arbitrary length strings of 

characters» and these names meke up the user namespace. The investigation of 

two classes of file syst~ms, the rea.d-wri e and the dir@ct access file system. 

and a subse. que.nt look at information storage repr esenta t · ons in more deta.i l 

wil 1 help clarify the t"elat1onship between the user uam.espace and the file 

system~ and the p"E"ogram nam.espace and the address space manager. 

The next section describes the two c asses of contempora.i:y file systems 

in terms of the da t.a access operations and name mepping functions which they 

implement. Th is descr'iption is fo Uowed by a brief disc. uss ion of th~ use of 

catalogs in the file system implementation. The major content of the chapter 

f □ llows w.i th the identification of two states for infol"!llation accessibility 

File con t ,ents that are cur·ren tly in use by programs and there fore have a 

t"epresentat · on that is suscept ble to rnod ifications if referenced in a program 

nam.espace~ are distinguished from a file storage representation that 

implements a more permanen.t storage. The explicit nature of updating the 

permanent storage from the volatile address space representation of the 
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2.1 Introduction 

informa.tion will later provide a mechanism for detecting rnodific.a. tons to 

files. 

2. 2 Two Class es of - il e Systems 

The function of a file system i.s to maintain a b i-nding betw-een a usec 

a r tented f · le.name and a un · que iden ti ier (UID) which is used to name the · He 

in the c.ontext of ics ' mplementation.. This binding allows filenames to be 

apped into program namespace implementation orie.nted names for use by 

programs executing hardwa.re instruct ions. Whereas the impleme.n ta tton of t.he 

program namespace a.nd address space are necessary components in he 

architecture of a computer system, the implementation of the user namespace 

and thie file system are not. They are provided Eor he. convenience of the 

user so that aper at ions on stored data can be managed in a h · gher level naming 

context than the hardware instruct:ion leve.l. 

In add :I. tion to providing a mapping between filenames and UID • s the 

file system: may also store descriptive infonnation about each file. such as 

its length, its creation time, its access at:tr"butes~ e c. This descript ·ve 

information is stored in catalogs> or directories. Cata ogs also iillp ement 

the ilename- UlD binding, and will be discussed in more. detai i the next 

section. 
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2.2 Two Classes of File Systems 

The method by which the file system enables program namespace 

references to i11.fonc.at on stored in a file, given the filename,,. leads t.o t"''O 

kinds of file. systems .. In the read-write file system, information refe:re:nced 

by the filename. is identi ied from the filen.ame-UID binding maintained by the 

ca ta log, and copied in to ( or out of) a program names pace context (i.e. the 

address space.) , and this copy is, accessed in the usu a address spac:e way 

directly by the ha.rdware.. In a direct access file system,. the filenanu? ts 

translated via the catalog into a program name.space n,ame. and this name will 

subsequently allow the program to access the information dit:ectly in its usual 

address space way .. Thus t the read-wri · e file system~ given a filename and a 

program namespace name t 'Wi.l move information bet ween the two implementations 

of the name spaces. The direct access file system provides only a name: 

translation function. Access to the in ormation is accomplished in the 

program namespace by using the name provided by the translation. Given a 

direct access file system, a read-write file system can be modelled by simply 

per fo ni ing tne add i Uonal functions of moving the infol"l'llation bet :ween the file 

(as identified by the name rans .ation) and a copy of the file named in the 

program □amespace. Therefore I we will just consider a d re:c:t access fil,e 

system. 
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2. 3 Ca ta.logs and File Storage Organization 

The f , e system catalog or directory is used to record associations 

be ween names (and possibly other deSCTiptive in orma ion) and the stored 

representation of f les. A file d,efined as an unin er:p1:eted ordered 

collect.ion o bii:s~ is a very general object.. A f 'le may in turn be used to 

represent objects in a higher level context e. • ascii bytes represent· ng 

ston~d text, or machine nstructions repr-eseot.ing a p ogram which ca.n be run 

on a proc e sso,;. We will no C be concerned "'11th a.ny higher- le.vel seman ic 

context: associat.ed with a file. All files will simply be ordered sets of 

its. Rowever. there is one significant 'mplementation strate..,,y ha 1,dll e 

considered which defines a structure on a particular type of file tha s 

use by the file system itself. 

Consider the implem.enu.tion of catalogs in the fi · system. I the 

cat a log object is imp emented using the file an interesting proµer t y results. 

In general the catalog stores information about files. I some of these 

files are ac.tually cata · og objects then catalogs can contain in -ormation 

about other catalogs. This le.ads to as ruccured hierarchy o iles, with 

non-teTID ·na nodes being catalogs and terminal nod ,es being eithe~ cata ogs or 

non-c.atalog fi es. A catalog is there ore a spec 'al type of fi h hat is 

implemf!nted interpre:ted ,. and manipulated only by the file system. 
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Gi"1en a tree struc ured organ':i:atian of catalogs and files~ one may 

hiecarch.1.cally order in o'tlnation according to one' :s n,eeds. For example t the 

adminis tra t ve h · er arc hy of ten leads to a conveu tion of assigning e.ach user a 

unique identifier recogn zed by the syst~m at lo in time. ln addition~ each 

user is associated with a project for administrative. and accounting pu pose.s. 

Adopting th s convention in a -re:e structured :file system organization usu.al y 

r ,esul ts in a set of ca a logs for the projects~ wi ch a sub-ca ta log ot: each 

pe:rsoil in the project. This strategy can be ex ,ended horizontally by the 

system administrator for system related purposes (e.g. -projects, ibraries; 

resourc,e control and accountin strategies etc. may be system relevant 

categodes realized by cat:alo,gs across the hig ·est level in the tree) t or 

vertically by the. user for personal requirements (e.g. organization of 

in o rm.a tion according to subproj ec ts~ realized by catalogs w-1 th n catalogs) , 

as p'ctured in figure 2 •• be important: point is that any structure imposed 

on the organization of user files is implemented by the catalogs, and no 

inherent assumptions about such organization is required in the stored 

representation of non-catalog files themselves. 
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2 li Inform a Uon Storage Repre:sen ta: tions 

2. 4 Information Storage Representations 

The direct a:cc e.ss file. system prov ides a name mapping function bet ween 

the f · le name and the program namespace context. The prog_ram name space 

c:onsists of names used by tbe hardware mile executing 'nstructions to access 

information. This information and the set of names used to access it make up 

what .is comm.on.ly known as the addr2ss space. In stud yin re.liability of 

info :rmation storage. in the file system~ the representa ion of s t:ored data in 

both t:he H les an.d in the address space is considered, as 'y,Tell as operations 

that tran sf oni data be tween these two represen ta ti ans. 

Within the general purpose compute .system we are considering I useful 

work is done by refe.ren.c:ing and performing l::ransforma.tions on stored 

infomat:ion. These actions ar~ performed by t.he. process~ Informally~ a 

proc,ess is a collection of information with a dynamic history of references to 

and transformations an the information. The process is the only active ag~nt 

in the system responsible. for creation~ modific.a.tion, and destcucc ion of 

in formation. Each p ocess is ssoc.ia ted with one address spa..c:e ( pr vious 1 y 

defined as an ordered set of bits) named by hardware inte.rpret:able names. 

Fur thermo re, it is assumed hat the address spac:e is implemented ia a. 
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segmented hierarchically struc u ed virtual memory [BCD 72]. ra:ny other 

systems can be modelled as restricted sub-classes of this type of ystem so 

it will be adopted in this model. 

A major reason for building a. hierarchie:a:l v irt.llal memory s s em is to 

multiplex a scarce pri.mai:y memory -re.source. The esult provides a uni orm way 

to address information as if :i.t were in prilllary m~mory, even though special 

mechanism may actually be required t.o support this illusion. This usually 

implies a: subsystem { the 11 paging' 1 subsystem) for managing the mul iplexing o 

pr ·m,rry memory by moving copies of information be! ween the allocated faster 

memory a.nd the more abundant ut slower secondary levels o storage. The 

pol ·cy govern ·1:1g the allocation of primary memory is b sed □n p~rfaunam~e 

con:siderat ·ons~ so that for example, he nfo a ion referenced most recently 

in the .address .space of a process exec u in instru~ tions will rernain in 

primary memory~ since it is likely to be referenced 2gain 'mmediately ( the 

locality of referenc.e princip e). Otherwise access m~'.-' require the movement 

of informatioo among the levels of the emery hierarchy. This 1:mplies r.hat 

infrequently named ~ n formation wi11. not be in primary memory most of the I: ime. 

l.n fac. t ~ infoaiation will only be moved into p-r::itnary memory when i t is named. 

and · t can on y be named by a prcoc ess in the con e.K t o ·ts dd ess pace. 

The ope.ration of expanding the size of an address space ( in this model, 

the process of adding a segment tc, an address space) is called initiation. In 

the direct access file system model init at on involve adding in ~onnation 
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(ide.ntified by the filename: and the file sys am mapping function) to the 

address space by creating a new se.gm nt,, and retu nirig the program n.Mlespace 

name for chis segm,ent. Sub sequent execution of ardwa re instruct ions hat 

name this segment invoke the virtual meraory machinery to creat,e the appearance. 

that the con ten ts of the segment are actually s toced in primary memory The 

inverse operation~ called termina tioc, re.moves a segment and its name. from an 

address space. 

There must be some echanisrn for long term .storage of "nformation when 

it is not init · ated~ Le. for storing the informational content of segments 

whe.n they are not part of any address space. Such storage is not the 

respons~ b · icy of the hiecarcbical vi r tu.al memory manager, b t of the file 

system •. Since such uniniciated information can not be named by any process, 

· t ~il not be stored in pt"im:at"y memory, but in secondary memory ('probably at 

the least expensive, slol.Test ace ess level) • Furthermore• since 1 t cannot be 

named by any process t and only t.be process can modify stored information, such 

information. will be static.. The static long term representation of sto1:'ed 

i.nfonnation managed by the f" le system · 11 be called an immune file~ s · nee it 

is not subject to modif"cations by the actions of any processes. When this 

.information is a writable part of an address space under the auspices of he 

11irt·1Jal memory manager~ it w 1 be called a susceptible file, since it will be 

su c:ept.ib e to changes by processes which can name ii:. Thus an immune f" le is 

the ong ter storage representation for segments sto ed n the file systemJ 

and the susceptible file is the storage representation for segments in the 
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virtual memory in it ia ed from immune es. In this thesis~ we will. be 

concerned with the ~e iab I: o .f information managed by the f · le system and 

stored in ·mmun,e f les. The dis-cuss ion of reliabili y enhanceinen mechanisms 

in later chapters ,equires an understanding of the distinction be •een imm.une 

fi es and susceptible files and how the file syste and the virt:ua memory 

!Dan.ager should cooperate in using these objects. 

When an une fi.le is named by a process ( using the filename) , the 

file system will communicate r.rith the v rtual memory manager (using the 

storage implementation oriented UID bound to the £1 ena.me) to request crea ion 

o a ne1-1 segm.ent. init.ia ing the immune file into a segmented address pace 

and returning the ew nrune of the segment in tba address space. The file 

r,emains susceptib e until it is terminated from. a 1 address spaces. 

For reliability and efficiency purposes with·· n the virtual memory 

imp ementation itself .• it is often the case that a copy of an im une fi e is 

·made and this copy is initiated and made susceptible o modifications by 

p roe: es se s. In t.his strategy~ there is a special action performed by the 

virtual memory managel:",, ca ed an u:edate, which periodically ref ects cha.ages 

ade to the susceptible copy ,. back · n to the immune file. Th is special upda e 

ope.ration occurs out.side the context of a process or an address spa.ce, and 

actually cha ges the immune file . The impOr tan t p-oin t. is tha such changes 

shoo d occur only by the upda.te operation according to a well defined 

strategy. We wi 1 adopt this latter model fort ree reasons. First a model 
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in which a copy is not first roade can be ,i,escribed by requiring ai.n update 

operat.ion to occur a ter eac.h change to a susceptible copy of the file. 

Second, since changes to an 'mmune file occur outside the context of a process 

o l." an address space i updates can occur at well defined times governed no 1: by 

tne unpredictable dynamics of a par icular process or set of p oc:essesl' but by 

a precise strategy def·ned by the victual memory implem.entation. Yina ily the 

controlled operation of upda ing an immune file wi ' be an important mechaniSiil 

in the st-rategy to, be developed ater for improving reliability o s tore.d 

:ha.mune f1 les by making copies of them when they change., 

In summary, susceptih e files are managed by the virtual memory 

subsystem, and are. subject to 'Oumerousj frequent, and unpredictable 

modifications by processes. On the other hand~ tne 'ITi tual memor-y manager 

re flee ts these. odif · cations back to immune files by t:he update operation in a 

Yell defined way. Immune files are LUanaged by the file system and are not 

subj ee,I: to numerous, frequent~ and arbit , ary modificat ·ons by processes .• 

Reliab U · ty of stored immune files is studied because the upda e operation 

provides a precise way of determining the~ state of odification (based on 

strategies and policies implem,ented in. the v ·~tual memory manager) and 

because th· s type of storage is more abundant and more permanent than storage 

used in implementing he address space The next chapter introduces the area 

of reliability and presents a rn.odel for describ ·ng the virtual memory manager 

and its ·n terface -wi.th the fi · e system in terms of improving reliability of 

immune file storage. 
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2. 5 Summary 

This c.ha.pter has pl:'.esen ted a model for a file sys tern ha r will be used 

or describing variou~ mechaniSl'llS in the operatian of a backup faci l i y. The 

r ead-•.rr i te and the direct access file sys t:ems were described~ and a 

hierarchical file structure was il ustrated. Fina ly~ the plemeu ta tions of 

information. storage in the address space and in the file. system were defined. 

In the address space imp emeotation, information in ~he virtual memory is 

susceptible to modifications by processes~ wh ·1e infoniatio,u n file storage 

·s modified only in a well- defined precise way by an update operat ·on. The 

update operation will be 1:.he b a.sis or de tee ing modifica.t · ons to iles ~ 
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Chapter Three 

Fil~ System Reliabili ~ Enhan~e.inent 

3.1 lntroduction 

Reliability can be a subjective impression based on how II useful" a 

facility is or it may be an obj ec:ti.ve measure of a system's performance based 

on operating statistics. Subjectively,. a dat:a storage l"lecban~sm is 11 teliable11 

if its users are. confident that data can be stored and ater accessed 

con:ec t ly and ..ihen d.esired. Ma king a system mot'e rel iab e boosts confid,ence 

in both avai.lab Uity and correct functional operation. teasures o 

availability can be used to provide an objective measure of reliability, but 

cha ac ter ist ic s such as user confidence and c:ot"rec tne ss of operation a.re 

harder to quantify. Therefore, this thesis c onside.rs a measu.red improveme:n t 

in av ail ab 111 ty to ind kate an improvement in reliab 11-1 ty. 

During the course of a system's opey;ation, failures are possible. 

Generally·, a system will function until a failure occurs,, and then · t will 

become unava "lab le. Unavailability may be a direct r ,esult of tb.e inability to 

proceed after a serious failure, or the intentional result of so action by an 

error detection mech,an ism in. response to a failure., in order to prevent 
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subsequent widespread dam.age . Techniques or error detection for in orrnation 

storage systems will not be discussed here. Instead it is assumed that 

incorrect functional operation of the system is detected by an error det.ection 

::iechanism that cesponds by making · he faulty sys em unavailable until the 

cause and effe•cts of the failure are correc.ted. Thus a system is availa le 

only when it is functimdng correctly, and availa ility (and eliability) 

depe ds on how quickly recovery from failures can be comp . eted. The thesis 

i.nvestigates echan:l.sms for redundant storage of data to faciliu.te rapid 

recovery · tom failures inc ease .avaHab ility and thereby improve 

reliability. 

Measures of re iabi ity based on measured a.vailabil ty and failure 

recovery time are discussed in the next sec.tion. Recovery time is not he 

only important factor however .. The ex ten of recovery possib · e in terms of 

he amount of unrecoveC'ab ly lost info mat.ion• is also ca,nsidered ., A goal of 

tbe reliability •enhancement system is to minimize both r'ecovery time and th 

a aunt of unrec,overa.b e loss of information, at a reasonable cost. 

'I rad i tio al approaches to improving reliability are summarized and an 

approach which provides fo~ recovering backup copies of information is 

selected~ Some desirable cha.ra.cberis , ·cs of this type of system are sta ed, 

and shown to be properties of existing implementatians us ng magnetic tapes. 
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The last sect.ion presents a model for a backup system that will be 

referred to extensively throughout the rest of th~ thesis. In this model t 

fou - components are identified. A file modification de.tee tiom:1 mechanism is 

used to invoke a backup policy implementation. Based on. the pa.rticular policy 

in use~ requests for: rnovemen.t of data are made to an I/0 component. Toe I/0 

component is also used by the file retrieval me.cbanism.. 

Final y~ i is suggested that a network implementation is advantage,ous 

b~cause it retains the desirable properties of a tape. system while offering 

provernents that offset the pena ies of new constraints. Th.is suggestion is 

the subject of detailed con.side.rat· on foe the remainder of the the.s · s. 

3.2 Measures of Reliab'l' y 

Reliability and availabi.lity are 1'.'.elated "When: the. inevitable system 

failure occurs~ information may be lost. How quickly and how c:omp i;itely 

recovery c.an be done determine reliability~ also. To some cases, rapid 

recovery and high availab1lity are important> while in other cases it is more 

'rnportant that recovery be complete and no information be perma.ne.ntl.y lost. 

any sys t.em s: attempt to reach a compromise bet ween the two cos ly ideals of 

rapid and complete recovery. 
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In applications such as air t: a.ffic con ro , stock inventory data 

bases, and computerized bank accounts,. it is important to prevent 

unrecoverable loss o infonnation. ln commercial imesharing appl ·cat· ons i.t 

may be tolerab e to acc.ept some 'permanent loss o data if recove y can be made 

more rapidly thereby improving ava ability The effort invested into 

improving reliability and the tradeoff between speed and extensiveness of 

recovery depend upon the cost of a a ·1ure, in terns o resulting danger o 

human life, , inancial loss~ etc., for a given syste[ll appl cat on. This thes· s 

w 11 inves :1.gate reliabili-cy considerations for a general purpose computer 

sys tern prov id ng file s or age fac il i t:e.s for user appl ·cations. Such a system 

ight be a large snared computer utility (e .g. tultics [Co:i:: 65 Org 72. M T 

74,]), or a small dedicated private system. The issues and solutions wil 

apply o both classes of sys ,ems, but the difference ·n scale may dictate 

di ering irnplementat·ons. The lar er system rill be the primary object of 

in eres in tb's thesis and the reader may imag·oe how the ideas apply to a 

SZJall sys t.em:. 

A:vailab il ity is the, first facto in measuring rel· ab 11 i ty. It can b ,e 

measured as he - ean time be ween failures (MTBF) • The type of sys · em being 

cons , dered here is assumed to exhibit a MTBF on the order of several days , 

The second factor u.seful for measuring reliabi ity a so relates to 

availability. T'rtis factor is t e ean time to recovec (MTTR.). e M.'I'TR 

measu es how fast i:,ecovery can be accomp ished, and thus. indicates how soon 
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the system can be made available again. The MTTR depends oo the severity of 

the failures encountered• the amo n"t of lost infot"ULation aod the method of 

recov-ecy used I and ts assumed to be no longer tban a.n hour. The M'IBF and the 

MTTR together lead to a measure. of ava" lability expressible as a pe:r,centage of 

total ime that the system ·.s available~ 

The last fa.c tor that relates to rel iab 111 ty is t'he system's 

susceptibility to unrecoverab e • permanent loss of information. 111.is measure 

d epe odl s on 'the other two factors, and on the pa.r ticula-c recove.ry strategy 

employed. The basic id.ea described below i .s that information which is newly 

created is .subject to permanent loss unti some measures a.r-e taken o assure 

its reliable storage. Th,e amount of such information provides a easure of 

suscep ib ili y to unrecoverable loss of stored da t.a ,. 

According to the file system model described in chapter two 

information is created only when a susceptible. file is modified~ This 

mod if ic.a tion ....,iill result in an update t.o the im.mun e copy of the file• thereby 

storing new info:cmation ·n file sto,rage t.hat will require the invocation of 

the re.liabilicy enhancement facility to protect against loss and permit 

recovery if needed. The invocation of the rel ia.b 1 ity enhancement facility 

results in a backup operat.ion .• 

rate 

For the sy,st,em~ there is an average update race and an average backup 

The backup rate will always be :smaller than the updace rate~ The 

d i.ffer,ence between the. two rates de "nes the t"esolution of the backup 

fact li ty , i.e. how quickly backup operations can respond to upda t:es. 
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Unrecoverable loss of data occurs if the system should fail a f er 

immune file:s have been updated• but before backup operations have comp ted 

for those updates. The average number of these "outstanding" pdates provides 

a measure. of suscept · · ' ity to unrecoverable loss o • information 

fu.nction of the resolut ·on. 

nd is a 

Impr av ing t .he resolution reduces suscept ib · l i ty ,, but may be ex pens ve. 

A tradeoff is Lequired between the amount of work re ega ed to the system for 

improving the resolution, and che amount of information loss accep able to 

users. The e~ tent o such a loss that is acce.p able depends on how hard · t: is 

to regenerate the information. 

Changing the resolution o backup opera ions need not af ec he TTR 

because improvements to resolution can be made. in the backup faci ity Yhile 

the ~ITTR depends on the recovery techniques. The separation of backup and 

ecove y strategies allows the esolution and rhe M'l'TR o be optim'z:ed 

independently by $trategies specially adapted for their needs. goal of a 

network approach is to do just that: to develop backup and recovery 

strategies that ,exhibit both high resolution, and low , TTR. The ne work makes 

this separation feasible, while tradi ional tape systems prohibi this 

separation, resu tin in a situation in which a - emp s to improve the MTTR 

cause --resolution to be degraded t and vice versa. orne ce ·abili y enhancement 

e chni ques are out i ned in the next sect ion and t he tape backup facility is 

discussed -
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3.3 Approaches to Improving File Storage Reliability 

The strategy for improving reliability is to increase availab il tty hy 

better error recovery t echn ques. Error recovery techniques include 

backtc-ackin.g majority consensus [We 72 , and redundant stot:age of data [Fr 

69 1, Pe. 71, St 74]. Other techniques in st-i:ucturing operating systems he p to 

limit the effects o,f errors. These techniques include the use of structured 

programming {Pa:r 72], protected domains [Shr 72) t dynamic reconfiguration {Fab 

73, Shl Tl] and d ·stributed processing [Orn 7 5 1 Row 73] ,. Careful 

construction o system. components may facilitate. the use of specia a. 

posteriori re.pair utilities for rebu · ld ·ng databases> 1:egenerating iles etc. 

Since repair u't il i. ti~s require explicit know edge of the s tructuLe of the 

damaged objects, they will not be discussed here. 

One structuring technique for the f · le system cata og and f" e storage 

implementation fits particularly well with he. obj ective.s of recove y in 

helping minimize recovery time. By allocating s orage for cat logs and the 

files they describe in phys· cally local storage units, damage is likely to be 

confined to a minimal nUn\ber of subtrees in the hierarchical .file. 

organization. By confining damage o the fe~"est number of cata ogs, the 

number of uset"S that are af fee ted and the chances of damaging critical shared 
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fil~ system con.ten s th.at need to he available for system operal: ·on (e.g. 

system programs and data, system ibraries, adm'nistrac:ive data.bases, e c.) 

can be minimized. U the system can be ma.de available as long as this 

c d t ical data ema ins undamaged, then a te.chn i que that confines damage 

i proves the chances for survival over a situation in W'hich scattered damage 

can occur. Only those users whose catalogs sustain damage wil be affected 

while the system could be made. available to o then;. The recovery strategy 

used is to quickly restore critical data hat was damaged, aking the system 

avail.ab e soooer and lowero.g the MTTR, athe~ than requiring th.at ill data be 

restored hefor,e any user can L1se the system. 

Other structuring tec:hniqu,es can be useful for improving reliabi y, 

fo , examp e~ by bu' lding a system with internal redundanc:it so that damag~d 

componen.ts can be re.paired or reconstructed. The approach taken in. this 

thesis is to build a system tbat provides external redundancy o,f infoI1Dation 

in stored files, so that intact current c.opies o damaged 'nformation can be 

recovered 1:-om a s1:ora e fa~ility different from the file system. By using an 

independent storage facility foe backup cop s it i less likely hat damage 

t.o the file sys ·cem will also affec h backup system. Ia fact t it 

desira:ble that the backup system be remote from th!;!. file system~ in a lireral 

sense, so that physical damage to he fil,e system (e.g . fire~ explosion e t.c.) 

wil 1 not a.ffec t the b a.c lmp sys tern. There are many st ra teg ies in se now for 

implementing su~h a backup system. Most u e magnetic: tape as a storage medium 

since it provides an inexpensive way o stor-e arge 1rolurnes of infomation. 
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and tapes can be removed from the site of the computer and stored remou 1 y. 

Whateve:c:- storage medium is used in a particular implementation ., there are 

several r.1ays to produce backup copies of infot:m.ation. 

One technique or maintaining redundant file storage informar.ion is to 

produce a dump of the entire storage implem.enta tion .• To pi:-oduce a consistent 

backup copy requires tha.t the system be unavailable during the backup 

operation, so this appcoach is not acceptable Although a raw dump of the 

fi e sys tern may speed :r,ecovery from a complete loss of all stored information> 

it · s assumed that such a· 1ur,es are t'are • so we will look for a technique: 

better su i te.d to more fre.quen t but less extensive loss of inform.a tian. 

For efficiency pul:poses t it may be desirable to make backup copies of 

the smallest unit of information stora .e that is manag,ed by both the file 

system ( for loog- tenn storage) and the address space manager ( for access in 

th.e virtual memory implementation). Hol>.tever, such implementation dependent 

information units (e.g. pages~ disk records, etc .1 are noc usually visible to 

users. who view infom.at:ion in terms of files. Since backup oper.a.tions are 

conc,erned with i.mmune fil.es and oo t necessa:r ily wi. th their 1.m plementa tion for 

use by the address space manager,. the file is se ec. ted as the basic object for 

which b.ac kup copies "11.11 be maintained. (1) A model of a b ac: kup system that 

main ta ins red un.dan t. copies of files is discussed in the next section. 

(l) The selection o tht:? i •e as the fundamental object managed by the bae: kup 
faci ity does not preclud2 the 'mplementation of a strategy for maintaining 
backup copies for smaller sto~age units that comprise the file implementation, 
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3. 4 The Backup System Model 

In this section, a four component mode of a general purpose backup 

system is presented After describing the function of each component, the 

application of the model to a tape a.ckup system is outlined. Finally it is 

suggested that a data network bae:k1U1.p approach offers advantages of simp icity 

diversity. and reliability o\P'er the tape approach. nd the -remainder of the 

thesis pre sen ts a more detailed conside;;-at: · op of the issues. 

The fow: component model o a backup sys tern i · l lustrated in figure 

3. 1. First there is a mec:.ha.oism far detecting when a backup copy shauld be 

made~ based cm the. state of the file. system. Second~ a policy implementation 

governs if~ when, and how a copy will be made. To actual y maintain a backup 

copy of a file I an I/0 fac.il ity is inv oked Finally~ there is a mechanism f □ r 

retrieving backup copies of inform.a tion th.at has be.en lost or damaged • 

for ef fic.iency and performance. pu poses ,. Hcwevec t this level of detail wou.ld 
usually require a.n explicit knowledge of the file storage implementat.ion~ with 
a complicated facility for mapping between pieces of a file and backup copies 
o those pieces~ and for determining the: logical locat ·on in the file system 
· £ backup copies . If files are large and are modified in small> localized 
areas ( such as in database management applications), th· s approach might be 
ortnwhile. However, as discussed later in chapter f"ve~ most iles in the 

type of system being considered here are small so the added complication of 
this approach is not justified .• 
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3.4 The Backup System ode. 

The pu-rpose of th,e backup fac · 1 · t:y is to maintain redundant, 

up- o-date consistent copies of f~ es. (2) the - oc:al file storage facili y 

prov id es a cache for e f · c • en t ace.es s to files which are saved · n ac kup 

storage. Changes to the state of the local cache storage are detected by the 

backup system 1, and re fleeted into backup storag,e. by periodically copying those 

files which have b ,een created deleting cop' es of those files w:hkh have been 

deleted and e - copyiog those fi.les which have been modi ied since the lase 

time tl'\ey >Jere copied into backup storage. 

Some .state change de ection mechanisms r:-equi:re he nspe.ction of f1 le 

storage to passively notice that an immune. fi e has been modified~ making it 

inconsistent with respect to the backup copy A more responsive detectio~ 

mechanism that can provide better resoluti.on re ies oo a str-ategy to ac ti ely 

notify he backup policy implementa ion en an inconsistency has been 

in trodur:: ed (by a 11 upda'te opera ion) in an 'llmune i e in he toe.a cache • 

While the policy is usually incorporated within a stat.e change mechanism tha 

ope rates by i.nspec ting file storage, the mode. des er · bed here se par a es the 

de tee tion mechan sm · rorn the backup policy implementation. This separation 

prov ·des greater le){ibil ity in defining a policy (which is an admin , strative 

issue). and simplifies the design by iso at ng he essential echanis s (which 

are te.chn · cal issues) .• 

(2) In act, backup ,copies may not always be up-to-date or even cons· stent. 
Tnese and other prob ems are discussed in detail later in · he thesis. 
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3.4 he Backup System Model 

The policy implementation d,etermine s if~ when t and wh icb backup 

operations are to be requested when it s notified of an inconsistency. It 

invokes the I/0 facil:l..ty to perform operations for main tain1ng backup copies. 

The I/0 facility contains knowledge about the implementation of backup copies~ 

and ma.na · es the backup storage facil ty. 

Finally. a r ,etrieval n1ech.anism restores copies of files after they are 

lost. or damaged by a failure. Essentia files, such as the system libraries. 

are restor~d before the system is made available. This ca.n usually be done 

quickly,, and the system can be made available shor·tly after the failure. In 

addition, a ' l catalogs are assumed to be present. As users reference files 

not a ready in the cache ( using the catalogs) , copies are re tr· eve.cl from 

backup storage. Tb· s strategy also uses the I/0 fac · 1 ity to reference backup 

copies, and allows the system to be made available to users• even though files 

may still be missing from the local cache. Toca.l availab il ty and perceived 

reliability benefit from this recovery technique that does not require all 

files to be restored b,efore users (many of whom may not have been af ~ected by 

the fa· 1ur,e) can perform useful work •. 

The actual maintenance of backup copies 1s the responsibility of the 

I/0 facility. Most contemporary systems use magnetic: tape storage a.c: "lities 

as mentioned earlier. In a tape oriented system, backup storage s 

·ncremmtally updated by sequentially writing new copies of files on 

successive tapes. A maj,or disadvantage ·es in the inability to re-organize 
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3. 4 Tile Bac:kup System lodel 

previously written information in the backup storage. Because it is 

unl"easonable to replace an inconsistent c:opy on a tape w.l. th an up-to-date 

consistent one, due to the sequential access nature of the medium ( the 

· nconsi stem t copy may be. on ano the:r ta.pe, o it may be of a d if fe rent size 

e c.), an elaborate tape management scheme is necessary to ba an~e the volume 

of backup t.ape: s ·torage and the cost of locating and ac:cessing information~ 

again st the level of re iab ili ty enh.anc:emen t des· red. The inability to access 

backup storage in a flexible, efficient raanner also makes it dH ficu t ta 

determine its state I and hence i is difficult for user$ to deternine just 

what state 'backup copies of their files are. in. Nevertheless• such t pe 

systems have been successful in providing reliability enhance111ent foi:- tile 

storage [Fr 69~ St 74]. 

If more flexible., efficient access to backl.lp ,copies o in ormation is 

convenient, aoy o the management probl~ms become simplified or disappear. A 

random access data storage facility available in a network offers hese 

adv an tag es. Th is is not ·to say that new problems a.ad const raint.s do 111ot arise 

w1 th a oetvor:k approach; tnde.ed they do. Ho-wever u.nd ,er the ope.rating 

assumptions made about t.he expected frequency and severity of failures, 

limitations caused by such new constraints (principally caused by limitatiotis 

in reali.:able bandwidth for da'ta communication) will be outweighed by the 

simplification and improved ava ability obtainable with a random access 

in fonnation storage facility 
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3.4 The Backup System Model 

A network implementa~:'l..on should retain the advantages of contempora y 

tape systems (e •. g.~ y ,emote storage of data economical storage of large volumes 

of data , e. tc.) , while providing improved r ,e 1 iab 11 ity and gre.a ter e.x 'b lity 

so that users may take better advanta.ge. of backup services that are provided. 

A design for a <!'ile storage backup system that uses a data n,etwork, based on 

the foU_r component model, is described in the next chapter 

3.5 Summary 

This chapter has presented a model for reliability enhancement for 

stored information . Ava· 1 ability of the syst.em and t"ap d ty and exte siveness 

of t"ecovery from a failure were the major factors determining reliability~ 

Use of techniques such as structured programming, protected domains,, dynamic 

reconfiguration, and distributed proces:sin provide useful approach-es to 

construe ting r~l iable systems, but the technique selected for recovering frO'lll 

faUut"eS in which data s ost is one which provides redundan storage of 

data. 

A model of a backup sys ,em which mainta.ins redundant copies of 

infotma ion was described ,. In this model, four intera.c t · ng co ponents are 

responsible for performing backup operations. A state change d,etection 

componen determines when a back.up copy should be made A policy c0tnponent 

d ec. ides if and how a bac knp operation is to be car ied out.. An I /0 component 
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3.5 Summary 

s responsible for the actual ransfe s of data? and a recovery component 

provides a facility or retrieving backup cop· es of files after a fa" lur:e has 

caused oss of or dama e to information . 
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Chapte 1Four 

Design for~ File Storage Backup System 

4 •. 1 In troduc t ioII 

The previous t~o chapters have p esented models for a file system and 

for the reliability of such a system .. Th s chapter will elaborate. on the 

design of each of the four interacting components shown in figure 4 1. This 

design derives from ao implementation of a facility provid ·ng backup file 

st ,orage for he nultics computer system '[Cor 65, IT 7q., Org 72 ) ,, utilizing 

he ARPAnet [ARPA 74, Cro 72] and the large capacity data storage facility 

known as the Dat.acomputer [CCA 75> CCA 73, Mar 75) , which is accessible via 

t h is net:..,ork. The purpose of the backup facility is to il'lprove file storage 

el iabil ity by providing an inte;rfac.e between local fi e storage and remote 

backup storage .• 

It ·s recognized hat each component must solve particular applicat;i.on 

problems for backup, and at the same time satisfy global requirements of the 

system d,esign •. The state c:bange detection mechan · sro and po l icy implementation 

are designed "7f..th system security issues in mind. Only information that is 

needed for these components is made available,, and only in a ,controlled way. 
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4 . l Introd uc ticn 

The ac ce.ss to info rmation is clearly defined so that. unauthorized release of 

and/or mod· fication to information will not occur. Isolation of a policy 

implementation h:om a kernel mechanism. facilitates the required rontrol over 

infom.ation acc,ess by defining a specific inter- component interface. This 

architecture al so separates · nfot'.lllation release · ssues from denial of se:rv ice 

issues. 

A. mechanism · s descr'bed for c:reating and maintaining backup copies on 

the Da.ta.computer . The use of the network and the Datacomputer ma es large 

volume random access storage feasible~ and also simplifies data management . 

Th.is simplification i s real z;ed by d 'viding backup storage: into two 

independent classes of info:rmat on: the fi e itself and a description of th@ 

attributes of t.he file . Rando access pe.:rmits asynchronous con rol over a 

· i le and its descriptor~ correspond ·ng to asynchronous ope·rat.ions to local 

f Les and catalogs. Since the 11olmne of file information can be much larger 

rhan the volwne of the corresponding descriptor information and ne.cwork 

band'W'i.d ths may impose data transfer rate l imitations ,, se pa.rate access and 

contro ovec descriptor information in backup storage a lows data manage.m,mt 

func ions to occu:. 'n parallel with data transfer operations. Other uses or 

the backup storage system can be implemented through a pact:icular descript. 

management. st. ategy. 
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4 .• 1 Introduction 

The last component is c.once.rned with system. recovery after a failure t 

and spec:ilically with file retrievals. The local file sto ag is acc:essed by 

users in an unpredictable way t wh e the. backup storage is accessed only by 

the process respous · ble for managing it over the network. lf the file system 

is considered to be the backup storage and the anagement programs foi

implementing his storage on the Datacomputer ~ then the local file storagl? can 

be viewed as a cache memory· for the backup ·mage of ile storage. This image 

is acces ed through a singl,e .• well de in,ed. controlled interface ., and should 

be l,ess susceptible o damage. When o,c:al damage occurs, the file can b 

removed from the cache. Subsequent reference to the file wi 1 c use it to be 

retrieved automatically from backup storage. if the catalog indicates it 

should be in the f le system image. The efore only the cata ogs ar,e required 

to be present aiftel.' a failure., for the system to be made available to users~ 

An empty cache will then be loaded on demand as users reference r · les. This 

permits il@ :retr eva.1 to procee<i with a imited bandwidth network by first 

resc.oring Ei es that users need immediate! , and then resto · g others. Since 

only catalogs need be available before he s.yst~111 becomes useful, system 

recovery time is lowered, and limited netwo~k bandwidth is used o best 

advantage. 

Each compon.ent described invo ves a internal set of echanisms e.nd a 

set of external nte faces. These ..rill each be described in the fol owing 

ec. tions. 
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4 . 2 he Di screpancy Detection Mechanism 

4.2 The Discrepancy De-tect1on Mechanism 

rn,e. set of fil,es J.n backup storage represents. the contents of the file 

system and loca s!:o•r.age provides a cache memory structure for acces.sing it. 

The backup facility manages this cache by keeping backup copies cons stent 

wi h re pee t to cache copies . The be.sic ch:ivin~ force for maintaining thi.s 

consis tency comes from t he discrepancy de tee tion mechanism . 

The backup file collection is maint.ained as an image of use:r 1 s 

infonnation , while the catalogs define the s t r uctural relationships between 

the files . Two classe s o f changes can cause t:he. cache st.ate to become 

inconsistent with res pee t to the ba.c kup file collection. Changes o catalogs 

cause alterations to the structure of the file collection (e g., create or 

delete operations) . Catalogs are managed by the file system~ so such 

operations as ci:-ea u. and delete which cause d · screpancies between cache state 

and backup storage state will be detected by the file system. 

The second clas s of changes invo ves modifications to user's files. 

Only susceptible files in an address space are subject to intentional. 

modification . Such modifications made in an add •e.ss space by a user~ s process 

will eventua y be incor porated into the immune copy of the file. by the update 
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4.2 The Discrepancy Detection Mechanism 

ope rat ion. An update, in general, ( 3) is an opera t on which is invoked 

occas·onally to reflect a set of changes to a co lection of susceptible 

· nfonn.ation, out to the immune v·ersion of hat ~ollec t ·on f nforma ion An 

upda e operation should be an expl ·c t. well-defined event in·· tia ted by the 

address space 111.anager, such that it will be the only aper at ion t!:i a W'ill ever 

int ntionally modify an imt!lune file. As such, this event w· 11 also provide a 

discrepancy de tee tion mechanism for ev i:its that modify ·rnmune fi es mak · ng 

them inconsistent with re.spec t to ac kup cop, es. 

In a general purpose computer utility allowing controlled sharing of 

informa:i::ion, access to system data and state info ation needs to b ,e 

controlled by the kernel,. The discrepancy detec:tion mechanism is a kernel 

facilir.y w1 th an n terface c:hat provides coo rol over the release of file 

s a rage and address space state informa.tion • These in te-r faces are shown in 

igure • 2 and are desc:ribed be ow. 

The. objective. of the disc epancy detection mec a is is to commun ·ca e 

to the backup policy implementation information about candidates from among 

all susceptible files, which become incons·stent with respec o the 

cor esponding backup copies, and he.nee become eligible to be copied into the 

backup storage system. Some current schemes uti.lize a mechanism r..ihich 

(3) The update operation is employed to maintain consistency among multiple 
copies of dat.a •. faking a new backup copy of a modified file 1.s also an update 
operation. However 1o in this chapter the. term 'updat,e.11 wi. l refer only to the 
operation o keeping the le system ( ·mmune) co11ten ts consisten with the 
address spac.e ( susc apt b le) con ten ts. 
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4.2 The Discrepancy Detection Mechanism 

combines the detection and policy implementations . We wi 1 attempt to 

separa e t ,e. cwo. Ins ead of using a passive s ra egy ereby he detection 

mechanism leaves "c.lues'' about ca.ndidates for being copied from the file 

system into the backup system, ~hich the policy implementation must discover 

on its mm before acting, we use a dynara c technique ..hereby the de tee tion 

mechanism notifies the policy implementation about candidates for backup as 

soon as they are detected . Th's strategy allows back1Jp copies to be made. 

scone r after modifications occur improves resolution of the backup facility 

and reduces the poten ial fo , um:,ecoverable loss 

resul~ from a failure. 

"nforraation ha cou d 

In princ p e the state of the file sto~age cache could be determined 

by inspect ion. In practice~ che vo ume o £ s to :rage pr eel ude s tec:hni que s: that 

~equire inspection of the entire cache because frequent inspecc.ion would be 

too time consuming. To detet'!Uine eligible files fol: back.up would en a· 1 a 

s ,ea-rch of the cache each ime state information was needed t and u:rthermore 

would. not be a dynamic ope rat· o,n. To fac: 111 tate rapid and frequen access to 

cache state changes would be sufficient for purposes of d sct"epancy detection 

A state change list is maintained by the file system for this purpose. (4) 

(4) The state change list provides an eff ·cie:nc mechanism for determining the 
current sta. e of the file system, if the pr,ev ous Sta e is known, and 
therefore provides redundant ·n ormation for efficien access. If this 
information is ! ost in a failure (an event assumed to be rar~, rel a ive to, the 
f requenc.y of stats changes) it can be reco nst c-ucted by the more t · me 
consuming operation of in spec ting the en i:r-e ca~he, thus allowing recovery. 
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Only two ope:ratioas can cause intentional cache state changes. CREATE 

or DELETE .· equests change the structure of cache storage I end updates to 

immune files change the contents of cache storage .. Each type is an explicit 

operation~ and results in a.n entry being placed on the state change list .• 

This list element is called a discrepancy report. 

The scat.e change list• or d iscrep,ancy repot"t ist., records the history 

of sta ~e changes ·n the cache storage system. Discrepancy reports will 

eventually result in some action being taken, through a report processin.s 

mechanism. Report processing is done by the policy "mple.mentatio,n, through a 

kernel inter face to he file system. 

The policy implem,en.tation exists outside of the opera ting system ke ,nel 

as a user-level process. It:s purpose is to decide :l.f when,. and how to 

dispose of discrepancy reports, and subse que · · ly request backup- related 

operations. In ordeir to respond dynamically to state changes as they are 

detected~ it commun.icates with the ile system through a report manager 

interfa,ce. The fi. ,e syste infot'llls the policy impl,ementation of the arrival 

of eac.h report., through an interprocess communication (IPC ) operation c:alled 

notif cation. Converselyt the po icy 1.mplem.enta tioa p ocesses reports it 

x:eceives from the file system and returns information about their disposition. 

In ad!.ciition, the file system provides a user interface for the usual types of 

£i e. system operations. Access to the report manage:r interface lrl. l usual · y 

be re.str · cted to the policy process t wich runs as an administrative support 
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func.t:t.on in the system. Tb.is policy implementation is discussed in the next 

section. 

4.3 The Policy Impl,ementa ion 

The policy implementation provides a fac · 1 ty for processing 

discrepancy reports This processing can be arbitrar ly complex, depending on 

the pat:"ticular administrat ·ve oeeds6 Howeve ~ this complex ty · s a purely 

administrative issue and ,. s di\l'orced from the mechanism issues of report 

notification and subsequent backup ope rat o,n. ln the loba picture, the 

pol cy implementation provides an administrative inte :face between 

kernel-detected st&te changes and the ava· table p1:imit ·ves for perforniing 

backup operations ,. 

The major function of the policy imple en a ion. is ernbod ied · n a 

decision modu; e shown in figure 4 . 3. Whe:n notified of the generation of a 

new discrepancy report~ tbe pol.icy decision module begins pi:ocessing i · . 

Based on inputs from the file system and/or users, the decis on module informs 

the ce port a nag er of the d sposit ion for the given tepo rt. and ( op ion al y) 

places a r ,equest for backup operations in the request buffe (e.g .• priority 

queues) The decision modu e should implement a fa r.: and flexible po ·cy, so 

t · a unconcerned users receive a def au level of reliabili y enhancement for 

their fi es ~ile users with special equi ements can easily specify 
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non-standard dee is ion criteria without adv,ersely a£ fee ting backup opet"at ons 

for unconcerned users 

For example ,t notification o the occurence of an update from the 

susceptible file to the immune file in the cache can be. passed on to the uset:. 

Instead of rely:1.ng on a default policy which prov "des for making a new copy of 

the raodif ied file, t may b,e de.sir able for the user to journal the changes 

just. incorporated in the immune f" le by the update, and later roduc.e a new 

complete copy n ackup storage. Allowing the user to journal changes as they 

occur to immune fiLes can provide bet 'ter :resoluti.on than wa · t111g fo the 

system default strategy to produce a a.ckup copy. The flexibi ty of th· s 

type o inechan ism prov ides more precise user conti:ol over b ac ku.p ope rat ons. 

so tha the precise state of backup stor-age is always known to concerned 

users., 

The list driv,en backup scheme ou li ed here can model t he oper tion of 

current typ1cal backup syst~s. A pa ticular policy ·mplementa'tion requests 

backup operations based on fi e. storage sta e 1 formation. Fo exampl,e, the 

c ,omplete ~ inc re.mental and catchup dump strategies can be odelled as dee is ion 

criteria based on dates and times of file modifica on and backup, stored as 

file storage state nformation. Similar y, user-def"ned st,ategies are 

implemented as user-level policy procedures which embody specific decision 

criteria.. An. appropr ate y a.uthoriz,ed process can then obtain report 
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nottfica.tions , process reports based on fi e s orage state information it is 

a.ut.horized to access, and request backup operations through the user interface 

to the policy implementation's request buffers. (S) 

The ,kernel i.nterfaces for acce~sing r ,eport list entcies and fi e 

storage state infol"IDation can be controlled to only allow access by an 

author zed backup po 11cy proc,edure, using the standard sys tem-implei:n.en ted 

ac:c:ess control mechanisms. The po icy procedure itself. being an 

administratively mai.ntained component o the system, can be audited to insure 

that it makes proper use of the. kernel interfaces to which it requ · res access. 

This architecture partiti.ons (protect.ed) mechanisms a.nd (administrative) 

policies into separate security envir,onments (e.g. kernel vs. non-kern,el) ,and 

st ': 11 permits a fl ex ib le user in terfa:c e without compr:ornising sec.ur ity. 

Aftec the policy implementation is invoked 1, there wil.l usua ly be 

requests for backup operations placed in the r:-equest buffer. These t:equests 

will be translated into specific operations for accessing and coni::rolling the 

backup s or age facility~ which are discussed in the next sec t:ion. 

( 5) In order co prev,rn d Hferen c users from using · ncompa tible private 
po lie ·es for a given r·· le~ an. access control list specifying ''backup" 
permission fer certain users w·ill be associated with iles badc~d up by 
Otherwise> pr· va te backup te.chn i ques for guarantee 1ng cons· s ency amon 
c.op · es ( of a data base, for example) could be subverted. 
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4 4 The Rackup Storage Facility 

4 .• 4 The. Bae kup Storage Fae i1 ity 

The key reason for using a network for backup storage is that t 

provides access to a large, inexpens ve remote, -andom access data storage 

facility. Most large random access storage faci ities are ,expensive . 

However,. just as the ,timesha ing concept made large computer syste s ava · lab le 

to many users by sharing expensive resources, in .a simi ar way he 

Data.computer makes. arge random access storage. ava.ilab e , o hosts on the 

AR.PAnet. Timesharing led to more gene.r al resource sharing, and the 

Da. acomput.er holds the possibil ty for more ,extensive sharing of data in a 

network community, In this section, however, we will be c:oncerni!d with only 

the file system-like attributes of the tlatacompute1: .• 

The purpose o the ba.c kup sto;r-age fac il · ty is to retain informa ion for 

possible retrieval at a later time. In the organization of file system 

storage there a1ce usual y two classes of informa ion. There · s r:he i e 

itself 1, and there is descriptive. infonnation about the fil~ {e.g. author, 

length,, time of creation~ access capa.bi ities t oca.tion i~ physical storage. 

er:c.) main ta· ed in the cata ogs. Backup storage organization will be 

divided in o these two classes of i formation or each file The--ce will be 

the contents, of the file, and an associated descriptor.. This separat:ion nd 
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4.4 The Backup Storage Facility 

the random access nature of the storage. facility al ows independent accesses 

to the file contents and to the attributes of the file. Structural changes to 

he cache file storage are rep e.sented by modifications to catalogs, .and will 

be. re fleeted in backup storage by changes to the descriptor. Cache .f1 le 

storage content modifications will :i:-esult in sending a copy of the file 

contents to be stored int e file en the Dat.acomputer. Any access to a 

descriptor ldll be called a status operation~ and any operation that writes a 
. 

file in backup stc rage will be called a copy ope-cation. Status operations 

result from status control re.quests from the po,licy procedure . The policy 

pror::edut'e may also make service requests> which result in the in ormationa 

content of a. data file bei.ng transmitted The c:opy operation is one of two 

types of ope rations for carrying out set"v ice requests . The second ty-pe, the 

retrieval operation, is d · scussed in the next section. The tYPes of requests 

and ~at types o · operations they t"esult in are illustrated in figure 4 . li . 

The component of the backup system that ana.ges storage on the 

Oatacomputer is called the I/0 Control component . I nterfaces cache file 

storage and policy requests in the ocal system, ~ti.th remote backup f'le 

storage on the Datacomputer . Communication between the I/0 control process 

and the Da tacomputer is accomplished using a da·ta management language called 

Datalanguage. [CCA 73). Local ba.ckup t"equests are translated into appropriate 

Da talanguage statements by ·the I/0 control process ., which sends them to the 

Da talanguage interpreter process on the Data.computer,, 
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Da.talanguage supports the usual file system primitives of creating> 

reading• writing• naming, and deleti.ng of fil,es ~ ( 6) and prov id es the only way 

to access backup storage. The backup file storage is accessed less frequ.ently 

than the cache file storage· and in a uniform anner (using Datalanguage) by 

the !/0 control process and not n an a ·rbi!:rary reference pattern by user 

processes. This strictly controlled precise acc.ess strategy makes backup 

storage less susceptible to unintentional access~ reduces the possibility of 

undetected errors,, and improves reliability~ because Oatalanguage. syntax and 

backup pro c.oco ls must be s trictly adhered c;o for Da tac omputer file anagement. 

operations to succeed • 

Ila ta anguage C"equesl:s that represent copy tJperations cause he contents 

of a ocal cache file to be sent over the network. to he stored in a backue 

data file .• Status operations re ult in local catalog inform.at · on being sent 

ov,er the network to descriptor- files, or retrieval of (status) information 

from descriptor files. Actua I/ 0 ope rat ions are performed by the kernel, and 

are controlled via a kernel I/0 nterface to which the I/0 concrol process has 

(6) Other ore sophisticated data m.anagement capab 'lities are also supported 
io Data.language I and al though they are not essential for ope rat ion of the 
backup system, they can be quite useful. For example I to obtain a list of 
names o a 11 backup files created by a given user,, all descriptors could be 
read o search foe the appropriate ones. Bowever. Da talanguage can 
@ffectively treat all descriptor as a database perform a keyed search of the 
database, and return only the request,ed infonnation. This allows database 
management- type processing to be done by the Oatacomputer concur e tly with 
any other local processing t and only the requested results need be sent over 
the netwo'[k. 
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access. These operations are diagrammed in figure 4. S, and discussed further 

below. 

The I/O control procedure is responsible for maintaining data and 

descriptor files on the Da tacomputer. To do this it needs to be. ab le to read 

and write d~scriptor files .• and hence have access to all catalogs in each 

sto,rage. Status inform.a ion and Datalanguage are both sent over t e same 

network connection. c.a led the status- control connection, bet~en the I/0 

control process and the Datacomputer. However, the I/0 control process needs 

neither read nor wt ite cap abilities far data files on the Da. ta.computer, or for 

loca cache files. Instead it has a much more. restr ·cted capability., called 

the enable capability. The enable ~apab · ity is used to cause the actual 

contents of data f es to be sea over the network~ without any user-level 

process ever needing access to the actual in or111ation that i s sent . 

In servicing a request for' a copy operation the I/0 c,ontTol process 

sends Da talanguage. to the Dat.acompute.1: to establish an auxiliary network 

connection~ called the fil,e transfer connection, and associates it \rj_th a 

given data file. The enable capabil ·ty allows the I/0 control process to 

access a (restricted) kernel facility whic:h sends the contents of a specified 

file over a specified network connect on. At: the conclusion of transmission, 

both ends close the co,nnection. The progress of the transmission ca.n be 

monitored by the I/O cont:rol process over the stat.us-control connection. -which 
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can be used to update the descriptor file at the. end of transmission. Thus 

the I/0 control process. wb.ich has 'the responsibility and authority for 

maintaining descr·iptor f ~ es and requesting data transfers fot' da a files, has 

only the capabilities for doing just tha ·t,, and must rel y on the protected 

kernel inte ac,e. (and its own enable capabi ; cy) for actually -ransmitting the 

data .. Similarlyt the kernel can.not t ·ransmi ari.y data unless he I / 0 cont,:ol 

p ocess bas enabled a file transfer network connection with the Da acompu.ter, 

and informed the kernel about this con nee t ·on .. Thus, both he ke :mel and the 

I/0 contro process rnust: coopera.te with each othe~ before any access t o he 

data ile on the 1)a tac omputer will succeed. 

The backup storage: management strate3ies described above illustrate. the 

precise,. deliberate control that is, nece.ssar>· to e.ffec: t changes in backup 

storage., and also show the need for cooperarion that tends t o insu l a e backup 

f · le storage from_ the e f f ,ec ts of uni ten tional. at tempts to cause changes.. It 

might be observed I however t that ..,.;i, ile. only the kernel can send and receive 

the conte,nt.s of data files~ user-level process can acces .s descripto r files in 

a l ways.. In the imp eme.otation of the Datacom.pu er., an ac c ess c apabili y s 

requ · red in order to access files,, and by providing on y the 1/0 control 

process with this capability o her user-level processes wH l be unable to 

access backup storage On the other hand,, with t::his capability~ he [/0 

control process is totally ~espons "b e fo the management of da a and 

descriptor files (but: not the contents of da a f es)~ To protec remote daca 

from UDauthorized ac ,cesses that succeed, · he kerne enciphers the data befo e 
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sending it. Data encryption will be discussed in more detail in the nex:t 

chapter. 

So far, e have discussed only one side of the Da tacomputer managem,ent 

story -- local o remote storage. Discrepancy de tee tions result in 

information transfers from local files to remote data fil,es, a d from loca 

catalogs to remote descriptor files. The ability to use the backu.p storage 

fac ~l · ty in the other direction - - remote to local storage -- is prima ily 

based on how useful t e des er iptor in.format.ion is., One could envision 

,elaborate descriptor management strategies for L'll.aintain 'ng numerous versions 

of files archival storage for files deleted from ( logical) file storage t etc.. 

Such elaborate. schemes t , al though realizable as descriptor anagement 

strategi.es, are beyond the scope of this thesis. Instead, we are interested 

in reliab U 1 ty .~ ssues ~ which in the context of desc ript o:r management invo ve 

recovery strategies fo cache file system damage. This will be discussed in 

detail · n the next sect on. 

1 .5 File System Storage Recovery 

During normal system operation, users initiate ·mmune files incn their 

address spaces, by referencing them through a ca alog. If the cache file 

stot'age is dam.aged, some catalogs and files may no longer be ac.cessib le. Wh,en 

damage is de tee te.d ~ the system is mad ,e: unavailable to users until the extent 
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of damage can be determined and appropriate recovery opera ions can be 

comp eted. This section discusses different deg ees of damage that m ght 

occur, aod how to .recover as rapidly as possible. The cache emory view is 

the basic perspective. from which i:ecovery will be desct"ibed. 

A basic assUillpt:l.on :Ls made that catastrepnic fa· ures, are ;rare• a.nd the 

purpose of th,e backup syst,em. described here is to facilitate recoverry from 

mo e i:-equent but less ,extensive failures . (7) The extent o damage can 

sometimes be confined by car~ful organiza.tio,n and managemen o ftl,e storage .. 

For e11:a111ple, redundant copies of the root in a hierarchical · i e system may 

p-rev,ent damage to a f .ew bits from precluding access o the entire file storage 

contents. While. such tedmique.s are useful, they .rill not be discussed he.re. 

Instead~ 1.t is assumed that a recovery m,echanism e.xis s for the case n which 

extensive damage occurs. 

Certa.1 contents of file storage ar,e more valuable than others . in the 

sense that their o ss or dam.age has a more wides·pread ef feet. One e::<.a.mple is 

the root, or other high-leve , catalogs in a h · e a.rchical file system. Sha"t"ed 

files comprise another examp e. ln the gener.al purpose computer ut il i y many 

system files are. shared . In fact, many, such as the system itself, accounting 

programs~ editors, etc.~ are used 'by every ( or almost every) process. e-se 

commonly used shared programs and data files ere required for normal system 

(7) A perf omance analysis in the nex. t cha rite r wil l g : v be te-r feel fo c 1:h 
tradeo fs that might be reasonable. between he degree of a failure~ the 
recovery time~ and the resolution suppott,ed by the backup facility. 
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ope ration~ and a:re usually grouped in a system lib nu;y. While these f i.les are 

accessed frequently, they are modified relatively inft:equent y. On the other 

hand, user files are generally OlOdified more frequen ly, and shared less 

extensively. The larger the group of users for a particular- program, the more 

stable · t t:ends to be .,, since it has been debugged and 'W'ill be modified only 

occasionally. The same ay not be true f-ot." data. files however. In g,eneral~ 

there is a negative: c:orrelat · on between frequency of modifications to a f · e.> 

and the nwnber of users who access it. as 11 lus·u:-a ted in f1guLe 4. 6. The loss 

of frequently modified files wuld affect only the few users who access it~ 

while loss of rarely modified files might af feet all users. It · s th,e former 

class of i.les that the network backup system is designed for. lf a system 

library is damaged,, it is assumed that it can e recovered rapidly and easily, 

for ex ample from tape~ since it is a relatively stable set of files. 

Availability of c.he system libra~ies is assumed to be a prerequisite 

for system availabi ity. Another assumed prerequisite is the presenc::e of all 

cata ogs in the file system cache storage. Afte.r damage is d,etected 1 the 

sys, tem is made unavailable. If system librar ie. s are damaged~ they are 

~epaired or restored by some local mechanism (perhaps using the network back~p 

facility~ but not n,ecessarily il that would take too long). Dam~ed files are 

repaired, otherwise they are removed froltl the. cache, and the catalog marked 

accordingly. Damaged catalogs are repaired or restored, and then the system 

is made available to users. 
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Specific techniques o~ re.pairing the cache !',,rj,ll not be discussed here. 

Approaches to restot'ing the system libraq,• have been mentioned. The issue of 

t:estoring ca ta logs is a 1 tt e barderr ~ sine e they are not on y shared 

extensively and are required for system availability~ but they may also be 

modified frequently . However, catalog storage represents a e11inori y of total 

; le system storage perhaps only 10%. This makes it feasible to maintain 

cluplic te catalogs locally in the cache J• or perhaps use another 

high-reliab' ity s,torage techn~ que.. The key observation is that the system 

library and the structure of file sto age need ·to be complete and intact 

b,E!fote t e system is made available. and because these change less frequently 

r: han the user's files, and constitute a smal err amowt t of storage~ a local 

backup technique that allows faster data retrieval than the network affords 

c n be used to reduce recovery time and ·ncrease ava.1 ability .• (8) 

Once. the system 1 ibra.r ies and cat slogs are comple ce and in tac L, the 

system can be made available to users. However .. Lhet"e may be files missing 

from the cache t.hat are backed up on the Data.computer. l!.lhen a user tries to 

in tiate such a file~ the catalog ent:c-y will indicate. t:;hat it is not in the 

cache. The file system will place the filename on a missing file report l st 

a.nd wi signal the policy procedure: to request. retrieva of the file, by he 

(8) These loca backup techniques could use the network, but it is assumed 
tha this would be slowe·r than using an extra local disk~ or tape storage for 
the system libraries. Techniques for restoring libraries and catalogs are 
described in [St 74]. 
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I/0 control process, from the Da:tacomputer. The sequence of events is 

described below, and the steps are keyed to the picture. in ·gure 4. 7. 

Iteference (via the cata. • og) t:.o a file tha , is issing from the each@ 

(1) causes an entry to be placed on the missing file report ist~ and 

gene.rates a missing file fault notiflcation to the policy (2). Th~ m.iss ng 

file report · s processed (usua ly with high pr' ority), and a re trieva1 requ,es 

is sent to the I/0 cont. ol component {3). The - /O control co pon n 

establishes a:ppropria te. 11etwork connections or retrieval of the backup c:opy 

the missing file from the Datacomputer (4) 

Retrieval ope.rations occur I on demand" as missing files are referenced. 

The effect see.n by the user is a delay in referenc·ng the file since i s 

stored oo the Da tacomputer. However he file may not be th mos recent 

Yer sion, since the failure ca·u.sing the damage may have resulted n 

unrecoverab e loss of information The discrepancy detect·on and notification 

strategy described earlier attempts to minim he this undesirabl~ ef feet by 

tracking changes dynamically so that resolution is minimized and backup cop es 

can be ma.de as closely as possible to the time cf th ac • ual modification tha 

caused the inconsistency. Similarly, retr ·eva s are made as clos,ely as 

possible o the time of the reference: to the missing file. The missing · He 

processing technique resembles the no:rmal operation of a multi-level meIDo y 

system, and fits c.ne cache file system odel introduced earlier. 
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Fil.es that: are not yet referenced may also need to be restored .. These 

can be retrieved at a m.ore leisurely pace~ perhaps when no demand-retrievals 

are in progI":ess. These retrievals will mak-e subsequent reference to the. file 

_faster for the user~ since the file will a ready be in the c::ache Stra egie:s 

for background retrieval of unreferenced files can be imagined by the reader 

and will not be d · scuss,ed here. 

A T•etrieval operation can be the result o a miss ng f' le fault~ or it 

could -result from a background retrieval request. Retrieval operations 

or.iginate from within c:he file system~ and cannot be made by user process,es. 

They are. there fore secui:- e . They a.re hand led in a s · milar fashion to copy 

operations. A data connection i s enabled by the I/0 process. and the file 

s yst:em .is then able to receive the con ten ts of the f · e rom the Da taco,rnput2 r ~ 

The connection is c:losed~ and the file system re.moves the missing fie ag in 

the cata og ~ and proceeds as if the file were there "'1h.en or ginally r eferenc d 

y the user. 

Under the as sum.pt ion that damage \ilill usually not be widespread , he 

rate ,of retrieval requests ~en the system. is first made available will re.su t 

in a small~ but not unmanageable de. ay in accessing the missing file~ Given 

the. al t:ernati.ve of system unavailab ili.ty this is a bearable condi ion because 

it still allows s ,ome functioning at a reduced level~ Depending on user 

reference pat terns~ the delay in access will decrease as reti-ie.val r:eque..sts 
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become ess frequen t and mor-e f'les are restored. Typi.c.ally, most users 

should not experience any delay> especially if the e tent of damage s 

confined to ,only a few ca.talogs and/ or files. The ph · lo sophy is to provide 

full servic-e fo?" most users and degraded service for a ew, rathe.r than no 

serv ic: ,e f o-c: any un ti ull service can be p ovi.ded ~or all. The efh.ct is to 

improve the overall reliabil ty of the file storage system. 

As a f ·nal note~ · t is suggested tha the file retrieval !llechanism 

could be genera · zed by an appropriate implementat·on of the report processing 

modu ,e in the policy component. Such a gene alization would not only allow 

backup copies of files to be retrieved from arb it ary storage fac ili t ·es ( e g. 

tapes;, a ther nodes in the ne t:work~ e c.) ~ but would al so provide a mechanism 

for ext,ending the usefulness of the local catalo • Such an ex tens· on, far 

exainp e > could be used to im.plemen a d stributed £1 e system n a network in 

such a way as to allow un · form access, to distributed f 1.le s. Th is would make 

all files app,ea.r to, be loca to the user. ith this sugges ion, the possible 

im.plementat:ions will be left to the reader# s design. 

The interactions among the file. syst::em the polic.y procedure the 1/0 

control process, and the l'."etrieval mechanism have been described n order to 

ive an overnll view of the network backup facility. The goals have been to 

inimiz.e unrecoverable loss of in.format ·on aod min ' miz.e system unavailability 

by a secure and flexible strategy. Some- o th,e 1 ssues discussed in detail 

pertain to backup fac · · i ties in general. 
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There are still several issues pertaining to a. network implementa tton 

that have not been presented .. Probl,ems in a i.ng files and in keep 'ng backup 

copies consistent are found in backup hci ities in general. However the 

possib · · tY that specific. components in a neti:.rotk backup faci ity might fail 

leads, to techniques of mamtaining (temporarily) mu tiple backup copies on 

different systems.. Protection of renotely stored data, performance o the 

nerwork implementation, and how to charge foC' backup services al"e also opics 

-et to be discussed in d ,etail. The n.ext •chapter wi l concentrate on these 

issues as they relate to the use of a a.e twork , or carrying out backup 

operations. 

4.6 Summary 

This cha.pt:er has discussed in detail the compon~nts of a backup syste . 

Each component has a -well defined function and in~erface to produce. a secure 

an t exib e system. 

The discrepancy detection component r~ports file modifications to a 

policy component, whicb processes discrepancy reports and then requests backup 

ope. t"a tions. The I /0 control component,, in co ope rat ion wi.th the kernel., 

aintaios backup copies on the Da tacomputet in servicing requests from the 

policy component. Data and descriptors are maintained independen ly, and only 

the kernel needs to access file contents to transfer them over the network • 
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Recovery aft,er a failute occut"s in tTJo steps. First all catalogs and 

system libraries are. -restored and then users are allowed on the system. As 

they reference files, ones that are missing from the cache are retrieved from 

backup st.m'.8ge automatically. Th.e result is a slight delay in accessing 

missing files~ but an improved :recovery 'time and greater system rel ab i.l i ty. 
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Chapter Five 

The Network Im_p1ementat ·on of the Backup Facili y 

S'" In roduction 

The previous chapter has described the local opet"atioo of a backup 

facility .• but has not considered the issues hat a-rise specifically n a 

network implementation of a backup storage aci ity that interfaces tc the 

local system.. This chapter p.resents a discussion of the5e issues, some 

solutions> and a co[llparison with alt.ernat ve approaches. 

The ab ili y to nam objects of interest 1 s essential in order to access 

ames for objects that exist io a network environmen are discussed ·n 

the next sect on. Specificall. ~ these. ob· ects are oetwork connections used 

for communication t network hosts which provide file storage facilities, a d 

backup copies of files. 

In making backup cop· es :l..t may be required to produce copies of a fi e 

in a known state .. 'this is importan for guaranteeing consiste.nc.y of a. set of 

files that comprise a database. By first making a consistent 11 shadow copy" of 

a database t subsequent ba'ckup operations can reference this consistent copy 
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. 
while users can c-ontinue to modify the database~ without producing 

inc.onsis ent backup cop,ies . The method by which shadow copies are modified is 

analogous to the method fo i;- updating 'mmune fi es from susceptih le files. 

The purpose of the backup facility is to improv,e reliability, but the 

reliability o the backup facility itself depends on the relish il i ty of the 

components from which it is constructed. ln the face of unre iable operation 

of network facil ties for data access and storage, the backup fac:11 'ty must be. 

able to take an alternat ·ve approach to continue providing service. A 

technique using several network hosts to store backup copies o 

investigated. 

iles s 

When sevec-al distributed hosts are used to store data, there ar:,e 

problems in locating ~ accessing~ and keeping copies consistent. Distributing 

storage facilities so that. backup service b: not t;erminateri if ooe ( or a few) 

such he il i ties should fail may result in mult 1ple distributed copies of data. 

However the nai:ure of ace ss needed for- hackup purposes allows a special type 

of 11 distribut.e:d file systero'1 to be implemented. Th,e maintenanc:e. of 

distributed files in the oetwoI"k is compared with maintenance o.E copies using 

a tape system . The network implementation is shown co be more flexible. 

By storing data at a. r ,emote fac l 'ty 'Which can be accessed only 

remotely, ooe loses the ab.ili •ty to locally control access and protection of 

the data. . To prov1.de some confidence that the use of a :remote data storage 

facility will not c · rcwnvent local protection strategies the use of 
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encryption is des,cribed whereby the degree of protect ion provided is 

maintained under local control. 

The use of a network for data commun icat · on imposes bandwid h 

constraints on the abi ity to move large amounts of data frequea ly and 

qu· ckly A queueing model · s presented an.d a.n ana ysis given to sho~ that by 

careful sel,ectio,n of reques s for backup serv ·c:e (which can e accomplished by 

an appropriate policy imp ementation) t the level o perfoonanc.e realized by 

the limited band..r.i.dth network backup implementatio,n provides mprovements in 

rel1abil t.y over a tap system,, without undo sacrifice in performance "'1hen 

recover g from a failure. 

Pina.lly, some ideas on charging for services are pl'esenced. Backup can 

be considered as an example of general serv · ces provided or users. Special 

services are charged at a rate proportional to the amount of resources 

required to provide the service.. 

n the ext chap,te ,. generalizations of some of the ideas tpresen ed in 

his hesis will be suggested as feasible extensions of the backup facility 

for solving harder problems. Of main interest is he prob e: - of d stribu ed 

file systems, which includes all the iss.ues discussed in his chaptei:. 
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5.2 aming of Objects in a Distributed Env ronmeot 

There are usua ly two types of names for objects accessible to users :tn 

a computer system. An implementation-oriented nam,e 1.s often used by the 

primitives which manage the obj ec. (e.g . storage pointers> UID ' s). A 

user- oriented name consisting of character strings is available as a 

conv,enience to the user, so that character string names must be mapped into 

implement.at· on- oriented names in the a.c tua access to the obje~t. Exa -ples o 

objects maintained to a computer system include files p roe esses, principals, 

catalogs,. and d.omains. ames of nte es in a network-or~ented backup 

fac" ity are for file and network- rela.t•ed objects. These are discussed in 

th is section. 

Every file in the cache file s stern is named "-1th a DID io a c:at a.log. 

In add· tion the catalog implements a mapping from user-oriented c:ba:racter 

string names~ to he. corresponding 1D name. This mapping is reliable becall$e 

the system is assume.d to prov "d.e a backup mechanism for catalogs,, -which 

i plem.ent this mapping. The UlD of the ca~he r le is used to derive a un · que 

character string name for tbe backup copy of the. file on the Da tacompute.r. 

The character string name by whi~h the user knows the ile: is not used. This 

s i:-a tegy pr even ts the d isclosu-re of catalog inf o-rmat ion ( the user 1 s chara.c ter 
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st ring name for the file) in a non kernel env ronmen t (e.g. the pa lie y 

implementation),, because only the cache urn-derived characte. string name is 

used by the policy implementation and the I/0 control p,roc ,ess. (9 ) No 

a.cces ses to local iles or emote backup copies o · f 'les need the use ' s 

character st ring file name~ except t.men referenced · hrough a user interface. 

In this case:~ an authorized user may map a character str:-ing name t.o its 

corresponding ID,, and the 

as shown in figure 5 l. 

D in turn is used i::o request backup operations , 

This uni form nam · ng convention al lows objects to be named fro user 

env ·onments., kernel environ.men s. and ove.r the network in another file system 

environment,, wh · e conti:olling access to the name mapping function of the f · e 

s, stem by the standard ac.cess con t:rol mechan is in the oca.l sys te.m. All 

accesses to files will be by UID name, which can be obtained from the fi e 

system mapping fwtction by an authorized user. The key point is that the 

inverse mapping from UID o user- oriented name 1s never required,. because only 

the UID name is used or re quest · ng backup ope rations. 

Associated wit •each file on the Datacompu·ter there · s a descripto't" 

file . also stor,ed on the Dat.acomputer ~ which .t by c:onventian, i.s named 

"U D.descr~ ptor''' for data ile "UID'' •. The descriptor file may con ain 

(9) The file system provided by the Datac:om.puter a so main ains its own 
imp emenU.tion-o:riented TI) name or files stored here. These files are not 
accessed by the I/0 control process by he ·a tac:omputer defined UID name, but 
by the character string name, which is derived directly irom he UlD for the 
cache. file. 
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character string names for th@ associated data file~ as a fa.cility for 

redundant y storing catalog information, but these names art: not ess.entia for 

backup operations, only useful. For example if local catalogs are damaged, 

information in descriptor files can be used by a recovery facil" ty to restot:e 

catalog in fonna tion over the netvork. Fur thermo re: 1 • t was , nd icated in an 

earlier footno t~ that the Da tac.ompute c:an tr~a t the set of descriptor files 

as a database describing the content~~ structure~ a.nd stai:e of file sys e~ 

backup storage.. Database. operations that would be time consuming to pe foTIC 

i the cache file system ( e .g ~ lnspec tion of eve:r;y catalog en tt"y ) could be 

done. fast er t and concurrently w · th other ope rations~ by an ap p opria te 

database management request -to the Da tacomputer. Such uses lilE!re h n ted at 

earlier I and numerous ap,plications c.an undoubtedly be imagined b. the reader. 

Another name that is needed in the network backup facility is for the 

network. connection obj ec 't:,. As described earlier. there a.re two types of 

network connections !. the perm.anent status-cont:ro con ection for send ng and 

receiving Data.language and catalog/descriptor information~ a.nd the temporary 

da. ta connection for sending/ receiving the con ten ts of data i , es. A 

connection is named by a pair of complemeatar:y ~ names. A port is a sender 

or recipient of data on a ne t\mrk con nee t ·on~ and is named by a host-socket 

pair, uniquely identifying the host,, process, and socket numbe for r.he port. 

A con nee t ion consists of a sending and receiving por • The sta tus- c:ontrol 

connection is actually a pai • of conne tions, between a local send and receive. 
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port, and a Datacompu e -receive and send port t respectively~ a lowing two-way 

communication between the I/0 control pt'ocess and the Datalanguage 

interpreter . 'I'he port names used for establishing the two connections are 

negotiated via the ARPAne.1c initial connec. I: • o pro to col { lCP) [ARPA 74] • 

Data connections are established d f erently. rot" copy operations, a 

send data connection is established using the enab - e capability of the I/0 

c:.on t rol procedure~ The Da tacoillputer as soc iates a i=ec:ei ve port nacne ~ t:h a 

data file, and this port name is sent to the I/0 con rol process, over the 

Data.language connection. Th is foreign port name is then sent to the kernel 

I/0 facility, wh ch establishes a s rap ex connection ends the contents of 

the requested file to the fo,reign port~ and closes the connection. The 

Da acomputer takes all incoming data and places it sequentia ly into the data 

i le previously associated with · ts receiv,e port :t and then closes · ts side of 

the connection~ o te that this type of connection is set up under control cf 

the 1/0 control process and the Dat.ac,omputer using the status-cont~ol 

connection, and requires he cooperation of the kernel for transmitting the 

data . This description i lust at.es the separat·on of a privileged data 

transfe:c- facility and a trusted port ame managemen facility, and the mutua.l 

cooperation requiLed for moving data . 

The ret:rieve data con.nee tion for retrieval operations is set up in a 

sim.ilar way. The Data.computer informs the /0 control process of the send 

por name ic will use to tnmsmi Lhe data.. This port name is passed along to 
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the kernel I which reads all dal:.a from that port in to the appt"opria te f le ., and 

both ends of the ,connection are closed. In both of the. above operations, no 

data file cont.ea.ts ~v.~r pass through the 1/0 con rol process· only port names 

are nece ssa.ry to enable data tt"ansf ers between cache i es and backup iles 

(through port interfaces} over the ne.twork. 

For most purposes, the mechanisms a.nd facilities descdbed up to this 

po ·nt wil be sufficient: for normal backup ope·rations. However~ if there are 

consi ste.n.cy constrain ts on se. ts of f • les a spec ia use pol cy implemen tat· on 

is requi.red to de.fine those constraints~ The issue of consistency is 

desc l'ibed in the next sec Uon . 

S. 3 The Consistency I ssue for Backup Copies 

For most user files~ cans , stency aieans that the copy ct"eated on th 

Data.compute. is identical to a ( recent) copy in the cache • This may not be 

the case i.f tbe file. is modified 'Wh i e it · s being copied . However, such a 

modification wil 1 Ca Wile it to be. copied again later , so it wil 1 eventual 1 y 

result in a consistent copy. 

The harder consistency problem arises in r.he. case of multiple. f · les 

with a defined relationsh · p among theic separate contents. The default backup 

policy does not allow an arbitrary user specif l.c:atton of the t"elationsh-tp 
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defining the con si sten y constraint among seveca ft le s. A user , pl emen t:ed 

po ' icy pe.rmits th s specification~ however. In fact, a user implemented 

policy is necessary for specifying consistency constraints because the system 

has no way of determining the constraints the user wishes to impose on a set 

of data files .. 

Upon no,t·£1cation that a component of the user"s database (L.e. a 

user's file) ha.s b ,ecome inconsistent with respect to a backup copy~ the uset" 

policy imple.mentation can decid,e. \ihether or not to request backup operations 

for the database, based on databas,e state · nforn.ation. If it is desirable to 

backup the database~ it is ikaly th.at the state wou d change. before actual 
i"' 

copies could be written out to the Datacomputer ,. Since the state of the 

database at the t 'me o the copy operation could be di.f feren (and 

iriconsistent) than at the time o, the discrepancy notification, it would be 

desirable to have SOlill.e control over the state of the database at all times. 

ne user policy implernen'ta.tion can include this contro ' . 

At the time of tbe notificat on~ the user's dee:· s· on module may decide 

to backup the database, if ·1: i.s consistent at that particular time The 

consistency COil!Sti"aint requires that the database be in the same (or at lea.st 

a consistent) state at some later time when the copy operation is actually to 

be carried out. To guarantee this 1 it will be necessary to make a shadou copv 

of the database, and request a backup operati,on for the shadow copy. The 

shadow copy is a consis e.n ·t snapshot of the database. at. the time the decision 
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to perform backup was made . When the actual backup operation is performed. 

the shadow copy will still be consistent, and 1 be copied to the 

Da tacomput,et: nstead of copying the re.al database. Completion o the copy 

operation will be communicated to the user so tha:t: the time that he latest 

consistent bac.kup copy was made, and the identity of the shadow copy from 

wh · ch t ..,ras made will be known and the shadow copy can be disposed w-i th as 

t e user process sees fit . 

1t is possible that several discrepancy notifications may be r,~ceived 

before a copy operation for a shadow copy is comp, e.ted . If backup is 

cequested for each one,, then old shadow copies tha have not y,e been copied 

to the Datacomputer can be superseded by new shadow c.opies.. This Te.Suits in a 

more rec~nt~ but still consis'l:ent copy be'ng written out. The observation 

being mad ,e s that shadow copies are analogous to immune f · les I bu are 

~aintained by the user. This means tha updates to shado~ copies are made by 

exp icit . controlled well defined ope-cat on that the user policy 

imp ementation specifies in order to enforce he database. consistency 

constrain s. Backup operations then refer,ence 'the shadow copy instead of the 

real database~ just as they refer .ence immune f~ les instead of the susceptible 

fies in the addr~ss space of a user Disposi ion of shadow co,pies · s also 

handled by he user po icy im.p.lementati.on. 
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Wiler .i:s nn i.mnum fi l mijl,ht be upclntcd during a copy operation, making 

the backup copy inconsistent updates to sh , dow copies should not be 

permissible during a copy operation. To prevent copy operations from. 

commencing ile an update is in progress, or to prevent an update from 

occurring ilea copy operation is in progress) a locking scheme is required 

fo r the da ,abase. ( 10) Th is infonna tion enables 1:.he user to know at all times 

~rnd wi t:h absolute certainty t.he state of tne database the shadow copy, and 

the backup copy . This knowledge is essential if any sense is t:.o be made from 

a backup copy of the dat:abase hat is later retrieved from the Datacompuc.er. 

The fact that a consistent copy is ret-rieved ,. along with the time that c.he 

shadow copy i was made from. was updated, will enable he user t.o determine 

the state of the re.trieved database , and perform appropriate recovery 

operat·ons or unrecoverably lost data. 

ny ab il icy to :recover frorn a failure depends on the re.liable ope r-a ti on 

of the backup facility and the resources it requires for ls implementation, 

In a network environment, communica ion services are required~ but may not 

a ways be reliable or ava · :able. The issues of reliabil i ty pertinent to the 

netwurk. backup implementation are discussed in the next sect· on. 

( 10) rJhen the 1:"equest processing component eacoun ers a. shadow copy lockt!d by 
the user, it should not wait on the lock. Otherwise a user could 
indefinitely deny backup service to all other users. Instead the request 
could be re-queued, o checked again later ecc. o e that a user could make 
separ.ace shadow copies instead of perfo11J1°ng updates, but the economics favor 
the ability to replace old shadow copies while only postponing the request for 
back.up while they are locked for updates. The reliabil · ty of only the locked 
database is affected if backup is delayed by a malicious user . Se vice for 
otl1er files is not affected. 
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5. 4 Reliability in the Network Environment 

The purpose of a file backup mechanism is to improve the. ntl · a ·11 y o 

"le s or.age. Th ·s goal can be reached only if the backup fac · u y i.tsel is 

reliable .e. if i is available to opera e correct y when required .. In r_he 

netwot"k backup implementat ~ on, -cesources hat are local and c-esources hat are 

remote are required for backup operation. Loc:al re.sources include those 

facilicies of the operatin system tha , are shared by all users ( file system 

address space etc.} and w 11 not be discussed: he-re. Th,e use of remote 

resources makes the network imple.meoca ion quite di.ffer,eot from th 

traditional local tape backup implementations. Whereas he tape ITTedium is 

accessed 1 oca ly, but can be t:'emoved so that data. can be st ted remote 1 to 

pror:.ec · t :rom local perils the Da acomput,e(' sto-cage facili y is accessed 

emote ly and the information is stored remotely. The key · s:s u.e t:o be 

discussed in this section is based on the. bservation bat in t.he ne work 

environment access to the data is no unde complete local control~ but 

depends OP the reliability of remote resources. 
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One 1=sse.ntial resource required by the backup system is a usable 

network connection to communicate with the backup sto age fa.cili y ( the 

Data.computer~ in this case} • • Such a connec tioa may not be avail ab le · or a 

number of reasons~ The net"-rork itself may not be operational. We assume that 

this is rar,e and when it does occur , it will be on.ly temporary. ~-mother 

possibility is the fa "lure of the local network software (e.g. the eumrk 

Control Program) • This failure is local and '-Jill not be discussed her@ . The 

remaining facto.: det,ermining the ability to maintain a usable connection is 

the a.va. ilab ili ty of the Da. tacompute r itself. 

The Data computer is a hardware/software system tba t is prone to all of 

the p-coblems of system reliabUity discussed ea. liel' . As a network resource~ 

it will be assumed to be less reliable (less available) than a local tape 

medium, (l l) since many factors de term in ·ng. its availability are not under 

local con t:rol (e . g. a remote. power , ai ure might affect the Da tacomputer • but 

not the local system). However, io a oetwork~ while a remote resource may 

exhibit reduced availability ~or a specific instance. o that resource 1 the 

underlying a:b i i ty to share resources around the. ne rwor k makes ore instances 

of a parl:icula:r: resou.rc,e generally avail.able [Cos 75~ Cro 75 , Rob 70. Th 7 ] • 

(11) Since magnetic tape is prone to many types o.f errors from aging~ 
deterioration from storage in poor euvironments ~ etc •. • it · s less reliable: 
than the Data.computer for storage of data I but being local, is almost al~ays 
available . Conversely, data storage is assumed to be. very re liab e in the 
backup storage facility but the facil · t ~11 occasiona:ly be unavailable for 
access to the. data. The tape proble,m can be solved by storing many copies 
( locally) on different. tapes. The availability problem for rel.ia.ble network 
da. ta storage facilities is the · ssue addressed in the text. 
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The ove_r:all availability of a backup storage ce.sou~ce • such as implemented by 

the Ilatacom.puter is not necessarily lower than with the tape system. ln 

fact availability may be improved if resources are sha e.d widely enough, The 

1:esource management problem then be--eomes more signif ·cant if several resources 

are shared among several users . Some ideas about ne.twork resource management 

in the context of reliability "4'111 be presented in the remainder of this 

section. 

While some ac -ion can be taken. to recove"t" from local ailures, not much 

can be generally do,ne to affect remote recovery . However. the ne two k backup 

facilit:,y can use. sto.rage fa~ilities other than the Da.tacomputer .. In an 

e.xtreme case, i could revert to writing copie.s cf iles onto tap@s as i.n 'the 

tradit" onal system. In a mi d case~ it might: bl!! possible. to use another 

instanee of the Datacomputer as the backup storage fa,cili ty. In a more 

general case any network file sys tem might be usab e, as long as i can 

provide the essential primit ·ve file: system unctions of naming storing, 

ceca l ling, and deleting ,( unnaming) data. The exp lie it know .edge of where the 

copy of the file is actually stored is not relevant to the operation of any 

component of the backup facility except the 1/0 contc,ol process .• 

The /0 control process needs to know the identity of he network 

backup storage facility in order o establish the Stat s-con ro connection 

according to the initiRil co,nnection prot:oco • In the normal ope ca ion of he 

i. le backup sys tern I all backup copies a re assumed to r side on a pr ima y 
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back p s orage facility (e..g. the Datacomputer). If this acil'ty is not 

available, some strategy for choosing an alternate storage facility is 

invoi<ed. Fat: examp e.1 a simple l · st of al tern at es can be used, and if none 

are av-ai able, a tape system can be everted to. One such alternate facility 

migb t be anoth r Datacomputer. The same 1/0 Control process would be used for 

pe ormiog (Da·talanguage) backup ope rat· ons. but the. file system would have to 

record "1hich Datacomputer was being used eo make the copy.. In the ost 

general case,, backup copies wouJ.d be made on an a-rbitrary system , for example 

a !-fultics, a TENEX (Bob 72}. etc This is feasible to do, because only four 

primitive fi e system functions of naming~ stor ·ng? recalling, and deleting 

da.ta are required. These primitives are available on most sys ems'" a.nd are 

independent of the structure o a particular fi e system. No information 

about rhe s rue: ure of the local f · le system needs to be. re fleeted in the 

str-uc.ture of i::he backup storage facility. A. hierarchical local file system 

becomes a II fla t 11 backup ile storage st rue tu-re. Optionally, descriptors can 

include s ructural information about the local file system. Howeve. catalog 

informaUon and st uctural reliab · lity are both assumed to be maintained by 

the local system. The descrip,tor allows the opt.ion of usi - backup storage 

ci l i ties on t: he network (e.g. da t~base manag.emen t fac: ili ties on t:he 

Da tacomputer) for managing catalog information and improV"ing catalog storage 

rel 'ability. 
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For each type of file system, an I/0 control process can be used to 

transla.te policy requests into the specific prim· ves provided for 

maintaining backup cop es, for ,example, by the rans a ion to Data anguage 

described earlier. Either each file system could suppo,rt a Da talan ua 

interpreter inte:rface .. and the. same I/0 control process could be used (the 

remote solution) , or more likely, a separate I/0 control process could be 

designed to inter ace to each type of file system ( he local solution) The 

poss ·b lity o using several different storage systems for maintaining acku p 

copies introduces naming,. consistency and multiple. copy prob ems [Boo 72 PeM 

75]. 

The. name o a backup copy 1s the same a the I.HD of the cache file. in 

he ocal sys t ,em .. How.eve · ~ ·, f a backup copy can reside on severa storage 

systems, a Tilechanism is required to identify ics 11 residence/1 A unique narne 

of the ho ·st syste prov ding the backup storage facili·ty will be sufficien t. 

Since many systetDs may share backup storage the inclusion of che name of the 

uhome residenc.e'1 of che file wi.11 make the local ID unique throughout the 

na work. Each sy.stem can rna 'ntain i s own UID mechanism bu g obal names 

must inc:lude the identity (address) of the system that genera ed he na e~ so 

that t'W'o d' ferent systems us·ng the same UID mechanism w'll no produce 

duplicate UID names in backup storage. 'Ihe combinat ·on of the address and t he 

OID name of the file are enough to locate and identify a file uniquely 

hroughout ·t:he ne ·work Th· s global name wU 1 be called the nc twork-wi d 
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unique rn (. UID). (12) When a copy of a file is made, i s ID is recorded in 

the local catalog so thar; retrieval operations t.ti 1 be able to *ind the cop • 

The retrieval of f ·• 1es is triggered by a reference to a cata og entry 

for t::he file., that indicates t.hat it s missing from the local file storage 

cache. In addition t the catalog mai.r:i ta ins the network address of where the 

copy of the Mle is actua ly stored, uniquely identified by the NUID. Si ce 

a cata og in ormation is backed up locally, and all catalog information ls 

available before the system is made ava:i.. a le all t"eferences to missing files 

can be reso ved. An appropriate retrieval request can be processed y movi. g 

the file fro its storage location (tape, network host etc .• ) into the cache 
" 

fi e storage. Essentially, the extended backup facility described he.re 

main ta.ins r-el ia.ble ope.ration by implementing a distr-ibuted file system, with a 

cent.t:"alized catalog a:nd a loca cache storage facility for e ficient. reference 

to he data. Ho~ver , the use of more than one storage system will 

undoubtedly utsu t in sev,eral versions of copies of a local cache f ·le. The 

multiple copy and version problem must be solved to a low retrievals to ~ccess 

· he correct: copy and to llow copy operations to proceed using he primary 

backup storage facil · ty Wilen it again becomes available. These problems are 

discussed in rhe next section. 

( 12) Forging of host addresses, either as local or remote res "deoces of files 
can be prevented · · the communication network provides a secure mecna.nism for 
establishing the identity of comrnun !eating hosts. One host naming files for 
another is pre.vented by authenticating the iden~ity of the host equesting 
backup. Authentication occurs withiR the network implementation, and preven .s 
a malicious host (or uset") from acting as an imposter. 
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5~5 The Multiple Copy Prohle for Backup 

The abstrac I: concept. of the fi e system is one in which only one real 

co py of the file exists .t and the cache is used to facilitate access. Whet he r 

ac tu.ail copies are distributed or not is irrelevant f om an abst.ra:c. paint of 

vie.,.;. Any ne.w copy made. on a particular system becomes he II real u file, a.nd 

the fact that other copies that may now exist a,e deemed to be obsolete needs 

o be t"ecorded. Such a mechanism could operate as follows. Normally~ copies 

a i:e a.de to the primary backup stot:age sys te and the NUID of the copy is 

recorded in the local catalog. When the primary backup storage fac i 1 · ty 

becomes unavailable, a new copy ~111 he made on an alternate. faci i ty ~ 

However~ the obso-ete copy" s address ( the file's II former add ess ... ) is also 

rec. ord ed with the descriptor on the al te , nate storage fac: 11 i ty, and the 

current UlD is recorded in the loca cata og. This technique can be applied 

iterat vely if the a ternate facility becomes unavailable. Eventua ' ly~ the 

,obsol~te c:.opy will become available again, and the ( tempot:-a. y) new copy on the 

al~eraate storage facility can be moved (by the backup system) back to its 

'
1 :fo nner address. 1' The goal is to cause the eventual migra t · on of a iles 

back to the p:c:-imary storage facility~ Copie.s 011. alternate storage. facilities 

are meant to be only temporary 1. until t:he primary facility aga ·n becom~s 

available. 
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The random access net....,,ork backup facility s capable of raaint:ainin a 

compl~te copy cf file storage. The incremental and catchup dumps used in 

managing a less flexible tape syste,m are not required. Copy operations si ply 

update the complete dump to keep it current. However, if the primary backup 

stora e facility is unavailable, the use of an alt:e-rnate faci ity during this 

time is analogous to making an incrementa dump6 The migration o files back 

to the primary fac. "lity is sim ·1ar ·to the consolidat ·on operation of the 

catchup dump. and can use a similar mechanism or producing copy requests. 

Tne catchup dump and d stributed fi e m·gtation to a centralized location both 

attempt to facilitate the access to backup copies o files. especially when 

~etrievals are required. 

Retrievals will attempt to ,obtain the current copy .• since it · s 

1den.t ified by the UlD i n the loca l catalog. If the storage facility 

containing this copy is not availab e~ the re rieval cannot proceed. 

However~ the other alternate storage fac "lities could be tried, to ret ev,e an 

obsolete copy. There is no guarantee that one exists, and ~he use of an 

obsolete copy ay not be helpful for most users. Therefore obsolete copies 

w!l l only be c.onside t"ed for retrieval at the user's direc: tion (for example~ by 

sett:i.ng an appropriate bit in the. catalog entry for the file)., the a.bi ity to 

maintain multiple copies n the backup system is simi ar to the archiving 

func ion mentioned ,earlier~ Since the backup facility is not designed to 

provide an archiving facility (although it could prov "de such a facility with 

a suitable extension to th~ mechanisms presented here), the management of 

rnult iple copies in a g,enera way will not be discussed here. 
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On,e way to describe the above mechanism is as a I backup for backup . '1 

Th is means that if a ,copy operation is temporarily disabled another fac il it 

wi l 11 fill in11 for the primary storage facility . This a:l cws the ability to 

keep aking up-to- date copies but makes it difficult to fiJ11d and access them 

when hey are widely distributed. To help allev ·a.te this problem, the 

11 m.igration 11 of coph.s back to their prima y homes was described. 11igra:t1on 

resu ts in an opposing force to centralize file storage. The result is that a 

primacy backup storage facility failure makes recovery ( retrievals) d · ff icu t. 

This case arises only if both · he local system. and the pdmai::y backup storage 

facility should fai at the same time . It: is assumed that the r,eliab ility of 

beth systems is approx:imat:ely the same. Assuming that the probability of 

fa' lur,e o either 011e is .E. (typically 2. might be approximat.ely - ) , if 

fail ur e.s are not correlated~ the prob ab · l · ty of a simultaneous fa U ure is on 

t.he order of ~ squared~ which is considerably smaller than .E.· 

However, even if a simultaneous failure should occ.u r ~ the time. to 

recover is ioc: r ease.d only by the MTTR for the primary backup st:ora e faci ity 

to rec.over,. which might be about the same as the TTR. fo c the. loca system. 

Tn us I the probability of simultaneous failure 1s _e_ squared I wh i e the effect. 

of t his r ar ,e event on recovery time is linear (2.E). Therefore , the mign io 

of files to a cen·trally accessed storage fac · 1 · ty is -ceasonable for backup 

purposes . ( 13) 

(13) For a general purpose distributed file system, this is no long,et true. , 
because there are usually as many read accesses as writ accesses The. key 
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The management. o multiple copies under the specia acces.s i:-equireme.nts 

for a backup system s much s 'mpler than in a general purpose distributed file 

system Cro 75 FaH 72, Th 73) •. Also I the f' le system ·~age does not support 

the concept of ultiple copies or ve s' ons of files Nevertheless~ copies of 

f · 1es may from time to time be dist-i:ibuted among several dif erent storage 

fac 'lities. The divers' ty of system designs makes any uniform external 

protection mechanisms difficult to devise. Even if a p~otection mechanism 

were common o saveral storage .Ea.c i ·ties> or on y one storage sys te.m were 

used j the lack of local control over the remote system environment is 

suf Eicien to erode confidence in the security and protection mechanisms. 

System programmers at remote sites could dump the d isk.s, for example~ if 

suf fie ie.n c;ly motivated to do so .. The n~ed for some. ocal coo trol over 

pro tee ting against the release of informa tian hat: is st red outside he local 

system leads to the. technique of data encryption. Encryption should make any 

backup data worthless with out he key. The issues of local control over 

protecting remotely stored data~ and th~ management of keys a-re discussed in 

the next section. 

difference that mak@s this approach feas"ble in a backup system is the fact 
that most accesses are write-om::e to a (v · rtual) single copy. Obsolete copie.s 
are o,nly referenced to delete the.m, and current copies are t"ead for t"etrievals 
much more ra ely than they are written Th's is another difference ~hat would 
make an arch ve facility more difficult to handle ,. 
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. 6 Protection of Remotely Stored Data 

In a l:rad · tional . ape backup system. all access to information is 

pe:do rmed local -Y and backup copies may be stored remotely. ln a network 

backup system, backup copies are both stored and accessed t"emote y. Once 

information leaves the ,env · ~onment of the local system, there is no guarao tee 

that it will be protected to the same degree it was · n the oca system 

again st unauthorized r .e lease or mod if ·cation .. Fur thermo re, the storage 

facility itself is not under con.t ol of the local authority, and neither is 

access to he storage facility .. This lack of control over he access to 

remotely stored backup copies necessitates a local pcotection mechanism to 

prevent security violations. 

Access to the b ac. kup facility requires a capability, \Jh ich is 

implemented at he. remote. system . l.ssuming that this implementa ion is 

secure~ access can be controlled by possession or this capability . In the 

network system described only the I/0 control process w-ill have the .:-equ · ed 

capabil · cy . In addition . the enable capability is required for proper 

cooperation betw•een the I/0 control process and the kern•el I/0 facil · ty~ Th is 

is implemented in the local sys tern . Only an I/ 0 control process ',,fill ha. ve the 

necessary capabilities for access·ng he remote st:orag~ faci ity. 
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Certification of the local I/0 control process~ by auditing the p~ograms used 

in that environment, will help guarantee that proper use. is being made of the 

backup facili.ty interfaces. Th· s · s under local control, ancl will not be 

discussed further. 

There is still the possibility that the -emote implementation of the 

capability mechanism for controlling access to the backup storage facility can 

be subverted~ by system programmers, for example. There is no guarantee tha 

a !:'emote system kernel is secure, and even worse the e. is no way to find ou 

wat types of security violations are likely r.o occur. Stored information 

could be eocnproraised in any of a number of ways. From the time that 

ioforma.tion is sent out over the network, it cou d be intercepted by an 

intruder tapping the commun.ica ion lines [Ke 76] ~ or it could be copied from a 

remote storage device by a stand-alone dump program. The solution is not to 

prevent such activities, but to make th.em harmless. by ,encrypting all data 

sent over- the network and stored remotely. 

The e are nUlllerous techniques that have been proposed for th@ 

enc.ryption of data [Fe1 73, Fei. 7 5 NBS 75, Sm 72 Tu 73 ] . We will assume 

that the kernel I/O facility implements some encryption/decryption mechaaism 

a r- ou !ilOiog and ·ncoming data on the netwoc-k connections. Rather than 

d sc:ussing tne mechanics of encryption and decrypt.ion, we will concentrate on 

applications of encryption to protecting remotely stored data 1 and on the 

management of keys. 
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There can be two types of remote files that need to be pro tee ed. Dai !:.a 

files contain the actual informational content• and an associa ed desc ip o 

file contains attributes describing the file. Each type of fi e may need 1:0 

be protected by a different application of encryption. In the simp est case. 

the use of descriptor files is not needed , s inc a all ca ta og in form.at.ion is 

kept locally and reliability is enhanced by a loc:al redundancy technique. 

Ues~ riptor files are not needed . and no catalog information is ever sent over 

the netwotk. To protect data files, they ate encrypted using a 

system- generated unique key,, which is stored in the ( local} catalog en try for 

the cache file.. When the file is transferred over the network, it. is 

encrypted/ decrypted by the kernel /0 a~il i ty, us · ng th k~y stored in the 

catalog. Any information outside the c.on.t cl of th~ local system exists only 

in th~ encrypted form~ and is as protected as he local encryption mechan · sm 

a lows . The point: is that the degree of protection is under local control i i 

the. implementation of the encryption mechanism. 

The. encryption mechanism makes remote backup copies worthless without 

the key, if the work factor required to ~ryptanalyze them is high enough. 

The:rc:e is no way to prevent inspection of backup ~opies by an unauthorized 

in ruder~ but the loc::a.1 encrypt.ion mechanism determines the work facto,r 

required for decrypting the data~ based on t.he value of the date. Similarly~ 

the.re is no way l:o prevent unauthorized modification · o remote data However 

unauthor ·zed modification. to data is a denial of backup service issue~ and 

affects the reliability of ftle sto,agc tln-"l!uthoriz d rel ;:ise of da .a 
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sccur 'ty issue,, which subverts the file system protection mechanism, aud is 

more impcrtant to pro ec t aga ·nst .• ( 14) The best that c:an be done is to 

de tee t the fact: that a mod 1, ·cation has occurred. A checksum tee hni que , which 

stores a checksum i.n the local catalog, could be used to verify that a 

-retrieved copy is probably unmodified. Unauthorized modification, being a 

denia of service issue that reduces reliabi ity might be p otectecl aga ·nst 

by some of the reliability enhancements discussed earlier in this chapter 

( e .g . by making cnul t iple copies, of the data) ~ and wi 1 not be pursued here. 

For a pa.rticulac: application of encryption techniques there a-re thre@ 

measures of merit based on the effects of; 1) how much information is 

divulged if the cor ec t key is discov,ered; 2) how uch information is made 

unuse.ab le if a key is lost; and 3) how- mu~!, work · s required to re-encrypt 

flies , f the key is changed • In the simple strategy de sc t'ibed above, each 

file is assigned a unique key 1• which is sr.oi:ed in the catalog. This li.mi s 

the d ivulgence or loss of data i t.he kiey is comp omised or lost co the 

contents of the corresponding file. To change a key, only hat one fie. needs 

to be re- encrypted. u t iple keys ~ 011e for each file~ a re useful in this 

r espec. t ... 'Io compromise the en t · re set of backup cop· es requires knowled g,e of 

as man.y keys as there are iles. However, if descriptor files are. maintained 

in backup storage also, this strategy rnay have to be m.odified. 

(14) There have been cases of secur i.ty violations ·o th,e implementation of 
backup systems . For eitample.~ access to a backup tape with unet1crypted data 
from the entire file sys em could a ow a user t:o read the password file. The 
netvo:tk facility separates the issues of control over ( local) access to backup 
storage I and pro tee tion a.gain st. (remote) inspection by encrypt · ng the remote 
data. 

- Page 102 -



5.6 Protection of Remotely Stored Data 

Descriptor files contain backup copies of catalog information. If 

local catalogs con.tain keys, then descriptor files would also contain these 

keys, to improve reliability of key storage. By encrypting each descriptor 

file under a separate key, the advantag,es of the strategy j use d' scussed, with 

re pee t to he thcee merits are re t.ained • However :1, here a.re two µrob lems 

If the set of descriptor files is to be searched as a database the use of 

.separate keys for each entry in the data.base wou d mak,e the search 1, at best 

inefficient.. fore impcrta.ntly 1 however, the ability to retrieve catalog 

'nforma.tion would be eliminated if damage o a local catalog destroyed the key 

needed co decrypt the backup informatiou t The solution is to use w□ specia 

keys as described below. and illust.rnted in figure 5 . 2. 

In order to use d,escri ptor f;iles as a data base, and to be ab le to 

retrieve catalog infot111.ation even if local cat:alogs are destroyed, all 

descriptor i es are encrypt~d by the kernel I./0 facU' ty using a single 

descriptor master key_ (D fK). Database access to all descriptor files can then 

be done uniformly under the same key and maintenance of th.is key is 

independent of the local file system. The D ·U< needs to be specially 

pro tee te.d, however, sine e its loss would pre.vent dee ryption o a 11 desc r · pto r 

files . (15) 

( l S) Loss of the DMK would not compron:1ise. protection of remote data files, nor 
prev,ent operation of the backup system. Hovever. since backup information 
from catalogs wou d no longer be available, an alternat form of catalog 
ce liability enhancement would have to be relied upon to make sure tha 
retrievals could be accornpl · shed after a failure. Th.e extra work required in 
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If it: should be desired to change the D K,, then a 1 descriptor f ~ les 

would have to be re- encrypted under the new key. Sinc:e descriptor f • es do 

not r ,epresent a majority of backup storage con ten s. his might be feasible. 

bu would not be prac: tical to do too often. Frequency of DMK change depends 

on the work factor associated with the encryption strategy. A goa should. be 

to make the work factor high enough so that the ,u,:: does not need ta be 

chan.ge.d often~ especially if there are many descriptor iles. 

The effects, of a CClln'lprom.ised tK exh 'bit he most serious flaw with 

this mechanism. By comprom 'sing a single key, an in ruder could decrypt a l 

keys to data files~ and subsequently decrypt any data f' le. The degree of 

protection of the e tire set of backup data fi es rests with the protection 

afforded the DMK. Al tho ugh t e DMK is main ta ioed local y, even a 5Clal 1 

?OS si bi i ty of guessing or otherwise compromising this key migh ex· st. To 

prevent COIIlpromise of the D'MK (e.g by remote intrude-cs) from comprom'sing the 

protection of all data files. t:he o · 10"'1ing addi 't::ional mechanism is employed. 

The problem is that kn.owledge of the D t exposes all data file keys. 

To prevent this. the system will also maintain a ~ protection key (KPK) t 

which will be used to ,enc:r-ypt ea.ch data file key before the descriptor file is 

encrypted., Thus• da t:a file keys are encrypted twice . fir st under h~ KP K~ and 

his case would justify spec Ja preca.utions bein t,r1ken to gua d agalost ass 
o the DMK.. 
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then under the DMK. Compromise of the DK will only release statu.s 

infor:mation about the dat:a file~ and will not al ow the contents of the data 

file to be decrypted. Both he DMK and the KPK are required to decrypt the 

data file. This technique. effectively protects data fil,e keys» a.nd hence the 

c.onten ts of files~ with a higher security key than is used to protect status 

informat ·on. The higher security key is repre.sented by the composition of 

encryption/dec..-yption 0•perations using the two different keys (16) 

The two key data protection strategy fa es well with the three merit 

criteria mentioned above. Key compromise has been discussed already. 

However, both keys ate managed by the same ( ocal) authority t and th· s 

au hority ust be trustworthy. Otherwise the system breaks down. Since the 

key management authority is ocal, it can be audited to make sure it is 

i.rn.ple.men terl in a trustworthy and reliable manner. 

Loss o the DMK prevents catalog information from being retrieved. 

Loss of only the KPK still permits catalog information to, be retrieve.cl but 

will prevent data files from heing decrypted. Loss of eicher key must be 

prevented A scheme for guaranteeing the protection and tbe reltab' ity of 

the t:wo keys is essential . Such a local scheme can take spee:ia.1 measures to 

( 16} De term :l.nat · on of the D.·IK is "e.a.s ier'' than det:erm ina t:ion of the KPK in 
the sense that one has more information available (all the descriptor files) 
for using cry-ptanalyt c techniques. To determine the KPK, first the DMK would 
have to be known• and then on y the set of data file keys would be. avaih.b e 
for cryptanalysis. Protection is II guaranteed 11 by an encryption technique 
re.quiring a suf f · cient work factor. coupled with period ·c key changes. 
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:realize. this guarantee ,(but should not use the. network) since it pertains to 

he very special objects, the D K and the KPK . 

Changing the KP will affect the stoirage of the encrypted da a file 

keys in the descriptor files. Since the KPK · s ess ,easily co prom· sed . and 

he amount o work 'required when it is cha.nged is smal 

wh.eneve the DMK is chang,ed. 

't can be changed 

The two key id ,ea protects status information (descriptors) at one 

e el t and places a stronger pro ec ion on the keys to access Lhe da a files. 

The strongest level of protection "s in the pro ect ·on of the D lK and he KPK~ 

but since these are always stored and accessed locally~ a reasonable 

con idence can be encouraged that remote copies o local cache files will not 

be exposed to anyone out.side the context o the local syste.m, eithe in mote 

sto rage~ or in e commun. · cation network~ 

The use o a network connection to communicate wi.th a emote storage 

-acili y can b€! viewed as a thin p'peline through which in ormation flows .. At 

times~ the demands for infotma ion trans e ay be greatec than ava · lable 

capab · ' it es. Estimates of netwo k band'Widths and performance of request 

servicing are ma.de in the next section. 
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5. 7 PEn;fo :c:mance ssue.s 

Traditional tape backup systems hav·e a high bandwidth I/0 connection 

between the local file syst,em and the backup storage medium. Th's is not he 

case wi t.h a network implementation. The demand for backup service will 

frequently exceed the capacity for providing that. service. A general queuing 

strategy can be used to buffer requests wen the demand rate exceeds the 

service t'. ate. Th is section will investigate the perfo rmaoc e issues and 

problems that arise in using a united bandwidth network connection for 

backup. A simple queuing model is presented wi t::h assumptions about request 

rates and aetwork bandwidth, to illustrate typical. perfo anc ,e of the 

facility. 

Requests for backup service are made as a function of the update r-a:te 

and che particular policy implementation in use for processing not· fications 

In the queueing model c.hosen here t we will assum@ that requests are made in a. 

Poisson manmn· (Le. the distribution of inter-arrival times is Poisson) • 

Since -requests originate fron, mod · fica ·t ions to immune files and these f.: es 

are ref erenc,ed in a manner 'Wl1 • ch depends on the number of user p oc esse s 

~unning in the system, the reference patterns used by these processes~ the 

size of the primary memory fac.ility, virtual memory management strategies,. 
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etc. each notification can be. assumed to be. en independent event. This 

assum.p ion is reasonab e because most notifications ar ·se from i ndepe dent 

updates from independent p ocesses . On the scale of he <Jhole system he 

independe c@ assumption ho ds for the set •of susce.ptibl f iles in a add r e ss 

spaces. Based on network bandwidth equest processing ove head, and he 

processing strategy? Ye 'Will derive a limit on t he useful reques t ate that 

can be handled~ 

The queuing mode used will be an M/G/1 sys am with a FIFO request 

processing dis•cipline . Reques s are. made in a Poisson m.anne r w:i h average 

rate r ( to be determined · the analysis) • The avera e request processing 

rate d,epends on processing overhead . distribu ion of workload for 'ncoming 

requests (i.e. service distribution t,mes) and useful network bandwidt • 

Processing overhead · s assumed to be constant fo r al requests. and is 

essenti.ally time allocated to bookkeeping unctions send i ng a taVmguage. 

establishing auxil ·ar:y network connections,, etc. ypical network bandwidth 

based on the ARPA.net is on the o~der of 40 thousand b ts per second for a 

single connection. Future networks can conce va y support transfer rates an 

order of magni ude larger. Other echniques such as multiplexin m tiple 

connectioos in para.llel to achieve highe?:" ef feet ·ve transfer rates will also 

be considered la.ter ~ Th,e maj o, wor · load ~ s i.n transfer ing data over the da t:a 

connection, e · thet: in pet forming copy or ret t'ieval operations. Fir-st we wil 1 

consider copy operations 
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It is known from elementary queuing theory that the average waiting 

tim,e io a FIFO M/G/ 1 queuing syste.m depends on the request arrival rate, the 

mean service time and the variance in the service time. The request 

processing ov e.rhead ·· s assumed to be constant I so adds only o the mean 

service time, and not the var·ance. To determine the mean serv·ce time, 

consider the distribu ion o · requests for copy operations for different length 

files . Based on observations on the. Multics file system, most files are 

small. Ranging etween zero a.nd 255K words, they iweraie about 4K words in 

...... 
size. Furthe.rmoret the di tribution is exponentially decreasing~ r.it:h a rapid 

decrease in the number of files with larger si:1:es. Approximately 90% o the 

files a c-e within SK words of tbe mean f' le size. This sharp dist t: ibut · on has 

a relatively small varianc.e. Given that 1:he ave-rage file is 4K words ln 

l eng h" the average service time can be calculated from he net.work bandwidth .. 

For Mu tics, the word size ~.s 36 b · s, and 1K ords can be transferred over a 

40Kb connection in about one second. The average copy operation wil 

therefore take 4 seconds. For this particular case the. variance was 

determined , by measmcing an actual distribution~ to have a value of 

appn:iximately 2. Any per request overhead is added to the mean . but does not 

affecc the variance. 

The /G/ l system exhibits an unstable, fluctuat · ng behavior when 

operated near saturation as determined by the ut'lization fac or. The 

utilization tac: tor is the ratio of the average arrival rate to the average 

service rate, and must be less than one for a steady state solut ·on for this 
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type of sys em.. Given an average. service rate s • plus the fixed overhead. we 

can calculate the m.aximum serviceable request a e for :! given ut · ization 

factor. Assume that the fixed overhead can be. accomplished ·o parallel "· h 

other copy ope rat· ons and is thus zero in the steady sta e, since i doe no 

add to any particular service ime. The average servic time can he efor-e be 

taken to e 4 in the example. Also ass111me a utilization factor of 75%t to 

keep the queues from becoming saturated ( this essential y means that:. the 

server is busy 75% of the time) • Then the maximum request rate is r such tha 

r* s < • 7 5 or r < • 19 (approximately) . Th is is abou one reques eve-ry 5 

seconds. Some -req ests will take longer than 4 seconds to p ocess, and new 

reques s will back up in the queue. O· hers w· 11 take less time and the queue 

will empty out. About 25'% of the tim.et the queue will be empty and the set:ver 

wil not be busy .. The average. waiting time in t:he q eue will o e 6 • 8 seconds 

and the average number of requests in the queue 'Will be 1. 3 in he steady 

state solution. This eans that if the request rate is limited to one every 5 

se~onds the each request can be servic,ed within an averag2 of lo. seconds. 

i.s is desirable s ioce one · s at tempting t.o complete t.he copy operation as 

soon as possible after the actual request is made If requests are made mot:e 

frequently,, the system approaches saturation a.nd the.re. is a ong delay 

be.twe ,en the tim.e. a request is p aced on the queue. and the time · c is 

servic,ed. 
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The request rate calculated above can be · nterpr,eted on a per user 

basis as fo lows. Th.e mean time be.tween requests is S seconds. The average 

rnnnber of requests in 5 minutes is 60 . If t.he system supports 60 si.multameous 

interact ve users, each could make one backup request: every 5 minutes on the 

average, and have a backup copy operatio,n comple t ed within 10 .8 secoods. The 

submission of one backup r ,equest each 5 minutes for each user is reasonab e • 

consider ·ng the r.1a.y modifications to files usually occur . (17) 

First 1 ·t may ~ot be desirable to backup files generated y progra -s 

Ce • g. cut put from compilers,, te.-; t format t · ng programs, etc ... ) sine e they can 

be regenerated if needed . Second, temporary files used in generating output 

should not be backed up, since it w· 11 usually be cheaper (and more feasible) 

t: o restart the opera ion from the be inn.ing than ta produce and :recover 

:) ll.C. ·up copies of intermediate results. Also. modifications to most: files that 

will be backed up tend to be bursty and infrequent. For example~ a compile'[' 

may gene-cate output into a tempora-ry file a nd copy he final result into a 

permanent file when it is f "nished , or an edi ot may buffer changes in a 

eriporary ile and copy hem · nto the permanent file when requested by t.he 

'.!ser co do so. 

( 17) The e assumptions are corroborated by performance easurements made o 
the Multics system. Th e assumptions above allow fo-r 72 0 :requests per h.our. 
independen o the number of users ( thQSe -requests BCE somehow distributed 
among the users). On Multics~ the request rate observed du-ring id- afternoon 
peak usage periods is under 350 requests per hour (about three quarters of 
which apply to user ' s f:l.les - and the test to input/output queues and other 
system files),, based on statistics fr<:1m incremental dumps using magnel:ic 
tapes. These measurements imply that the network facility can handl~ peak 
r-equest loads quite we l~ if the indiv "dual request rates are. l im..ited, as 
desc.:ribed and justified abov~ . 
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The result is that the permanent file; which is o be backed up is 

modified within a small time in erval and the.n remains unmod!.fied fol:' awhile. 

Tne small ime windo,-,1 during which modific:ations occur the la g r i e frame 

during "1hich copy operations oc.cu:r. and the small average time needed co 

perform a copy operation tend to decrease the likelihood of making 

inconsi s en t copies by copying a file r.m.ile it is be rig modified. The 

assumption is that a particular file being mod· f · ed this way will emain 

unmodified for about. 5 minutes ot: at least notifica ions w· 11 be Hlt:ered by 

th~ policy implementation so that copy :ceques s fo these files will be made 

once in S minutes. (18) This mode of operation rneans th.a a user can lose 

only 5 mi u tes worth of work on a fi e but it will take at-ou 1 seconds to 

make a backup copy o the. burs y modifications . (19) Contras ed with a large 

( 18) For example t if a request 1 s made to make a backup copy of a il be.fore 
a previous backup reques ' for the sarn file has be,en serv ·c d the new request 
need not be placed on the queue. Al though reques s may a r-rtv~ mo re of en, 
only new requests ar"t"ive each 5 seconds. This is reasonable. since the size 
of th~ set of modified susceptible iles or i.m · ch requests are made will be 
smaller than the number of requests generated. Several requests may arrive 
for a given file befot'•e. it is backed up - but the assumption is 'that a i e can 
receive backup service once every '.5 m nutes or each user. 

( 19) Th.ese observations are based on the performance as umpt ions ade ea .-1 · er 
in the · ext. Perhaps the average service time i 10 seconds inst:ead of S but 
pl'!!lC'\t.apS only 30 simultaneous users are mod ·fying files . lt is d · Hie.ult o 
specify precisely the param.ete -s of the. ode . e example is ia ended t 
il ustrate a reasonable scenario,. and d ,emonst ate the feasibili y o , he 
implementation. Te reader is free to imagine alternate scenar·os and draw 
conclusions about the perfo ance of the implementation in that environment, 
vi h a specific po icy implementat · on 1• etc... The n~xih · u o t:he policy 
imp em ntation however. should p@l"lll t the ideas presented here to be made 
use ul in a wide vart ty f performance situAttons. and his fact not 
:specific. performance assumpt ons mndc her , ts the ke . o the uti.1 l y of h 
mechanisms presented. 
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incremental dump tape ~ystem in wh i.ch n fi Le accumu a es p~rhaps an hour's 

worth of modifications before it is ba~ked up although the copy operation rnay 

complete T,,,•ithin far less _han l1 seconds he user stands to lase up to one 

hour~ s wotk in a failure. Thus . more requent copying:1 but slower copy 

opera ions, wil minimize unrecoverable loss of data .• and dynamic :recover 

minimizes unava ilab · 1 · ty . The result is an improvement in rel iab ili ty of h e 

storage. Dynam c recovery per fo rmanc e is discussed next • 

lligber bandwidth c.on.nections reduce the average serv·ce time . and 

reduce the variance as the square of the ratio of the new to c.he old average 

service me. Higher bandw"dth permits higher request rates wile still 

'""a"::itaining a given utilization ratio 1 average. delay> and average queue 

length . Foe ce rievals however, the rate o equescs for backup operat.ions 

has a tlme-depend,en t vet'.age; at. first there are nany requests, and once a 

file is retrieved, it no longer has any retrieval requests associated Yi th · t. 

To,e retrieval rate tapers off as more files are recovered in the cache 

storage. The problem ca.11 be viewed in terms of how long it takes a request to 

be processed• and how long it takes for the re. tr iev al oper at· ons, \JO rking 

continuously to complete. Again assuming an aver.age file size of about 4K 

wol:'ds, we need to make some additional assumptions about the retrieval 

scenario to estimate typical performance. 
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After a system failu e all catalogs and the contents of c.he system 

library are restored, and users can log 

usua ly find the file to be already in 

in. References to user iles will 

he cache . Raweve for se eral users, 

the ~iles w·11 be missing since the damage tends to be local and only 

a fee ts a few use.rs . These early file refere ces typical y attempt to access 

such information as th-e user's mailbox~ stored programs, or data · les. Only 

a few files are actually required a a g ·v,en t ~me. fo exa!llp e o edit the 

source of a prog am some text, etc. Several file may be needed if a program 

references seve -al subprograms bu they n-eed not be present un il actual 

reference time in a system that supports dynamic - inking . such as the Mu tics 

s stem. The delay experienced i retrieving a file hat s referenced but 

rniss ng is important to the user. 

The analysis for copy ser:vice is applicab e to the retrieval se~vice 

problem. The basic a sumption. is that the system c.an service retrievals 

adequat.ely w·th a delay c·me. of 10.8 seconds · a request arr ives 

approximately every 5 seconds. his is a teady state solution, wh"ch applies 

if he system operates ·n his mode or awh" e . ln fact 1 the onger the 

retrieval operations are in progress, the bette~ the sit•.iat.ion becomes . s · nee 

the C"equest rate ta.pe:rs off. Depending on the pa ticular user c.he 

inter-reference time to di ferent files may vary from a sho t time or 

programs that make a rapid sequence of refer enc.es to sub p ograms to a long 

time for editing a file befor,e ne.eding to reference another one. A easonable 

aver.age might be sever:al minutes between refeyences to dif erent iles. For 
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example, a USt!t" \llho, r ferences 20 'le:s d1Jrin an hour long session could 

probably accomplish some reasonable work and would average one reference each 

three minutes. A reference rate of on per five seconds would support 36 

users ac c:he 7 5% utilization factor level. If the system could support 100 

s i:cmlt aneous us er s. this means that 3 6% of a 11 sys tern users c.ould be !!if fee t:ed 

by a system failure, losing al their files. but could st· 11 access their 

missing files with an average delay of about 10 se.c.onds . Th ·s argument is not 

· ntended to specify a 1,evel of operation for which this approacb to backup is 

feasible, but is ·n tended m show that even aft~ a fairly widespread failuret 

any user can proH tably use he system or perform ·ng some useful opera.tions. 

This does not imply tnat all users can function a full capacity, but o,nly 

that most. use"t"S can, while at first those mos :severely affected by the 

Eailure mus "ride out" the delays encountered tn the recovery trans· e.nts 

\olhich snou d be minimal and as short lived as possi:ble. 

W,e: close this section with a look at t:he extent of effect that extreme 

changes in performance an order of magnitude in size might have on the 

operati 1on of the network backup facility. At times, t:he network. or the 

com.mun icating system might become so heavily loaded that for awhile, it can 

only provide service at a level an order of agnitude reduced from noTI11al. 

Alternatively) with th~ adven of cheaper micrnprocessors and higher bandwidth 

communication media it m'ght be possible in th@ near future to dedicate 

processor facilit' es to achieve an effec l::ive communication bandwidi:h and 

request pit"OC es sing delay an order of ma.gni tude improved over he level 
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described previously 

service levels . 

5. 7 Pe['fonnance {ssues 

Fiest, we cons"der tne degradat"on caused by !'educed 

If requests ca.o. only be serviced at a rate of one p12r minute, then the 

req est rat,e must be imi _ed to one every 80 seco ds in order to maintain he 

same utilization factor of 75%t and results in an a:verage queue vaitiag c ·roe 

of just over l 00 seconds. Th is slow service is ina.dequa t e for processing 

requests for copy operations that r-,esult from notifications for the defaul 

evel of bac~up An alternative high-bandi..ridth backup faci l i y should be used 

o empty out the reques queues once they become j a:mmed w1. h requests. 

However, it "ght be appropr".ate to cont"n e performing use -requested back.up,. 

which could proceed at the slow-er rat if the average user-regaest ra e is 

::i.uch Slllaller than the system d•efault rate. This is really a o of grace u 

ailure of the netw'ork fac.tlity, which still allows a reduced evel of 

operation. for some user st but should be handled by art alternate backup 

strategy suggested ear ier until conditions improve . The future holds 

promise. for remendous :improvements in performance. ., however. Some 

ca culat·ons a.re. presented below. 

Assuming a netwo k bandwidth of one mil lion bits pe.c second _ ich is 

not unreasonable in some curren ne work designs [Fa 72, Fa:c- 73~ MB 76 ~ Wo 

7 5) the reques processing time average drops to . 2 seconds. The request 

:c-at e th at can b ,e suppo ted at the 7 5% u t il i za ioo f actor 1 vel is hen a most 

four per second and the average queue ,.,,,ai ing time is about a th rd of a 
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battdwidt 

5. 7 Per fo r:mance Is sues 

Possible trends that could o[fs!!t the. improvements of htghet 

n 
communications m~ght be toward lar-ger files and systems that support 

a larger number cf simultaneous int,eract ·ve. users. However, these trends 

cenainly se.em to be rnuch slower than the opposing trends toward higher 

bandwidth coraraunications. The net effect should be to improve the leve of 

se?rv ice tha can be provided for backup of user les -reducing the cost of 

t n e service .t and improvln.g the reliability of file storage. for computer 

systems in a network . 

5.8 Charging for Backup Services 

Although the issue of charging for computer services is largely an 

administrative one, there are several considerations to keep in mind for a 

n twork backup system. Charges fo:r local services need to be distingu · shed 

f -com charges for remote services, since the t:wo types of serv · ces are. 

administered independently. This section wil briefly consider the arguments 

:for a charging scheme for backup n a shared system using the network. 

It has already been mentioned that a default level of backup service 

should be provided fo r usei:s who are unconcerned with particular -reliability 

requirements.. The operation of the backup facility and a.ssocia ted costs and 

charges should be invisible . 'the sy tem provides a standard file sto,rage 

facility, and users pa.y a fee. based on the am.cunt of file storage used,, and 

- Page 118 -



5.8 Charging or Backup Ser ices 

not on he amount of backup service provided for their files. Perhaps several 

classes o,f storage for several reliability cequ ,·rement levels c:an be provid d j , 

at several different pricing levels but the inte nal accounti g and 

mechanisms of use re.ma.in invisible t.o the user. 

User- defined backup is another story. ln chis c:ase special services 

a e being per ormed at he us,e.r' s di rec: tion. Four cost:s are involved: the. 

cos of interfacing the notif c:a.tion and reques . subrniss ·on stra egy to the 

ser, the cost of processing requests, t e cost of transrnitt ng data over tile 

network , and the cost of storing data at he: remote backup fac" lity (e.g . the 

Oa tacom.puter). Th.e costs for invoking the user in er face to backup will be 

reflec: ed in the charge made for the user 1 s process resource. 'l'he cost of 

p-roc:essing a request s ubmit ed from a user policy wi.11 be sma 1 compared o 

the c:osts of information trans ers and data s orage . Only one copy of a fil 

is ma in ta ined in the backup file. system so his charge · s based ,on file size. 

The. major cost is in commu ica ion~ and depends on how o-'°ten backup opera ions 

are requested~ and how much information is sent for e.ach request .. To properly 

account for frequen.cy and volume of us er backup service• cila.rges can be made 

in te ms of the total number of bics trans erred fo . the user and the 

quantity of backup s ton1ge requ~red. It might also be possib e to give 

•
11 cred · t" for user backup in the amount of he standard default. backup tha the 

user would noTI11ally receive . Only the added costs incur~ed for using more 

than the aveili:age share of "resou: ces would be charged .. 
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5. 8 Cha. rging fo t" l\ackup Service.a 

lt is men ioned in closing that use of the backup service re.se.tnb es 't::he 

use of other c.lasses of Sf!i'."\1ice commonly provided in shared computer systems .. 

Mos such services prov "de a queuing mechanism for submitting requests, and an 

accounting strategy for charging for the amount of resources consumed in 

providing the service. For example the. line printer queue s.ervice receives 

user requests and charges for service ba.sed on how much pa.per is consumeti ,. now 

many characters were printedt ,etc. Since it is not usually of concern to the 

user hat the p:rec:ise state of request processing be. known at all U.mes~ this 

setv ice can be acc.ompl shed in par all el with o tber user operations. It can be 

ca led an asynchronous service. Typically .~ users of asynchronous serv ·ces 

must be aware of consistency problems that might arise when use access "ble. 

files are modifi,e.d during, t.he time. interval be ween the submission of a 

service request, and the time the. request is serviced. For line printer 

services~ this problem is usually ignored. For backup service, ccms st ency is 

a .real issue. the facil · ty described in this thesis provides the user with 

the flexibility to implement: a special backup policy~ but just as importan ly> 

provides for control ove.r the delivery of backup servic,e, so 1:-hat the state of 

a sync::h.r onous se.rvic.,e operations can h,e de term ine.d ~ and more precise 

information is ava lable about the state of backup files. This is a hard 

serv·ce to provide in a tape ot'.iented system. The use o . a network allows the 

random. access nature of a. large storage facility to be made available so t:hat 

better service can b ,e prov:Lded for the user in improving the reliability of 

file storage. 
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5.9 Summary 

5. 9 Summary 

This chapter has cons"de.red several issues relevant to a ne: work 

implementa. ion of a backup faci ity.. The generation and use of names for 

uniquely "dentifying network connections~ hosts I and bac:kup copies of files 

were described. A solution to the p,roblem of enforcing user defined 

consistency constraints on backup copies of Eiles was presented. In this 

solution,, backup copies ate made fr,om temporary shadow copies of user f · les 

wh · ch remain consistent b,efore and during backup operations. The met.hod of 

updating shadol<l copies is analogous to the method of updating immune files in 

a well defined manner. 

Since the primary network ba.ckup ac · lity may not always be available 

a strategy was described by wh ·ch the I/0 control componen of the backup 

facility may use several di ferent network hosts for sto!'."ng backup copies. 

Th.is strategy results in distributed copies of files, vhich may make locating 

and acc:essing a. correct copy difficult. miile tne re rteval process is 

severely hampered by the una.vailab ility o the backup storage facility it 

w· 1 a ways be possible to continue making ba.ckup copies, which s the pr ·ma-ry 

operation of the backup system. To acilitate access to backup c:opies 

emporarily d s rihuted copies are consolida ed at the prlmnry backHp storage 

fnd.Uty WJ1.c.n it again become av ilab e. 
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The ability to control access to data is lost once the da. ta is stored 

on a re.mote system which may be accessed by other user:-s. A data encryption 

scheme or pro tee ting backup copies of files was described~ This scheme 

I 

ptov id,es con fidenc.e that the use of a remote data st:o r:age facility will not 

circumvent local protect.ion goals. 

A queu·ng model analysis was presented t.o demonstrate that reasonable 

performance can be expected from the backup fac · lity using contemporary 

network tec:hnolog es and for typical user demands. Finallyt charging for 

backup services was described. The c.ha"t"ge for a set:vice is pro port ·onal to 

the cost. of the resources used to provide the serv ·ce. 

- Page 122 -



Cha pt e-c Six 

Conclusion 

6 .. l Summary of Results 

1t cau be a frustrating and disappoin ing experience to ind that a 

system is unavailable when it i s nee ,ed. T e situation is improving today 

with the ability to construct more reliable ha~dwa~e and sof ware. 'rhere · s a 

parallel psychological rend for users to become less and less tolerant when a 

system is unavailable . as the system is general y accepted as more rel· a le 

' . er ea s users might hav@ tolerated delays o hours in he past , the reliance 

on computer ut · l" ties to prov ··de almost continuous service no\ot makes delays on 

the order o t11inutes unacceptable. This r.hesis arose from the observat ·oo 

that in a network . which provides an envii:-onmen where redundant instances of 

resources can be. 'W'idely sha ed ~ the unavailabi.lity of one speci ic. instance of 

a. resource does not necessarily preempt the availabili y of the se vice that 

i provides. 

In part'·cular~ one o the most important service provided by a 

computer ystem is that of file storage. Recogn zing that a file :storag 

fact l tty is sub ect to a wide v.niety uf f.<1. 11res wh tel .in res It n 
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unnvailabil ity of the sys e.m and an inability to accompllsh useful work one 

can take sevel:'"a measures to cope with this situation. The early content of 

th is thesis has discussed a number of approaches to improving rel iab il · ty of 

fil,e storage in an unreliable environment. Each particular technique is more 

or- less appropria e to a pa ticular applicat on depending on the goals and 

purposes of the system . In this thesis, we consider th.e use. of a gene['al 

purpose computer uti ity \fflich provides file storage for users, and which 

mignt be used for a wide va.li:-·ety of applications .. !he underlying assumption 

is that the system should be eliable in the view of the use.rs, and this is 

evidenced by high availability and low mean- time-to-r,ecover. By using 

redundant: storage of iofonnation in a high availability network environment, 

these goals can be reached. 

The network is useful for providing backup storage of files not only 

because of the high avai ability of storage. faci ities but. just as 

importantly. because of the. ec.onom ;·c feasibilit:.y o.f using a large remote 

random acces service. Random access capabilir.ies significantly reduce the 

backup copy management task that is a major burden in tape backup systems. By 

maintaining only a single copy in backup storage~ it becomes much easier to 

determine the. state of backup copies re ati ve to local cop· es. and recov,ery is 

much more rapid because a.11 files are consolidated at a sing e storage 

facility and can be accessed for retrieval dynamically whi le the system 

itself is available to th.e general user coromurdty . There is no need to search 

a tape library. mount sev12ral reels and restore all file.s before the system 

can be made available to users. 
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Dynamic recovery while the system is ava i ab le to users improves the 

perceived re iab~ li.ty of file sto age t but only if backup and recovery w:o:rk 

together in a way that -reduces the amount of unrecoverable loss if 

inforrnat~on. A dynamic backup notification mechanism was descr"bed that 

close y tracks changes to local f · e .system informat · on so that these changes 

can qu · ckly be reflected to backup copies. A useful way to view these 

operations is to think of the local file system implernen.tation as anaging a 

cache for efficient access to information n the logica permanent file. 

system !.!7h · ch is stored remotely,. and accessed in a carefully controlled 

anner to pro tee t it rom unintentiona m · shaps. 

The improvements in capabilities for accessing nd managing backup 

s orage afforded by a random access network. facility penni greate control by 

users over the state of backup storage. Database consistency can be 

guaranteed,, nd the exis eoce of on 'y one c.opy of fi .e in backup s ocage 

greatly simplifies the task of determin"ng what state new y e r·eved files 

are in after completing recovery from a fa· m:e. 

The use of the network for remote storage of backup copies o 

info at·on presents certain problems 11ot present in a loca tape system .. The 

lack of ocal control over he storage and access of information re.quires some 

form of pro tee tion echan · sm. Encryption was chosen as a solution s · nc e · t 

a fords a technique to prouc t remote information to a degree tha can be 

spec if ied locally t in the implementation of the encrypt ion strategy. 
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6.1 SummaTy of Results 

A basic assumpt on wa~ made e.i.t"ly in the thesis that catastrophic 

failures a e rare and tlte: solution p't"esented is there.fore oriented toward the 

mo re f t'equen 1: but less severe form of failure that ai::~ounts for most instances 

of system unavailability. Some form of high band:width mass storage facility~ 

such as a tape systeCll~ could be used to recover from a total loss of file 

st oi;-age~ Since network bandwidth is limited ,, it '"1'0uld not be appropriate to 

use ch is fac: · 11 ty to rec.over from such a situation. Howe11ec a queueing 

analysis of the proposed mechanisms has shown that even with a network 

bandwidth that is ow in the. context of current technology~ satisfactory 

backup service L'.:an be provided for bath backup and retrieval needs. 

The pas sibil i ty that the primary backup stoI"age facility may not be 

available leads to a scheme to prov "de backup for the backup facility. Since 

the network permits access to many storage faciliti.es~ the use of an al te.rnate 

allows backup operat. ·ems to continue in the face of a temporary failure of the 

primary facility . Tite resulting management of multiple distributed copies can 

be a difficult problem. However, the special nature of a.c cess needed for 

bar::kup copies eases the burden. "By consolidating distributed copies made 

during a tempora.ry failure, copies can be cent.Tali.zed at the pi: .imary storage 

Eac" lit.y 1-hen recovery is completed. This operation · s similat" to the 

mana ement a f mult i.ple. copies on tapes during the maintenance of complete and 

catchup dumps, but is simpler to accomplish because access to backup storage 

state info:rmat·on is much easier~ The fact that: file storage recovery is 

prevented only if two .1.Ddependent syste:ms fail at bout the same time. lessens 
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the chances that a backup c ,opy will be unavailable for retrieving when the 

local system fails . 

The drawbacks and limitatio,ns discussed above require hat certa ·n 

t radeof s be. made for example between frequency of backup and ac.c.eptab le 

amount of unrecoverab e loss of information. Even so the mechanisms provide 

an improvement in reliability enhancemen over tape systems rom he wo 

standpoints of system ava ability and de. ree of recovery possible. In 

addition the basic mechanisms used by the backup fa ili y are meant to be 

simp e, secure - and flexib e. Sev,eral genera · za tions and extensions of these 

basic mechanisms for o her uses are suggested in the next section. 

6 . 2 Other Applicat ·ons Using the Back.up Mech.anisms 

A discussion of the operation of the backup m, chanism has al eady been 

given. Rather t.han reiterating that d scussion here, we will merel sugge$t 

some possib e ext-ensions for providing o her services that m "gh be of 

interest. An investigation of a - 1 the issues tha igh t arise is b,eyond he 

scope of this thesis~ and as such, is suggested as an area of future research .• 

The basic facility that the: backup storage mechan · STD pt"OVides is a form 

of file system. Basic s sumptions wer,e made about the con ten ts and access 

needs of this file system o~ purposes of backup I in ord r to simplify tile 
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design and il lust rate the esseo t al · ssues. Some of t:.he restrict:: ions can be 

removed to provide mo r e general file system services for users . One such 

servic,e has already been m~ntioned several times; a file a-rchiv ng faci ity. 

By llowing multiple copies of a file to exist, several back. p versions could 

be retained for an indefinite amount o time. A carefully def· ned in ter-fac,e 

is required to produce the desired effect in backup stor ge wen a loca file 

is deleted . The maintenance of d · scributed copies is more complicated, since 

w-ritin a new verrsion. does not ake the old one obsolete . A user interface is 

needed for managing archive storage (e.g. for operations such as recalling and 

deleting archived les) ~ ,and an ac:cess control mechanism fo1: retri.eval of 

archived copies is required. t mi~ht be desirable to archive ca~alog and 

access control infonnatioo. t.tith the file . instead of keeping it ocal. The 

tradeoffs betw:een access cost and storage cost need to be investigated. 

Az:-ch i ving is one example af wna t might be ca 1 le.d a uset: service. The 

c- t'.' -anization of computer systems in a d · stributed computing network 

environment motivates the development and delivery of services to a wide 

distribution of users [Gos 75 1, Cro 75. Far 73 .• Rob 70 Row 75 ~ Th 73]. The 

essence of distributed computing 1s the semi-autonomous tight coupling between 

a set of local resource.s dedicated to providing an efficient, cost effective 

set of services, and an additiona:1 need and ab ili y to share other services 

on an occasional basis , using a network com111u ication '"acility ., New services 

can b~ provided using extensions of the mechanisms presented in the. thesis . 

I wi 1 also be of interest to investigate t:.he nature o requirements fo-c 

backup service in a distributed computing envi,orune.nt. 
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The design presented has been o-riented to\\.~ard the needs o a large, 

shared c:omputing utility. The nature of the needs of smaller systems · such .ls 

personal computers 1 intelligent teI:'lllinals~ special purpose dedica ed systems 

et~ . , that might al so be part of the computer ne two:rk is an area th.at wi be 

i teresting 1:0 investigate~ The tradeoffs between recovery c.im12:. system 

availability~ and a specific pa icy impl@men ta tio•n wil 1 vary TJi th the 

a .ppl i~atioo and the si :ze of itbe sys te:m. Pro tee ticn and a terna te r liability 

enhancemeru: sche1111es may also vary. While the design presen ed in the. ·thesis 

is bel tev,ed to be flexible ao.d general enough to be adaptable to spe~ific 

needs in all these situations, only one environment was illustrated. 

Espec:ially with th,e distribution of many services in the ne.two-rk the specific 

ature of backup requirements fot each system · 11 be a matter of local 

cone ern. Further invest· ga tions · n ·to "t"equ tremen ts a f other applic.at ions can 

be don,e by the reader wishing to implement a backup facility for that 

appl "cation~ 

6.3 The Distributed File Systera and Beyond 

1'he backup service provides a very restricted set of file system 

functions~ Data can be stored and. later retrieved~ Access is restrict.ed to a 

prr · v ileged backup I /0 procedure. The basic m.ecna.n isms used to store and 

retri,eve files can be useful for implementing a general purpose distributed 

file sys tern. A sha Lt sum.ma y of the ~ ssues w i l be given in hi sec ion. 
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A. f • e system provtdes a h.,cility for managing file names for users. 

ames provide a handle for accessing the file. The backup system provides a 

primitive naming and access facility . but will not: be sufficient foe a general 

purpose distributed file system [Boo 72, FaH 72 PeM 7 5] • A technique 

employing un.ifocm use of n,etwork-wide uniqu,e file names that are more , le:db e 

than UI.D ' s should help. 

The mechall ism used for 1:et:deving files that are not in t.be cache can 

be adopted to acc~ss files in a distributed file system. A distribut ,ed file 

system can be: considered to ba the union of the ind ·vidual file systems that 

c:o prise. its implementation. The cache mechanism pro\l'ides a technique fot" 

ef ficien , ace e s s to d ,· st r ibuted files. Ma.in tenan,ce of the distributed file 

system is a cache management problem. However, if distcibu ed files are 

shared, this problem becomes a very difficult one. Some of the ideas 

presented are a.ppl cable for naming~ accessing, aod updating distributed 

files, but are not suff cient for keeping shate.d files consistent o handling 

a general file migration stt"ategy. Unavailability of pan of the d ·stributed 

file system introduces problems:, but so does a mult · ple copy scheme that mignt: 

be used as a solution. Coott"oll ing and authorizing access~ and improving 

reliab "lity for such a file system are ,other problems . 

With the advent of larger and eheaper Colilpu.ter networks, tnet"e are tvo 

tendencies for storing data. One tendency is to C•entralize data for pe.rsonal 

use , so that access and control are efficient and l ocalized. An opposing 
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tendency is to distribut data. fo:r sharing , for re 'ability, and for economy. 

If reliah ili y · s a co,ncern to he user it is hoped that tbe · eas in tll · s 

hesis will lead to a practical , flexible a.od successfu backup ac:ili , .. lf 

other issues are a concern~ it is hoped that the "deas in the thesis are a 

s ep in the r · gh t d · rec tion toward solutions o harder p oblems. Whether the 

e~d applicat ' on is a private d edicated file sys t em~ or: a lal'"ge, shared 

distributed file system , needs for communication wil make ne or-ks use ul , 

and needs for reliab e services can use net-wo :rks o enhanc rel iab ili y o 

files orage. 
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