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ABSTRACT 

I is thesis, is conceni.e!d with the recent tt"eod towards 
decentralization. of the ,computer facility. We co -j ecture that there are 
s.tron,g forces in many organizations leading tow.ards decentra ization~ vhich 
have. been held in check by tech.oo1ogical and economic coustraints that are 
beginning to relax. T · .~s conjectur·e ts explored by analyziog approxiJ!lately 
fo'ttY cas,e studies of decentralization decisions. 

The results indicate that (1) st.roog decentralization forces do 
exist in any organizations. The forces derived from ·these particular case 
Stu.dies are classified as either functional econo ·ic or psychological. 
(2) I'he drop in hardware costs allows dec,eutralization 11:o occ111r at the 
initiati.ve of lower lev@l managers. 

The cons.equ.ences could include disintegration of the 
orrganizatiou's nformat.ion syste:m.. D,ecisione by over level tnanagers tuay 
ove look · be technological constraints of decentl'a.11.zationt ,especially the 
p,roblems o•.f ne. wor ing loosely cou.pled computers . This could result in a 
future inability to share data o programs among organizational u111ts. 
Because of the many functional advantages it provides. we do not feel that 
top 1,evel nagement. should discourage decentral izatioa. However~ top 
level management must be a.ware that the tecb.nological constraints re qui re. 
that. dec,entralization occur with their guidance and their perspective of 
the entire organization .• 
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INTRODUCTION 

1 .. 1 Overview 

Gurre.ntly1 there is m.uch discussion regarding the issue of 

centralization ve1;sue decen.tralization of an organization's compu·te-r-based 

information system. While a centralized computing fac.ility c.ootinues to be 

the oorm, th,ere appears to be a ece.nt treod towards decen ral:lza r.ion. 

I'l:lis thesis is concerned with deteruiin ng and examining the forces behind 

tbes,e. ,d,ecentralization decc sions. 

l. 2 llist,ocy of Computer Sy·stem Organization 

The que.stion of how to match the co114>ute.1:-based i.nform.a.tioo 

sys·tem to the organization has plagu.ed 111anageco.eot for years. Traditionally 

the first computer was acquired arid used by the accounting department, 

because accounting funct1o · s ~,ere. well suited to computer processing. As 

other departa!eu.ts becam.e i te.rested in a.pp lying this computer to their 

tasks. problems oft,en devel oped in estab isl:iing priorities for the use o.f 

the computer. In most cas,es these organi.za.tional conflic.ts we.re resolved 

by establishing a separate data processing de par trn,ent [ l J •. 

At t.he time centra ization began~ it was considered n easible to 

allow separate departments within a fiTID. to acquire and maintain their own 

,computers. First, costs for hardware wer,e proh · bitiv,e. Second r.here was 

a severe s · or'l:.a,ge of technical personnel. Third, management aaw the 

comp111ter as a means of c,entra.lizing records 'that we.re f o tmer ly ca l lee ted 

and mai nt.ained by individuals or groups A cent:ralized information syst 



Section Introduction 

would allow consolidation of reports th.at had 'been difficu t ot' impossible 

previous y [2]. 

The trend during the la.te 19'60' s was cowards more and m.ore 

centicalization of the infoma.tion system [3]. First> e.conomie_s of scale in 

computer hardware became a widely accepted idea [4]. Second the 

combination of centra ized systems and tbe new technology of time,-sllaring 

seemed to make a 11Total Management lnfor:ma.ti.on System•• for t.he organizat"on 

a p,ossibilUy. At that: t me one might have predicted that by :19,77 there 

o;.;tOuld he very little debate or concern about how to organize a 

computer-based inf a rm.a tion sys i:em. 

1.. 3 Why t e Concern Today? 

And yet there is more discussio·n now than ever before. There 

appear to be several reasons for contiuuin;g, ma·nag,em.ent interes in this 

area. First n spite of decreas ing hardware costs, EDP ,(E.l ,ectronic ]i)1ata. 

Processing) budgets continue co climb and r,epre:.sent an iuc1reast.ogly la.rge 

part ,of an org,aniza tioo,. s expendi tur ,es. Second.~ organza tions as a. whole 

are increasingly dependent on thei:r informa · ion. sy.s tems . Tb ird, because 

imormation systems have become a.o mportant part of management many 

1ndividual managers are demanding more control over their own systems. 

Fourth, technological developments such as minicompu.tez;s~ offer new 

alternatives in computer system organization., because of their ow: entry 

cos ts a.nd increas.iog capabilit es .. 

It is assumed. that a deceutralized, user controlled, environment 

will impact issues that concern management differently than will a 

centraliz.ed environment. For this reason a.nd becaus e they represent the 

,extremes of computer: configuration discussion of computer system 

-8-



Sect ion l Int.roduction 

orgaaizatiou bas. focused on centralization versus decentralizatioa. A 

qui.ck scan of any computer com01Un·ty journal reveals that central1zation­

decentralbacion is one. of the most heatedly debated issues in the 

management of information systems t .oday. 

1.4 What is Computer Decentralization? 

The concept of decentrali4at on is not a new one in the computer 

community. Ihe earHes,t computer installa ions ia bu,siness flrms were 

exc,ellent e amples of decentralized computin,g. Ihe end user t io most cases 

the accouD.ti:ng depail.'.'tlll;ent, was res pons ib le for develop · ng a.pp! icat ions. 

maintaining and managing the system. Botn he computer and the technical 

pe:r;sonn.el r ,~quired to support it w,e.re l<icated in the accounting department ] • 

It was not until other orga ni.za t.lonal units became int.eres ted in 

his oew eLect ron · c tool t:hat the trend r.owai;d cent i;al:l.za t i on began. Th 

result was t.hat the machine support. pe:r;soonel and resp,onsibility moved out 

of the use.r departmen.t: to a new and separate unLt-- the data processing 

department. 

It is obvious that compute.r system conl iguta tiou is not imited 

to either a itota1ly decentralized or totally centralized system. Fo 

e ample au o,rganization may maintain an otherw se totally ceutt:alized EDP 

·epartmeuc but 11spin-off 11
, i.e. - decentralize one particular . unctiOD. n 

fac some authors [5,6] point cut that there are three major activit"es 

involved in the iofonnat:ion system function any or all of which may be 

central zed or decentralized or somewhere betwet;?n.--making the variations 

between t;o tally c nt cal ized or decentra 1ized almost inf in· e .. , These 

activities are; 

- 9-



Section l ntroduction 

l. systems opera t ions--the proces,s of recei v iog input, updating 
files and genetating reports. 

2~ systems de\l'elopment.--the process of de.s gn.ing, an implemen ini; 
new sys~ems and applications~ . 
3. sys rems mana:gernen t--the process of planning and es tabl ,· sh iug 
policy for the data processing fuoctioo. 

Another term referring to decentralized computer-based 

nfoOJ:La.tion systems · s 11distributed proce.ssing " While i . has been defined 

in many ways its basic meaning is that processing power is l!iOved 011t of 

the central computer room to ocal sites. The only distinguishing 

ch ara.c 1:, eris tic be tween distt ibuted processing and decentralization is hat 

distributed processing, implie-s central planning. D,eceotralizaton may or 

may not be the result of central planning. 

This thesis vt 1 use loose definic·ons af t:he teras 

c@n t ral za t ion and decentral · zat i oo.. As has been noted. there are many 

variations of computer organ1-zat.ion. 'It is unlikely that an.y wo fi ms 

will 01:"gan.h;e computer resources in exactly the same way. For th s reasoo 

· t makes sense to deal more wlth the concepts :r:athet' than vi.th precise 

definitions. The concep of central· zatio•n is that processing is carried 

out by a speci lized 1 c,entral group for an eind-user community. The conce:pt 

of decentralization is that the processing, pove.r is acquired and 

adminis ered by the end user. 

1.5 Re a~ed Research 

There ls an abundance of 1 i terature related to che r·ole of the 

computer system lo the organization. To some extent , all of this 

literature relates l:o or is background t ,o this thesis,. 

-10-



Section Tn ~oduction 

As early as 1957 several authors conjectured about the probable 

effects of computers on organizations. These authon explored questions 

about how the ability of the computer to sto:re and consolidate larg,e 

amounts of i.oformatioa would impact organLzationa su·ucture. Some aut:hors 

felt that management would become much more centralized because o~ the 

ab' lity of top executives to access l .arge amoun s of information hrough 

the c.owp•uter. Other authors saw the. c,omput.,er as a vehicle to fun:.her 

management decentralization [ 7]. 

Many authors bave explored the v.arious alternatives available in 

computer system organization aod the use of computers in organ.i~a ions . 

In The. ~ Computer~ Its 1nf lu.ence..!.J:_ Uses and Effects. Freder · c Withing ton 

p esents numerous cas,e studies citing the use of computers in organizations 

as well as the alternat·ve structures that these systems assume [)]. 

Recen ly much litenlture has been addressed tc the debal::e 

b,etw.een ceutralizat:ion-decentral ' z:atioo of the organizational comput: r 

system i.n ao effort to detennine the "best'' structur,e. his discussion 

has. c,entered ou the ad.vautages and disadvan.tages. Rockart has dev,eloped a 

bibliography of this lite ature [ 8] • 

Herbert Grosch, in the l940's, was the first to present views 

that economies of scale e.xis.ted a the use of comput,ers. This became known 

as Gc-osch" s Law and bas been 1the major argument for and reason behind 

centrali.zation of th.e computer facility. Vari.ous authors have tested 

Grosch's law dur·ng the past twenty years [9,10 1 11, 12 13]. .Seh.~yn explored 

whether users feel that economies of scale exist. [14] 

Ihe Center for lnf or-mat ion Systems Re.search at the .1. l'. S oan 

S~hool of Management has developed a model for decision-making regarding 

-11-



Section 1 Introduction 

compute'r system organizatto,n. This model s presented in a 1976 working 

paper from CISR (81. !he mor?el is partly based on 1nforma~ion obtained 

through case studies from the literature . The findings from the ca.se 

studies are summarized in the CISR pa.per~ 

l. 6 Scope of the Illes is 

A more enlightening approach to this 1.ssue ·may be l:o de e:rmne 

the forces that are actually s 'gnificant in decisions regarding 

decentralization. Ihe goal of this approach is uot to define the "best" 

structure or a computer system .. Rather we try to discover= why 

decentralization decisions are made by managers at either a corporate or 

operntional level. This is done by ,examining cas e s tudies and aaaly.ziug 

the fo,rces at work in 'the organizations s tudied. 

the conjecture is that there are strong forces in many 

ol:"gan:lzations leading towards decentralization that have beeo held. in check 

unt: · now by technologi ,c:al and economic coust.r.aints. If tbis conjecture is 

t~ue, Lt is sign flcant for two reas ons First, it will be difficult io 

the futuC"e for an org,anization to suppress strong forces from within~ even 

if the phUosophy of the ot:ganization favors c.entreliiation of the 

computing facility. The economic. constraint i s vanishing as hardware costs 

drop Ihe technologi.cal consc:raint refe r s to the difficulty of sharing 

iofotilllation among loos ely coupled computers. This is a significant 

constraint:: at: present but "tis not unrealistic to assume that the 

c:echnological problems will be solved in the future. Sec.on.d, these forces 

ma.y result in decisions that ignore., overlook or underes timate the present 

technological constraint. For example it is now possibl12 for comput,er 

acquisitions to occu r- at low organiza t.ional levels because of the drop in 

-12-



Section l Introduction 

hardware cos ts~ The result of these. lo,c.al ze.d dee , sions could be 

difficulties in the future for organizational units desiring to shar,e data 

or programs. There.fore some thought should be given oow to overall sys,tem 

integration. 



PR.ELIM ARY DISC SS!ON OF FORCES 

Decentralizat.ion d,e.cisions may be inf.t · ated at different 

mana.geria I levels. It is apparent that some decentralization occurs at the 

it'li tia I: i ve of operations (department) level LUanagers who opt f o,r acq u.iri ng 

a small comp,uter~ whtch they dedicate to their application, rather than 

sharing io the use of a large cent1:al system Deceut~alizatiou decisions 

ar,e also made by corporate evel management. It is likely that there are 

dUfer:ent: forces behind decisions made at different ma.nageria levels 

because different perspectives are involved. The operational mana.ge is 

more concerned with the day-to-day as-pee.ts of run.nin:g a department. The 

corporate leve manager is concerned with the long-range aspects o,f -.:u.nniug 

the ~ntire organization. This thesis e amines the forces. behind decisions 

made at both levels. 

Preliminary study of the liter-a.tu-re suggested specific forces 

that m.ight be significant in decentralization decisions~ These. evident 

forces seem to fall into three. ca teg,o,ries: fu.nctional ,, econ.omic and 

psychological. These categories are broad and it ls not always clear io 

which category a pa1:ticular force should fall. However; 'the categorization 

provides a conceptual fram,ework. which was helpful in. analyzing the for.ces 

behind decentralization decisions. 

A psycholo,gical force is one whose so11tce: is aa em.otion, a 
philosophy,, a preference o a perception. 

A functional force is based on tb.e ability of a parti·c:ular 
configur-ation to accomplish its task~ This collection of forces 
seems to parallel many formerly noted advantages and 
di sad vantages,. 

Economic forces are those based on costs. 

-14 . 



Section 2 Preliminary Discussion of Forces 

This thesis does not pres,ent forces as advantages o 

disadvantages of decent1;alization since we do not attempt to define 'the 

'bes u structure of an in.formation system. l 't may be true that. many 

"advanta,ges11 of deceutralization are in fac: ·t 1
'
1forc.esu behind user decisions 

to dec.entl'a.liz.e. Howeve·r: advantages and disadvantages 1:eflect an 

11 objective'1 viev of the decision in terms o.f it.s ultimate effect on the 

org,a.niza'l::ion~ One might as.sume that managerial decisions, are more complex 

than this. 

-15-



RESULTS 

3. l Method 

The purpose of this thesis is to determine forces eignif icant to 

use deci.sions regarding decentralization. The most reasonable way of 

determining these forces is through ,examination of actual case studies. 

Over forty cas,e studies were c.ollected as part. of this res.ea cb. 

'I'he m.ost ava' lab le source was the literature. Many cases were obtaioe.d 

from articles in Compl.lterworld, Datamation or other com:puter comrnDity 

journals. In some instances additional information was oibta:ioed from the 

organization after initially reading about. the case in a journal. 

Add itiooal sources include other authors~ experiences and case stud te_s 

related by the marketing department of a compu.te'l'. manufacturer. ,(Because 

they were obtained under an agreement of confiden~iality, the atter case 

studies are disguised here~) Appendi_ A contai.o:s a list n& of the ,case 

studies used in thi:s ithes1s This listing consists of the name of the 

fin!'!, or a description of the firm's activities. the source of the case 

study, at1d the sections in th.is 'thesis that refer to that case study. Each 

case .study has a unique alphab,et.i.c code which is used whenever that case 

study is referred to. This code may be used to cross reference thro~gh 

Append x A. 

Because of the sta.t:ed 'l.::11,n:pose of this thesis most of the. case 

s tud.ies examined conce~ned decentralization decisions~ H.owever a few case 

studies W'ete examined and are presented bee.a.use they represent typical 

centralization decisions. 

-16-



Section. 3 Results 

So e of the case stud.ies involve corporate level decentralization 

decisions. Other cases · nvolve decisioas made or initiated by the ead-user 

departments The available case stud es are quantitatively weighted io 

favor of the foDD.er ,. This may be becaus,e - ost of these decisions are made 

by corporate officers.~ Another possible reason is that end-users are not 

usually interested io publicizing t ,eir computer acquisitions. Fer 

example,, one. case was related by a us.e1r whose department had acquired an 

in-b.ouse computer. This user refosed to identify h1 ,self or his firm. 

This desire. to remain anonymous may stem from. the fact as the case study 

relat.es, that the central data process.ing depu.'.c:n1,en _ had not approved this 

ac,quisi tion. 

A few of the case. studies ~sed involve decisions to conve,l't from 

a service bureau system (i .. e. a commercial supplier of computer services) 

to a:o in-house system~ These decisions may involve 1nany of the same fore.es 

that are present in end-user decisions to convert to a local computer from 

a central department. 

Most of the case stwiie,s .involve business organizations. 

However> a small number of government and university based cases have been 

included. 

A danger in conducting '!:his type of r ,esearcb is the te.liab i i ty 

of the data. In some ca:ses, one suspects that the person relal::iag t:.he case 

study to the compu.ter journal may c.onciously white-wash the facts or e:ven 

portray a distored version of the real situation. In ,addition the 

presentation ,of a case is hi.ghly dependent on the perception. of the manager 

relati~g the story. 

-17-



Section 3 Res~lts 

This problem c.onst-rains the thesis in a number of ways~ The most 

crucial constraint is that it is possible. tha the forces that are reveal d 

through this type of research are not those really significant to 

decisi,ons. It: is possible that many s ignif !I.cant fo tees wi.11 not appear in 

pr int. es pee ally the conj ec tur e.d. psycho logical forces. 'Fherefo re. ., it is 

necessary to "read between the lines" io some cases. Hove.ver when this. is 

done it ,s acknowledged. 

3.2 Functiooal orces 

Functional for:ces refer to those forces that are based upon the 

ability of a comp!.lter system to accomplish some desired function. 

Many of the. forces behind the dece.ntraliza t · on dec.is:f.011-S examined 

we.re functiooal forc,es. Although these. forc,es were significant ia the 

dect.sion-makiog process. uothin,g is im.plied about the «:ventual pet'f•ormanc.e 

of the system io, the case study. 

table I lists the fuoc.tional forces that W'ere fou:od to exist in 

the case studies examined. 

-18-



Section J 

TABL ' I. 

FUNC'IIO AL FORCES FOUND 

Flexibility 

Availability and Access.ibili y 

Ability to Set Priorities 

Ab.ility to &e.gulate Response Time 

Ability to Regulate Hardware and Sof twa ~e Upgrades 

Avoidance of Overhead on Mai11frame 

Shorter Develop eot Because. Less Complex! ty 

Privacy and Security Issues 

Re _iability 

3. 2.l Flexibility 

Result:s 

The word that best sums up functional forces is flexib ' lity. The 

vice-president of manufacturing of a small firm (case A) that switched its 

inventory and p:r:oductiou con·trol system to a mini from a service bureau 

said 'Outs de services at:e not tuned to the needs of a smell operation. 

If yoll WaDt real flexibility you have to control the c ,omputer your:s:elf. 1 

Local control of operations giv,es tbe user the flexibil · i:y to 

regulate response time and time of availability, set priorities and 

schedule system. upgrade. It also allows easy accessibility to the system 

Each of thes,e was a major force Lo d,ecentral zatioo decisions. 
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Section 3 Results 

3. 2 •. 2 Availability and Accessibility 

An insurance firm~ s actuarial department (case B) obtained a. 

dedicated minicomputer system. Ac.cording tot.he anonymoua u.ser they wanted 

additional avaJ.lability in order to do m.o,re research. 

Before, we rejected jobs because tbe:y would have tak.en too much 
time on the time-sharing system. Nowadays we don~ t mind letting 
the mini run four or fiv•e hours. 

An engineering firm (case C) was considerin,g switching from a 

service bureau to an in-house computer. The decisiou was between acqui ing 

a central mainft'ame computel' or invest111,g in separate mii:ticomp,uters for 

eac.h tegicnal office. The decision was to dec.eotralize. Oue of the 

reasons given was that local engineers could theo be encouraged to use the 

computer freely. The corporate officers f ,elt that this would be especially 

useful if a spec Hie job or proposa1 reqw.red a large amount of enginee t'in@; 

calc.ula:t ions,. 

Another case involved Lowe's Co~anies Inc. (case D), a group of 

140 building materials stores spread thr,oughollt the Southeas·t United 

states. I ·ts deceotralizatiou decision is a t ,otal one,, in,volvi~ both store. 

evel a'ild corporate level decentralha tion. One of tbe p·rincipl es behind 

the desigD of the corporate system is that it ls dedicated t .o the user. 

The company management ""'anted the system available to users oo a ful 1 t · me 

basis co provide theo1 with the capabilit:y to do what they want, wen they 

want,, 

Ricardo Consul ting Engineers of Shoreham, England (case E ) is a 

form,er user of a time-sharing service. One reason that the firm purchased 

an in-house system was that 11availability of machine time~ particularly for 

large jobs was restric.ted 11 on the service bureau machine. 
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3. 2. 3 Abi icy to Set P io r it ies 

The ability to establish priori t .ies is important to an 

opet'ationa.l manager. Local c.ontrol of a computer system allows the manager 

of the unit to det,r~anine what is crucial and what deserves priority in 

terms of compute time or development time. A central depar 'l:ment must set 

priorities a:mong a variety of users and if a. c:rucia.l situation arises · o 

more thau one unit one user must be given preference. If an operational 

manager thinks that: he does not receive enough priority then he may seek 

local processing power. This force is apparent in the following examples. 

the controller's division of Atlanta's First Nationa Bank (case 

F} acquired its own minicompu~er system in or,der to automate muc of its 

clerical work. Acco ding to the manag,er of accounting services what the 

divis on felt was high priority did not seem crucial to the central data 

processing department. If the division wan.ted t is new ~apability it .ad 

to develop it- This disagreement was the major Eoit"ce towards 

de.central:1za tio,n .• 

A representative of Deere and Company (cas ,e G) related his firm~s 

eJ periences wi ,th small computer users within the o;rganizetio·n a.c the recent 

Spring 1977 National Co·mp ter Confere:nce in Dal as. The. firm uses six 

mainframes as a corporate computing utility. Since 1975 the central 

co~puter department has conducted an annual survey of users to determine 

where small computer systems were being used Wi 'thin the company as 

,computer.s rather· than remote job entry tel:'.m:ta.als. lo 1975 the survey 

uoc:o\reC"ed 35 small computers I in 1976 the second survey revea ed · 02: sm l 

computers and in this year's survey 150 smdl computers were repor ed. 
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Al though the. company representative did not 11u10:tion the forces behind these 

computer acquisitions he d.i.d say, ''An added ite:rn of interest wa.s that some 

of the appl · cations examined t ,ook only ,days to impl,ement, after sit ting in 

th.e request q eue in tl:ie Business Systems Depart!llent for m.ontbs.n 

Close1y related to the. ability to set priorities is the abil ty 

to regulate the respon.se time of · he ,system. 

3. 2. 4 Ability tc Regu:l.ate Response TLme 

The turnaround time, i.e. the response time~ cf a computer system 

is a major determ.inant of effectiveness of the system in many app , icatious . 

Response t iwe may refer o ac·t:ual machine time 1'I; ich is :biportant in 

on-li:il.e applications. It may a so refer to total turnaround time 'ilfuich 

includes computer time. transportation. of data to tt1e ceBters and reports 

from the center. The ability to regulate response time is related to t:be 

ability to set priorities in that decentralized computing allows ·tbe 

manager to determine. what respo se time his department's various 

applications require and his really i .nvolves setting priorities. A 

slightly different perspective r·egar .ing; response time is that dedication 

of a minicomputer to interactive use gives bett,er response thau a ge era.l 

purpose macbit1.e. Glaser states 

the need of operating manag ,eies. for rapid turnaround of ,ope.rating 
infonuation may transcend a.ny economies that might be provided 
by sharing data processing facilities located at some. distaoce 
and time from the local area l6]. 

Dedic.atlon of a machine to an applicati,oo allows better response time and 

decantral i.z.a tion al 1,ows the manager to re,gulate the response ti.me. Both of 

these seem to be major forces towards. decentralization. 
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An insurance f ,'s. actuarial department (case B) obtained a 

dedicated minicomputer system to pe form actuarial simulations. The 

department considered using the firm's data processing cent.er mainframe but 

a benchmark job took 45 mioutes of machine time as opposed to 17 minutes o,n 

't:he dedicated minicomputer. We assume that this is because the central 

c:ompu ter is processing many appl.ication.s at one ti me (i.e. 

multiprogramming) 'lirlidle th,e minicomputer is dedicated ( 1. e •. processing a 

small number).. The better response time of the dedicated mplementation 

was on.e reasom that tbe department chose to decentralize 

Th.e corporate division of a service company (case H) was faced 

witb the decision of whether to implement an on-1 o.e system. using a mini or 

by plac:'"ng the sys.um. on a port.ion of a large batch ... processing machille 

The company realiz;ed that t.he pe.ak load· ng p,e.riods for both th,e on-line 

sys te: , (bow,e:ver 1 t wa.s implemented) and the mainframe would occur- at about 

the same time. For this reason a separate ma.chine that was und•e~ the 

user's direct contro,l seemed to have great value for ·this new application. 

This was a ajor reason for implementi.ng the system c,n a dedicated machi.ne. 

Iu a case study mentioned previous y ( case E) Ricardo Consul ting 

Engio:ee:rs of Sbot:eham Eng.land, switched its data proc,essing from a 

tim.e-sharing service to an in-house computer. The firm fouud that ·twas 

11 a.pp•r oac h in,g the im.i t of the capa b il 1 ti es of t · me-s haring systems. In 

particular, turnaround t.~me was considered excessive •• • 11 Rather than 

reprogram for a more powerful time-sharing service they ac.quired an 

in-house computer •. 

Office Canteens of Manhattan ( case I) recently acquired a small 

n-house computer. According to the contc-oHet'~ nBefore we installed out 
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,small business computer, we were sending a l o r dat,a out to be process,ed 

by an IBM System 3 owned by another divisio •of our corporation. But we 

weren't get: ing the infonoation needed for management: decisions." Fast 

response to the profit and loss picture at each cafeteria unit was 

essential to t.his firm. This need for fast response seemed t ,o be a maj1or 

fot:ce behind the decis1.on to acquire an in-house syst,em 

Chrysler Corporation (case J) de.cid,ed to implement an in eractive 

graphics system for computer-aided design. Adding 'l:his capability to the 

central machine would have compromised the r •esponse ti.me of both tbe old 

and new systems. To protect t.he reaponse time of bot the new aud old 

app,lic:atious Chrysler implewen,ted this system on a mini. 

Ot ,er cas,e studies mentioned the slow reapon.ee 'time of a batch 

oriented centra system as b ,e.ing a decentraliz:atioo force. A subtle issue 

in these cases is 'that the orga.a.iiatione have. made a decision not to 

attempt upgrade of the central system so, that it is capable of on-lio.e real 

time :response. In many of these cases r:here is no, mention of the 

alternatives t -e organization considered befot"e deciding to decent'tal"ze. 

Wb.i.le response t me. needs are tbe most apparent deceutralizat on forc,e in 

these particular cas,es the desire to avoid system upgrade may be an 

unstated but major underlying for,ce in these decisions. 

3.2.5 Regulating Ra.rdware and Software Upgrades 

Service upgrades of both hardware aud software occur wi h some 

,egularH:y in centralized processing departments. 'Ihe reasons for the 

utigrades may be~ expansion to more powerful hardware, ·rep acement of a 

failing unit, Lnstallation of a new application or rep,laceme.nt of the 

ope.rat ng system ·with the latest edition. These service disruptions may 
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have no ,obvious benefits to some users but all are. forced ·to suffer: the 

inconvenience. A local system will experience leS& service disruption for 

upgrades be.cause ·the system is less comp,lex and s.erv,es few-er users. Less 

complexity plies that upgrades will be less difficult and therefore less 

time-consuming. Fewer u.sers means that the:re are fewer applications wh:l.cb 

will reqlrlre upgE"ad ,e.. Service disruptions hat do occur wilL have obvious 

b ,enefits to those users4 In the extreme case of one user to a system this 

use'£' wil iustal.l an up.grade only if he perceives at benefit. The following 

case.s are ,examp es o.f the force of regula.ti~g upgrades 

A large commercial bauk (case K) decentralized o·perations, in its 

m.oney desk department (which keeps track of reserves~ and t:ra.nsfets money 

to accounts when needed) by dedicating, several minis to separate 

app.licatioos. Thh approach was taken because it would allow t.be 

department to automate. one step at a time. Expansion or upgrading of 

funct io,ns. would result in minimum interference with total opera t .ions. 

Softwar,e upgrades tend to experience further pr:cblema than 

service disruption during installation. New software may result in the 

sudden appear:ance of tbugs·1 
t which must be tracked down and corrected. 

Ih.ese "bugs" will tend to affect service for a longer duratioo than a 

temporary dis:cuption for upgrade. A report dealing with sof t'i!fac-e 

relia! lity [ 15] states, "Follo"7ing a new r ,elease. software failures can 

lead to a considerable reduction in servicea:bility • .U The re.po t documents 

the a.verage ex.tent o,£ the reduction 1'1:1 service found to occur in sev,e.:ra 

compu.ter iostallations that were studied. 
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The w:'.lde variety of uses of mainframe sy.ste.ms means that maoy 

1bu:gs0 snow up · n some applicatioas and not others. Th,e. ea.me report says 

The d tversity of software prob1ems. • indicates t-hat different 
users expe -ieu.ce di ff ere t problems and oof t~are errors have high 
,appl !cations depe dency 

These applica.t ou-dependent bugs may necessitate changes io software 

systems Toe new softwa:ire may impact another -user who was n.ot aware of or 

affected by the initial problem. This i.s the 11 interfer,ence1 problem. 

dece tralized system minimizes the impact of o e user on another because 

there a.re fewer .sen and t -erefore -fewer upgrade.s of software are 

r:e.quired. Decentralized systems tber.efo "e tend to avoid this problem~ 

A case involv u,g a wholesale manufactt.uring company (case L) 

points out an interference problem. The company has a central facility 

that serves on-liu,e order entry t production. scheduling, cotl)orate 

acc,ounting, inventory~ customi.e biliing; etc. - all of whkh share a la ge 

dat.a base. The central computer was formerly e: elusively batch operation. 

Bowever two years .ago the compu.ter was upgraded to provide on- ioe order 

entry. The company syst.em has had nWDe.rous problems with the tniJ( of batch 

and on-line applications. Formerly~ t.be batch process ran smoothly but now 

it is beset by sof t\iiare problems The result is that app icatious are 

delayed or not run~ which makes users unhappy and managers frustrated. 

3. 2. 16 Des· re to Avoid Overb~ad on Mainframe 

It appeared tllat the major force to decentralize in some case 

s udies was. the need ta, install a new appl cation and the. desire to avoid 

any upgrade of th,e mainframe. Although the reasons that these 

organizations wanted o avoid upgrade were not stat~d explicitly we 
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,conjecture t.ha t they involved the desire to avoid overloading the 

mainframe. 

Results 

For example, the Re a.il lnsta lment Loan Departme.nt of Wachovia 

Ba.:nk and Trust Company of Winston-Salem. N.C. (case ) acquired a d,e icated 

m.in.icomputer to, p,r,eprocess insta.llme t loar1s for each of the bank's offices 

in Nor~h Carolina. Io. 197.Jl the department was using the bank's central 

c ,ompute.r to proc,e.ss these. loans. Th,ey had at various t mes used 

keypunching OCR a.nd key-to-disk. for data entry but b.ad e:x.pe ieoced 

problems vitb each of these methods. Efficient data entry required an 

i.Dteract.ive syst,em~ wh icb conceivably could ba.ve been imp lemen,ted by 

upgrading the central system., Although the article. did not address th.is 

poi.ut t appe.ars that they decided against tbis kind of upgrade. 

Olinkraft, Inc. Mill Divisioll (case N) instal · ed a dedicated mioi 

t.o su.pport an on-lin.e system. This decisio,n was made to elimina.t ,e he 

ove.rbead. oo the mai.nfram.e that would be associated with u.pgrading 1.t to 

haudle on-line systems. Toe m.ini accumulates transac.tions during tbe day 

and comnwnicates these transaction.s by batch mode once a day to the central 

computer which pr,ocesses and :store.a large amounts o,f data relating 1to all 

the Olink£aft industrie.s 

A railroad ,company (case 0) wished to automate waybill 

preparatiou (The waybill is documentat:lou accompanyiQ& every freight 

shipme.nt an.d contai.n.s -1 nfoma.tion on source, destin.ationt customer,. ra.te,, 

etc.) Corporate management coo.sidered a ce tralize,d system usin:g, remote 

on-line te 1nals but discarded this idea because of the high overhead that 

t ·t would requir,e of the central computer, simply to handle the 

cam.munications~ They chos~. instead to itl,Sta.11 mini computer.s at each of 
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seven agencies. These agency systems wil - send l:lpds.tes to, a master file oa 

the centra.l computer at corporat,e headquarter-s but will maintain 

appropriate subset fil ,es locally. 

Industria Nucleonic:s. Inc~. {case. P) inlplemented a production. 

and iaventot'y control system. oo a d~dicated comput,er. The fi 'nitia.J.ly 

attempted this system. on a central computer. l::llowever f.t experienced data 

preparation inaccuracies with the central apptoach because the keypuncher 

was not familiar with IU.uufactm:ing terms. This problem mtg t have been 

solved by d.ecentt:alizing personnel responsib e for data e_11try atld 

introducing an oo.-line data entry system, but it appears ·that this approach 

was aot considered. Perhaps because the company wished to avoid any 

upgrade of t.he mainframe., it de,c:ided to decentralize th.e e , tire ope1C'ation. 

3. 2. 7 Sh,oner aild Easier Develop,meat o .f Less Complex Systems 

De.velopmeat of a system to run on a local dedicated ,compute-r may 

be faster and easier to acc.omplish tb.ao expanding the centi:-al system to 

incorporate the nef.i application. This savings in time alild ease of 

development may enc:ourage deceutraliiatio. 

A commercial bank (case K, decenttalized operatioos in its money 

desk depa.r t-ment ~ by dedicating each of several minis to a dif fereot 

application. T · is approach was taken after initially attempting to 

automate opP..ratioos through a centralized system- W'ith a central syst,em, 

program development was complex a.nd therefore a lengthy proc.,ess, and by the 

time a.n application ~aa develop,ed it was obsolete.. After yeal's o problems 

they decided that through decentralization. each application could be 

developed in six to nine on1ths compared to the typical two to t.hi-ee years 

for a cen ral system 
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A large chemical division (case Q) consisting ,of several remote 

prof it centers, in addition to a corporate headquarters gave most 

responsibi ity for handling information needs to these remote locations. 

At some po int, central management recognized a widespread aeed for an 

on-line trao.saction oriented syst,em. The company c:onsidered ty1ng the 

p,rofit cente, s directly int,o the computer at corpon.te headquarters. 

However> they felt that. addb1g an on-line capabil · ty to the central system 

could take two years to implemeut The decentralized approach w-a.s: used 

because they expected that the developme11t time of this implemen atioa 

would be six months. This was o,ne r ,eason that he company chose the 

decentralized approach •. 

3. 2 8 Privacy aQd Se,c:ur:ity Issues 

Privacy of iufo-rmatioa stored in computer data bases has been a 

ajor cause of concern io the past five years 1 most noticeably in 

government com.put er sys tetllS . 

As early as 1972: the FBI (case R) established a security 

t",egulati.on requiring that any computer that handles. criminal histories be 

dedicated to law-enforcement use and under the control and managemen of 

law ,enforcement officials [ cw20] ~ This regulation was reaffirmed i a 1975 

uliog by the Justice Department •. which called for states receiving fed ,eral 

funding to opeicate criminal justice. information sys 'tems on dedicated 

computers . 

In l:Jiroshima 1 Japan., in 1975 the Central Congress for Privacy 

Protection (case S) protested the city's plan to place the health records 

of v 'ctims of the 1945 a.tol!ll bombs into, a cent1:a da a bauk Other Japanese 
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dai ·a banks hadt been established without privacy objections.. It seems, 

however tha.t the idea of cent ralizin,g a data base brings privacy 

considerations to the foregr,ound., People see to be more. cfJmfortable with 

the idea of dec:en'tra :I.zed. data bases. 

In 1'975 Arizona's gov,ernor (case T) opposed consolidation of t.he 

Arizona s a.t ,e government computer syste.lll.S into a central system because he. 

felt it threat:eo.ed the privacy rights of Arizona citizens. 

The Georgi.a State Crime Lab (case U) uses a m.iu.icomputer to keep 

track of evide.nce used in criminal trials. The lab chose a mioi over other 

t11ethods because it needed nthe security o,f an individua system. 11 

Lockwood-McDonald Hospital ( ,case V) formerly used a term·na 

connected to a serv!c,e bureau computer to serve its da.ta p,rocessiog needs. 

Ihe hospital administrator~ explained Why the bos,pital decided t:o obta·n 

its ovn small computer. "The major advantage i having a small compact~ 

easy-to-use computer ight here in our own business offic,e is the ability 

to ent.er and retrieve iuforma. 11!::ion in a timely, completely accurate, totally 

secure environment." 

3. 2. 9 Reliability 

Ihe!l'.'e are circumstances in which a single centralized computer 

facility is not sufficiently re iable to provide required levels of 

ava.Uabil i ty. 1n these c :rcumsta.nces a distributed sys tern comprised of 

several nodes individua ly capable. of stand-alone ope.ratious may provide a 

configuration that continues to operate as a whole if one or more of the 

individual nodes fails [16]. 

In a distributed or decentralized system, service conl:ioues to 

most of the system if one particular node fails. The failure of the 
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mainframe computer in a ceotralized sys te_. results in total loss of service 

throughout the system. A central system's reliability may be increased by 

using a redundant processor~ w:hic.h serves a.a a ba.c.k-up to the front 

processo['. However this redundancy may not decrease vulnera"bility to 

disaster (su,cb as fire, flood , etc.) c:r sabotage because the two processors 

are. usually located in the same area. 

Several case a tudies seemed to show tba.t the reliability of a 

decentralized or di.stributed system is a force in decentralization 

decisions 

Inter-Provincial Pipeline Company (case X) is a Canadiao.-U · s. 

company hat uses a distributed ne·twm~k of mioi computers to mooitor and 

control pipe line an.d pumping stations~ Relia.b ility \l'as cited as the ma.j or 

t'easou for choosing this structure. 

The. ARPANET is a computer network that ties together t.he compute · 

systems of major universities and research laboratories from across the 

United Stat.es. The. Inter-+le.ssage Processor (IMP) system (case Y) 1s a 

network of smal1 computers dedicated to the task of handliu,g COIOllnlnicat.ions 

between host co puters (i.e. the university or laboratory computer) ~o the 

network. Ihe IMP computer acknowledges to the source computeir that its 

message has eft the communica ions subnetwork and has reached the 

destination host computer. The IMP is not subject to service. intercupti.ons 

whkb a host computer is su.bject to because it serves only one function.. 

These i.nterruptions may appear as a crash to, the s,ou:rce. computer be.cause 

its message isn't imm,ediately acknowledged.,. when in fact the message bas 

be.en received and will be processed at a later date. Becaus,e the IMP is 

oot interrupt:able 1. Eh it is dedicated to oae fu.nctiont 11its negative 
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acknowledgement is a more reliable tndicatio,n of message. non-delivery than 

is a t .imed out host lev,el acknowledgement. In addition the special purpose 

lHP machine can be made more reliable than a general purpose hos t which 

must . anag,e fail ur,e. prone mechanical devices. 11 

Southero Sell Telephone a.nd Telegraph Co,. (case Z) witb 

headquarters in Atlanta uses seven clusters of minicomputers in ts 

service order application. One. o.f the major cons-iderations in this 

decision was the t ,equirem,ent for high reliab i1 ity. 

3. 3 Bconolllic Force.a 

n the 1940's Herbert Grosch argued that the power of a comput.e·:r 

system increases with the square o.f the cost of the system (9] In other-

words, if you pay twice as much for a processor you receive fou;: ti es the 

processing power. !his argum.eot became kno·wu as Grosch' s Law and as been 

the ce:nte.r of much debate aod study. Among those who emp1:r1cally test,ed 

G·rosch's Law were Knight [ Otlll Solomon [12] and Littrel {DJ. bight 

and So,lomon concluded that economies o,f scale did exist. Littrel~ s study 

indicated that the law held fot scientific calculations but not for 

co1I1me.rcia.l data processiog. 

The o,riginal Grosch' s. Law referred only to economies of scale in 

the hardware that provides the pro,cessiug power. Supporters of the 

argum,ent have extended it by point in,g to tbe existence of ecooomie.s 

associated with ·the operations of large systems and shared development 

cos ts. Mul tiprogramaming, usually f O·und only in large systems has also 

been mentioned because it seems to provide anot er economy by ridding the 

system of non-productive idle time. 
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The economies of scale arguments es.pecially Grosch' .s Law, have 

been increasingly opposed in recent years.. The decreasing ccst of hardware 

.and th•e e ergeDce of sophisticated minicomputers have. produced many 

opponents of economi,es of scale. Argum.ents against economies of scale 

often mention the high overhead found in most arge systems due to 

multiprog·rawm.ing and security support. In discussing diseconomies of sea.le 

It was learned, for example that the sharing overhead c01Dpooen s 
in on.e major time shar:iag. sys te then uode:r deve opment wc,uld be 
a.bout 65% of total hardware costs [14]. 

The overhead ,costs a.sso•ciated with larg,e centra systems see.med 

to be a major reason that the city of Boi.se . Idaho (case AA) a.cquire.d theit: 

m,u. mi.ni.compute.l' to service municipal ueeds rather than sharing a larger 

system with another city or the. co•unty.. A report published by the city 

stated~ 

The third. limitation of large centralized systems is the cost 
associated with large sophist.icated e ,ompu.ters. For Boise City 
this: was a maj ,or liim.itation. While~ initially, the large 
campt1tets wece subject to the benefits of ecooo ~_ies of scale it 
seems th.at the largenes.s and complexity of such systems have 
spavn.e ev,en greater disecon.omies of scale. The overhead 
encountered in multiprogrammi.ng, virtual memory~ 
telecommunications and data base.a is far greater th.au anyone> 
except possibly the hardware vendors expected i to be 

Arguments ag,ainst eco,nomies ,of scale als,o include ( l) 

d,ec.eetralized systems composed of uncomplex dedicated computers can be 

supported by fewer eJC.perts thereby decreasing operating costs (17}; and (2) 

development time of a smaller (therefore l ,ess cotllplex) function will be 

sho1rte:r a. d the.refo re mor-e economic. 

From the c.ontro,versy that exists today over econonues of s,c.ale we 

1ght conclude that hardware costs hav,e dropped to the point that there is 
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no significant economic advantage to eith,er a centralized or decentralized 

environment. The case studies examined eee:m.ed to indicate ·hat the. 

decision as to which configuration is more economic is depe:ndeot upon the 

particular app !cation~ the environ.m.ent and tbe prior ex:periences of those 

making the. decision regarding economies of scale. Economic co.ns i derations 

.in decentra iza.tion decistons today seem to involve more subtle i ssues than 

absolute economies ,or disecooom.ies of seal e. The considerations i.nclude. 

such things as communications costs,1 entry costs and the initial ·uv,estm,ent 

reqidre.d. The following chart ist:s e ,c:onomic forces that "1ere sigoificant 

in user decisions rega.rding decentralization. 

TABLE II. 

Economic Forces Found. 

l.olt Entry Cost 

Low Initial Investment 

Fixed Cos,t of Own System 

Lower Communication Costs 

Smaller ln.Yestment Iban llpgrad.ing 

3. 3.1 Low Eutt-y Costs 

A decade ago the capital required to ins.tall a computer syst 

ra~ed from $150 t 000 up to the mi.llions .• Today the low end of the cang~ is 

below $15,000 and is still dropping [18]. Many de.centralization decis ·ons 

made today would not be. made if the sy.stems acquired required capi tal in 

excess of $100 000. Although low entry costs are not explicitly stated as 
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a force towards decentralization they are a precondition to many of these 

decisions.. Smaller capital investment requirements also make the 

acquisition of computer systems more possible at lower organizational 

levels than was possible before. This is because in many organizat ons 

capital acquisition decisious are less centralized for small,er capital 

amounts.. · he conclusion is hat lower en.try costs re111.cove the economic 

constraints that once prevented de.centralization d,eci.sions and als ,o enab e 

these decisions to be made at lower managerial levels. 

3. 3. 2 Low [nit 1.al Inv es tlllen 

Many centrali.zed data processing sy.ste.m_s are based on mainframes 

that cost anywhere from $500j 000 to $12 ~ 000 000 [l 9] • Many o,rganizations 

may find it difficult to, obtain the capital r,equired to acquire th,ese 

ma.i1Uram.es . In a.ddi ti.on. ,corporate management mey be hesitant to 1 nvest 

this ount of money in a system that ( l) will not be develo·ped. and 

functioo:ing for some time aud (2) does not allow a step by step analysis to 

det,ermine if the .system will be effective. A decent-ra1ized or d;stributed 

system may be much easi,er to sell to management. 

In 1969 a group of e.xperts from a. large systems house. 

par tic ipa ted io a study of process control equi :remeots for a large 

chemical p,lant (case BB). The study show,ed that the resulting impl'ovemen.t.s 

could support an ,exp,e.nd ture of at least two m.illio,n dollars. A larg,e 

redundant process control system was presented to management. Th ,e. cost of 

the system would be $1. 8 million. Mana_geme.nt accepted the results of the 

study but would not invest the 111on,ey in this large· central system 
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In 1972 the same management group accepted a pt'oposal for a 

distributed process control system. The distributed syst,e.m coul.d. be. 

ns1talled in. a s.tep-by-step t!Hmner over a period of two years., The initial 

capital investment required t.o determine the oves:all system's economic 

fe.as.ibility was le·ss than $,100 1 000 (co.st of first step) compared with the 

$1., 8 million required in the 196'9 pr,oposal The managem.eut decision was 

much easier~ because the s.ystem would be partially fuuctioaillg and paying 

for itself in su months and because the initial investment was low. 

3. 3. 3 Fixed. Costs 

'Ihe fized cost of acquiring a minic.oinputer sys.tem seemed to be 

preferable to paying oat variable service charges in two case studies that 

were; examined~ 

The fil:st case (case B) i:nvoh,ed the actuarial depar~ent of an 

insurance firm. The departm.ea.t used a tii:ae-s.barin,g sen,ice but wanted to 

do more research involving actuarial simulations. A user i'll t:be depart.ment 

said 

The idea of having our own miuicompoter with fixed cost, no 
matter how much time we used it, bad a ot of appeal. Now we 
don't min.d letting the Illini run for four or five hours. 

A tbeoretica1 chemist at Berkeley (case CC) experimented with the 

feasibility of usio_g a dedicated minicomputer f ,or very large scale 

theor,etical chemistry computati.ons. The chemist and bis graduate students 

h ,ad been usiqg ~he CYBER 7600 central processor at the. Lawrence Berkeley 

Laboratory but felt t.hat their annual budget for computer time was buying 

them a negligible a!llount of cpu time on this large machine. The chemist 

acqui ted a mioicom.pu te"C and began to run maoy of 1:.he applications on tbis 
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machine. His cone lusi,on was that. it was feasible to irr11est the annual 

budgets for computer time o,f two university scientists in a minicomputer. 

He at tem_pts to show that the minicomputer provides him with three times 

more computing power per dollar than the CYBER. 7600. This ca.lcula.tiou is 

dehatabl ~ however it a.ppears that the idea of obtaining a dedica·ted 

computex for a fued and aff,ordable price was preferable to nim. han paying 

for cpu time on a cec.tra.l machine. 

3. 3. 4 Lower Communica.t1ou Costs 

lu many situations rem.ate temia.al. c.apability ""'111 satisfy th,e 

needs of a user department functionally and. psychological y. However 

1'emote access requires communication capability and thia entails an 

addi tiooal expense that seems to be becoming more significant. One author 

states that of all the elements of COIIl.puting c.o.st the smallest decrease. io 

receo.t years i.s represented by the communications portion[da4 ~ 

Communication co,.st.s seem to makie up more and more of the. costs of remote 

computing. Tbi:s has been mentioned as a ma:j or force tOfi:arde 

decentralization~ which requires significantly less communication 

facilitie.s. 

The jewelry fitm of Lisner-/Richelieu. of Rhode ls.land (case DD) 

sought to reduce. costs incurred by financial data processing. Ihiey bad 

formerly used data entry temioals connected by telepho·ne ltues 'to the 

firm's central computer facility. These. terminals we.re on-lioe eight hours 

a day and telephone costs we:r-e high. This was a force iD the.tr decision to 

seek an alternative method of process ng whic.h eventually resul·ted in the 

purcha.s,e. of a dedicated mioL 
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A larg,e corrugated container manufacturer (case EE) wan ed to 

totally automate a formerly manual inventory control syst ,ew In deciding 

whether to in.stall remote tetudnals at the in.di.vidual p,lants the company 

was faced vith the quest.ion of communication costs. Their CODclusioo was 

that a central system connected to remote locations by communication lines 

would incur large communication costs and this was a · aj o·t" reason f oi; their 

eventual decision to, organize the inventoey c.on:tt:ol system in. a distrib11ted 

w·ay. 

3. 3. 5 Smaller loves tment Than Upgrading Central System 

In many cases upgrading a mainframe for a new application is 

difficult to do and ma.y c.aese interference problems. In addition this 

upgrading may be more ex:p,ensive than imp. ementing th,e new· applica tou oil a 

dedicated inicomputer. 

In a case study 1rotol ving the corporate division. ,of a service 

company (case H) the decision was whethet to implement a uew on-liue dlata 

entry system on a mini or 01;1 a portion o.f a la ge batch machine. Their 

analys s indicated that the upgrading of the batch would be more ex.pensive 

than development of a dedicated system.. The smaller investment requi·r ,ed to 

imp• ement the system. on a dedicated minicomputer was a major f •o~ce in tb:e 

decision co decentralize this function. 

3.4 Psychological Forces 

A psychological force is one whose source is an emotion~ a 

philosophy; a preference or a perception. W,e conjecture that as hardware. 

costs continue to drop and as technologic:al advanc:e.s allow sophisti.cated 

networking of computers~ psych:ological forces may be the deciding factor in 
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decentralization decisions. Decentralized sys tems will be able ·t;o 

accomplish the. same :tasks as centralized sye,te.ms at a compa.rabl,e cost. The 

appearance of the 'user.,.oriented computing1 con,cept see.ms to indicate that 

psychological forces are elll.erging that will be significant fore es in 

computer ac.qu:ts tion d,ecisions .• 

However,, psychological fo,rces st.ill represent a special category 

of forces. Most of the forces 111entioned in the case studies examined were 

functional or economic. in nature. It appea.rs that forces in these 

cat,egories cU"e still m.ore acceptable a.s reasons for decectralization of 

business co1nputer systems. Psychological forces remain bidden in these 

deceutraliza t ioo decisioru; and we conjecture th.at they are at least as 

signi.f ican't as econo ic ,or fooc:tioual forces. 

The fol.lowing list contains psycbological forces that we:re found 

to e:x:is ta decemtraliza.ti,on decisions. 

TABLE III. 

Psycholog.ical Forces Found 

Bad Experi enc.es, With a Central Syst,em 

Insu·res Greater User Acceptaoce. 

Fewer Political and Priority Conflicts 

Philosophy of the Organization 
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3. 4. 1 Bad Experiences WUh the Central Syst am 

Case studies seemed to indlc,ate th.et many de.centralization 

deciaioas are made specifically because •Of former experience with a central 

Like many kinds of business decision-ma.king decisions are 

somet mes made in reactio•n to previous experiences. 

SoDle users acquire local dedicated computer res,ources because 

they have found the centr:a! system unresponsive, inflexible, slow-:reactiug 

or expensive. This experience w th the central system forces them to 

conaider o,ther alternative.a. George Glaser says 

lf a user has a problem and is determined to solve it~ and if he 
cannot get au a ,cceptable so,lutio,Q t;,o his problem from the 'legalr 
source of help~ he will seek (and find) 1lle:gal sources (6]. -

Industrial Nuc:l,eonics Corporation (case P) formerly used a 

central batch computer for planning p11'.'oduc , ion and handlio,g inventory. Th ,e 

problems they e.xperienc.ed with this system were: 

1. lag ti:me between inventory cha«ge and report 
receipt 

2. pL':iority conflicts. at the data processing ceote 
3. data preparation inaccuracies because keypuncher 

was not familiar with macufacturi:ng terms 

These problems forced them to consider ,other alternatives and event.ually 

led to the acquisition of a dedicated system for pl'.',oduction and inventory 

control. 

Fie-st National Citibank of Hew York (case FF) was oue of ttle most 

p,ublic in thei1: decision to decentralize computer ,ope.:rations4 In t.he 

1960's, Citibank automated many of their a'Pplieations with arge computers 

,controlled by a central department. The following is a Citibank. 

deScC"iptioo of their experiences with a central computer system. 

To support this automation, we built large. data cent.ers with 
sophisticated hardware. We ta.lked at the time of the economies 
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of hardware centra ha tioa and ee:onom.ies of scale. We staff e.d 
our data proc,essiog organization with sophisticated technical 
resources to program and run these computers. Data processi ng 
became an institution with it:s own culture> jargon and 1:11anagement 
process. Over time the data processing peopl ,e develop,ed a. new 
language separat,e from the line manager. Communication barriers 
resulted--the line. didn"'t speak computerese and the data 
processer di,dn' t speak business. 

According to Citibank's Vice President of Data .Processing; things ad 

gotten so bad with the large central department that a s i t0.ple request for 

informatioa had to g-o through a doze·n p,eople aud took ten days o complete •. 

' Hif I didn't have. ten days l would w1:ite it off to a tape and take. it to a 

servic:,e b·urea.u. u [source 2} It appears that bad experiences with h@ 

C,entral. .system. were tne major force in Ci ti auk• s decentralizat on 

decision. 

A large commercial bank (case K) attempted to au omate mouey desk 

operations using a centralized system Because of the complexity of 

progl'8ffll developm,e.u.t, functions were of te.o obsolete by the time they were 

developed. After years of attempting to develop a central sys.e.m the bank 

be.gau t ,o search for other alternatives~ This led event.u.a:lly to, the 

implementation of a decentralized system. 

Many case studies, m.ent1ooed io. previous sec.tious involved 

organiza.tions '!:hat wer,e former users of centra1 systems. Their 

d,ecel!ltralizatio decisions often resulted from a dissatisfact i on with their 

central sys t ,ems. he point is that in some cases it is possible t hat with 

certain modificatio s or changes in policy and personne , th,e central 

sys t:eiu wou d hav ,e been satis fact,o,ry. However~ in many cases the former 

experiences preclude any consideration of 1thia aJLteraative For this 

reaeon., bed expe riencee w h a central eye tem ar,e cond.de,ed a 

psychological force. 
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.3.4.2 User Acceptance 

All adva.atage often noted of decentralized computer systems is 

that they 1 sure a greater degree of user acceptance. The reasons for this 

111ay include ( 1) the system can be closely tailored to the user"' s needs (2) 

the user has responsibility and will not be able to blame anyone else if 

anything go,es wrong and (3) the user is as.sured tbat data processing 

p,erfotma.oce is measured by how well his business pel'forms. 

In U1e followi.ng two case studies~ ,cm:porate man.agem.en1t's desire 

t ,o achieve a greater degr,ee. of user acce:pta.nce wa.s mentio0ced as a prominent 

fo ce in their de~ision to decentr&lize. 

A major railroad (case GG) wished to d.evelop a system to keep 

track of freight ca location. both between and within freight yard& in 

order: to im,prove utilization. 'Ihey initia.l y used a centt:al system w.lth 

remote terminals la,cat,ed n each yard. Local ya:rdmasters did ,ot fully 

utilh,e this system: however and the system was c,on.sidet"ed unsuccessful. In 

an effort to implEmN1mt a system that local persoune.1 would accept. ceot a.l 

management replaced the ceut:ral system with a decen ralized one. They 

iDatalled dedicated m.in.icomputers in each freight ya. , d and this al l owed the 

system to be tailored to the needs of the persono,d in. each yard who would 

actual.ly use the system. Th,e railroad ,company seemed to fee that 11:his 

syst,em would insure a greater degree of user acceptance. 

Boise City Idaho (case. AA) firs!:: experimented with the ide.a of a 

decentralized computer system. when they ins,talled a m:inicomput ,e.r in the 

B-o,is,e. Public Library. The :results of this installation seemed to have. an 

impac.t upon their eventual decision. to acquire their own municipal computer 
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system rather than shariQS .a large central sys.teat wi.t'.h other cities, wh.1c.h 

is typically the ca:se w-ith small ci t:.y governments . 

~~ •• it can be ,aoticipa.ted that the installation of minicomputers 
wi 11 improve user acceptance ,of such systems. The c irc.ulation 
syste installed in the Boise Public Library is thought of as the 
Library's computer , When the sy.st,em goes down it is still the 
Library's s.ys te.m, not a system belonging to the data processing 
department . This attitude is a result of the fact. tha the 
ha.rdwar,e is cloee to and unde:r the control of the people. who use 
it. 'Ibis has been an mporta.ut factor iQ the success and overall 
user acceptance of the library s,ys t:em. 

3.4.3 Fewer Political and P-rior.ity Conflicts 

poiD.ts out. 

In au a.E"ticle. ,entitled nPover, Politics and DP, 11 Joseph Hue 

It does not take. long f o,r a dp ma.nag.er to realize tbat users are 
not really 11departm.ents11

, 
11 fuuctions,n . or 11projects11 but rather 

certain people who a.re. pursui.ng personal purposes within the 
organization's power structure 1[20] 

Da.lta processing i:avolves informat on~ which is of !ll.ajor importaace to an 

o~gaoizatioo , There see s to be a certain amount of power related to, 

cont.-r,o1 of info:t:tllation in organizations. This• acc,ording to Rue• is why a 

dp department exp,eriences conflicts and d.;Lffic.ilties n ita relationship to 

o,ther departments in an organization. Othe-c departments or peop,le require 

the information b.at ,dp provides and these people are comp,etiug with each 

other for priority. Avot a-nc,e of the politics o,f the centraliz.ed data. 

proc,essiug function vas ment.ioued in the following case study of a 

decentralization decision. 

'Ihe Data Tech Division of Penril Corpo:ratfon (case HH) has a 

mini.computer for manufacturing operation.a but uses a service ureau for 

financial applications. According to the contro ler the functions are 

split primarily ecause 11 th:e service bureau can do a better job II However 
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he also1 meo.t1oned "'there are no conflicts between the needs of accounting 

and manufacttl['ing. This means. in essence that there~& not time wasted 

ll'i th poll tic.king or ,empire building. Pri,od t.ies ar,e always clearly drawn t 

,g,et the j,ob -done for the compa·ny as a whole. u 

3. 4. 4 Philosophy of the Organization 

Several authors b:ave noted tha..t cen.tralized data processiug in a 

decentralized management environment is coatradictory a · d dang,erous [5, 6] • 

A decentralized management philosophy gives profit and lose respo:ns ibili ty 

to organizati.oaal units and provides unit managers w1. tb a 1 tb.e re:s.ources 

requited to accomplish the task. To overlay a central data p occessing 

fa.,cility on all organlz.ation of th.is sort may result 1-o. conflicts and 

confusion. In several of the cas e studies examined the organization opted 

for a d ,ecentralized computer f ac.ili ty because it was ore in line w1 tb 

manage.went' s: philosophy than a central_ faci1 ity . 

An engineering firm ( case C) fo,rmerly used servi.ce bureaus to 

s ,erve the needs of its offices ac roes the Unite.d Stat,es ~ The firm has vecy 

decentralized management aad gives much respons ibility to ,division 

manag ere _ The company decided to acquire an in-house system and they 

considered both a c 1entral co puter implementation and one wit:h 

minicomputers installed in the various offices. Their decision was to 

implement the dec,eotralized sys te.m because it gave them the ,oppottunity to 

maintain their dec.entr<!tlized operating ph.ilosophy. 

A European division of a large multinational maoufactnrer (case 

II) decided to implement a diStri.buted data co lection system. This 

system~ wh ic:.h spanB the continent~ includes eleven minicomputers and a 

central machine. One of the major reasons they impl,emented a distributed 
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system is b ,eca\lse they fe t that distributed data processing 1-rould fi ·t well 

1,vith the autonomous nature of their diffez:ent divisions. 

W. R. 1Grace Corporation (case JJ) is a ver:y decentralized company 

maoagerially. In line with bis the company gives major con.tC'ol of 

computer systems to their various div is ion.s. The cent tal department 

approves computer purchases 1 at.tempts some: standardization to allow 

transfer of staff and prog.~ams and is responsible for conducting a yearly 

survey of all data processing operations. Howevert each divisiou maintains 

responib ili ty for a.11 other aspects of its own comput.er system. 

First Na.t.1onal Citibaok of New York (case FF) decentralized thei 

compu.ter operations in line witb a corpo:rate philosophy that managers 

should have complete control over all aspects of. the proces,s fc,r which they 

are r ,esponsib le. In 1970 Ci ti bank reorganized 1 ts management s nuc tu:re in 

hopes of teduciag ope.tating costs brought on from tbe treme11dous growth of 

th.,e finaa.cial services sector. The bank brokJe up large functional 

organizac:ious itl o· pro uct groups a.nd gave line manage.rs full 

respon.sibility for individual products. A manager's performance was 

easured by h.ia unit's cost performance. However, in the midst of this 

move. to decentralized management Cltibank had maintained a ce.ntra computer 

system. By 1974 the bank realized that a cent al processing system mea. t 

anagers did co•t have co,ntrol of the necessary t'•esou:r:ces to meet t~eir 

responsibilities.. In 1974 the. company began a decentralization of its data 

processing function which cont nues today 
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3.5 s gnificant Centralization Forcee. 

.3.5.1 Econondee of Scale 

The argument for economies of scale in computer use was a. 

significant centralizat on force iu tti.e 1960~ s and ia man.y cases it 

continues to be t:oday. It is unimportant wh,eth.er tbe.se economies do 1u. 

fact exist. Yhat is ill:tpo?:tant is that many organizations continue to 

believe in aod support th,e existence of economies, of sca1e. To:ts fo,rce is 

most apparent in a.rgWDents that first arose in 1972 between state aud city 

goveruments and the Federal Bureau of lnves tigation. 

An FBI regulation (case R) iss,ued in 1972 required th.at any 

computer handling criminal hist,ories "be dedicated to law enforcement 

pUt"poses and be uoder the management ,contr,o,l of a law eo.fo,rcement .a.geucy~ 11 

This would require that .states maintain dedicated computer .systems for law 

enforcement. State and city governments objected strongly to this 

regulation on the grounds that it would greatly increase thei~ data 

processing costs to operate anything bllt a central systeQl and that this 

would have se-rio,us fiscal impact. 

An article in, Computerwor_ld io 1975 noted. the trend in various 

st.ates to-wards cent alization of t eir data processing systems. Kentucky 

reported saving $2 •. 4 million/year since c:onsolidating their data processing 

onto one large machine. This consolidation was aimed a.t 01Jering co,s t.s .and 

was achieved in spite of severe opposition from user agencies which 

maintained their otm machines. Mississippi's CeatYal .Data process1n:g 

Autho,rity reported to have saved $500 000 acuually since cencra1iz:ing [2 l]. 
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Io 1975 the state c ·f Arizona (case KK) consolidated from siKteen 

to six cpu" .s 11 to do sometbiug about excessive spendin,g. 11 

Acme Marke.tst Inc. (c.ase LL), wished to re.duce data processing 

costs TJhic. led them to cent·iralize op,erations. Previously equipment was 

decentralized but. the company felt that this approach led to oo 

standardization of applications software aud lit · le control over data 

pr,ocessiug costs. According, to the manager ,of DP operatioos they installed 

a remote batch oe.twork because 

We wanted l:o reduce the total cos ts at the r ,ew.ote locations and 
eliminate duplica.t1ng p eople at each loca ion. 

Selwyo. conduc·ted a study of 10,000 computers installed at firms 

in manu.facturiog industries (cas e MM) to determine whether Ot' not the 

exper1,enc.e of users was that economies of scale did exist. He concludes 

'"Users did operate computers as if there were significant economies of 

scal.e iD their use. 11 He used a complex model t ,o es,timate the computer 

capacities r ,equired by an arbitrary f, rm given the iz.e of the firm. He 

then c:o pared this esti ,ate to the actual acquisition patterns of the firms 

in. the study and determined that m.any users acquired compoters much largei: 

than those necessary to meet their data processing needs~ 

3.5.2 Management Control/Integration. 

Centralization~ .s s trong,est point seems to be the po t ,ential that 

it offers for sharing and the tight management controls it can supp y 

hrough standa:rdizatloa of data files, programming and documentation, and 

:reporting. The following case studies showed this to be a si,gnlf icant 

!force towards centralization cf an orgaoi~atioo~s computer system. 
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Until 1517'.5 law enfo rceme_nt officials in Boston ( case mn vere 

unable to do mu,ch about parking violations. E-ac:h of the nine district 

courts in the. city haod led. these viola.Hons diff e'l!'.'e.utly, which meant that 

some used manual sys tem.s t.o record vi,ob:t ous while others used computer 

support. This ma.de it. impossible 1to relate violations ill one district to 

those in a not.her district. In order to accomodate sharing of in.format on 

across t.he various district courts s o that. officials, could begio to ncrack 

down" on perpetual offenders,, Boston imp lemeuted a cent:ra~ computer system. 

This system lioked the separate courts t ,o the police department and the 

Registcy of Motor Vehicle''s through a central c:omp,11t er in Boston City Ball. 

Jones and Lau,ghlin Steel Corporation (cas.e 00) of Pittsburgh 

centralized theiE' computers in particul.ar to, "bring ceot"E"alized data base 

,capability to the firm 11 

Burroughs Corporation (case PP) ceutralized the develop'ilie1:1.t and 

desig,n of its internal systems in order to enforce s ·tanda d reporting~ 
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4 l S\I.Ql!Dary of Conject1.n:e and Results 

We have exam.ined ,enter forty case studies of com:pu.te.r 

decen1traliza:tion decisions and have tried to determine and catalogue the. 

forces behind the.se decisions. A complete lisl:i:og of the forces determined 

to be siguif ica.nt ic. th,ese. decisions is found in TABLE IV. 

TABLE IV. 

DECENTRALIZATION FORC6S FOUND 

Functional 

Flexibility 
Availability and Access.ibi icy 
Ability o Set Priorities 
Ability to Regulate Response Time 
Ability l::o Regu ate Hardware and Software Upg,rades 
Av,oidance of overhead ou Mainframe 
Sborte't Develop ent. Tifltle Because. Leas Complexity 
Pr-ivac.y aud Secu.ri'ty Issues 
Rel"ability 

Economic, 

Low En.try Costs 
Low Initial Investment 
Fi..x.ed Cost of Own SysteIQ 
Lower Coill!l3,unication Costs 
Smaller Investment Thau Upgrading 

.Psycho1logical 

Bad Experiences With a Central Syst ,em 
Iusu~es Greater User Acceptance 
Fewer F'ol ticatl and Priority Conflicts 
Ph.i.osophy of O,:ganizat. ou 

The conj· ecture. is that there: are significant f orce9 in many 

organizations towards decentralization of the computer facility that. have 

been held in check until recently by economic and tec.hnolo,gical 
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co,nstraint.s,. Toe economic co straint is clearly vanishing as hardware 

c.o,sta d op. Ihe t:echnological constraint is p,resent. but it may be 

overlooked in acquisition dee isione; especially if the.se decisions are 

lnitiat:,ed. at lower lev-els in tbe orgaui.za.tion. The relaxation of thes,e 

constraints seems to be releasing forces resulting in decentralizatioo 

decisions at all levels in the organi.za.tion. Th,e siguif icance of these 

fot"ces may be judged by their ability to withstand trends ia the computer 

iudus~ry. For ex81Uple we do not consider economies of scale a significa.nt 

force towards centralization because tbe drop in hardwar,e costs will 

coot nue and economies of scale are ,dependent on this trend in the computer 

ind us try. Howeve · , p syc.hol.og cal forces leading towards decent cal ization 

decisions seem ta be inherently independent of the computer industry and 

are therefore considered significant. 

The results indicate that: 

l::l!ardware ,costs have d rapped to the point t · at econo'CD.ies of 

scale arguments no longer influence decisions to 1the extent that 

they have in the past. Ha.ny organizations are obtain:10-g 

dedlcated comp111ter systems and are even claiming substantial 

savings through their actioos. 

2. The major f ,orces encouraging ce:ntra iza tion. of a. compute.c 

system affect corporate management priroarily and are industry 

dependent. These forces are (1) lingering faith in economies of 

scale and (2) the ability for sharing and management control in a 

centra.l system.. We conjecture that economies of scale arguments 
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are less significant as tlme passes. In addition as the 

technological problems of networkiog loosely coupled computers 

and distributing data bases a.:re solved, the last force will 

become less significant •. 

3. The forces towards decentra.liza tion inc ude many that involve 

function~ i e. better service of users'' needs by th,e system. lo 

addition there a.re psychological forces behind decentral iza tian 

including increased user acceptance and ability to fit t e system 

to the orga.niiation with minimal problems. Toe recent concern 

that "us,er-ori,e:ntedn .systems are developed :seems to b ,e. a 

recognition of these psychological fo,rces. 

4. Decentral.ization decisions are made a.t low levels in the 

,organizatio,n as well as at corporate: levels. The drop in 

ha't'dware costs enables opera.tiona. managers to acquire and 

support a de.dic.ated computer system. 

5. Many decentralizatio,n decisio,ns inv,olve applicatioos that 

liould requb:e upgrade of a mainframe if they were implemeuted on 

the cent: ral sys '!:em. 

4 2 Consequences 

The :results indicate that decentrali:zatiou. fo .rces do exist in 

many organizations. The drop n hardware costs and ·the. increasing 

so phis tic a tion of the minicomputer allows a manager to ob·tain a. power£ ul, 
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local computer for a tels ti.vely small investment. Pc,r thes r,eaeous 

decentralization forces have become m.0,.te Ylsib,le,. 

'!he consequences of th,e existence of strong decentralization 

forces could include: the disintegration of th,e organizat.ion' s information 

.system. Low e.ntry costs allow dece:ntralize.tioo decisions to be made by 

loller-lev·el ~nag,er.s. While isolated instances of this decision would not 

be significant. a large number of these. localiz,ed decisi.ons could creat,e 

chaos. First~ incompatabil 1t1ee among the computer systems. of oca u.nlts 

may prevent these these units frotfl sharing data or programs. The current. 

state of 't.echno ogy is the sou.rce of this proble:tlh Networking of looa,ely 

coupled comp 'ters is, no,t yet well understood. Oce hopes that technological 

advances within he next few years will all,evia.te the integr,ation and 

sharing problems in decentralization. Second, a local system allows a 

department maoag,er to 11 ioterpret 0 the data in h s system in a aUfllber of 

11ays. 'Ihe computer system that the unit uses, wi 11 provide s ,ol!le of this 

'
1intepretat1on" in the way it stores and manipulates data. Designers of 

application programs provide furth,er 11 :!.nterpretation•• of data through the 

algorithms they use i.n their programs A lack of consistency throughout 

th~ o·rgamzation in interpreting data may pr,ovide managell\ent control 

problems~ 

We do n,ot feel that decentealiiatio•n should be "outlawed" or even 

discouraged, be cause there are advantages to be enj eyed f rem 

decentralization. Rowever corpota.te ma:na.,gement should be aware of the 

current technologica.l constraints. Compatabil ity between machines can be 

assured if proper thought is given to equi.pm,e.nt procurement. 



Section 4 Conclusions 

,4. 3 Futur,e Work 

This tb.esis is an attempt to ,extend previous work done in the 

area of decentralization of an organizational computer system. The 

distingu.ishing f ,e.ature of this thes ·s from previous work is that it 

ex:plor,es decentralization decisions through uumerou.s case studies,. n an 

ef'fort to show tbat there are: forces towards decentralization that may in 

t .he future.,, ca.use t ese decisions to· be made at low,,u and lower levels in 

the organization. 

Section 4. 2~ which :telated the. 111eth.ods used in this research 

noted the limitation.a i'nherent in e:x:amining. case studies obtained ftom 

c01Dput.er comm1..u1.ity literature~ The first limitation is that the forces 

that an! revealed may or may not be. the ones that actually were the cause 

of the decentralization decision. These cases are presented in the 

itera.ture in a way that ia highly dependent upon the perception of th,e 

manager celating the case and what. tha·t manag,er \ri1ishes to teve.al about the 

decision. The second limitation is that certain c:ategor es of decisions 

are excluded from the literature These cases may involve decisions made 

by lower lev,el managers who wish to avoid publicity for political reaso11B,, 

or who have. no reason to publicly cite why, where and how they acqu.ired a 

ded· cated computer system. Thes.e cases are the most interesting and 

unfortunate y the rarest in the literature. 

W,e feel that future wo,:k is re qui red io this area to ex eud and 

1.aiprOive the work dooe bere. This future work should employ an interview 

method to obtain case studies. Confid•ential conversations with managers of 

c:rganizatio,ns nwilUng o discuss their deeentralizatio·n decisions 

publicly could yield mo-re signi.ficant and viable results. In addition 
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Se,cti.on 4 Cone lusim:1e 

this a·pproacb would allow more access to ma.nagetnent decisions mAde at ewer 

levels in the organiza.tion. Comprehensive ex.ploratio of acquisition 

pa.tte:rns an.d t:he reasons for the acquisitions in. ,only one 01:ganiza tion 

would add to the understanding of decentralizati.on decisions in 

orga.uizations... Similarly, a better assessmen.t of the future impact of 

these decisic,,ns on computer systems could be determined. 
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APPENDIX A 

Description of Case Study/Source 

Datascope Corporation,, So,urce; "Firm's Figures 
Show Mini Use Justified . ' Computerwor l d, 
January 10, 197 7 

actuarial d.epartme.ut of an unidentified iosuranc,e 
firm Source: "Actuaries S.ay T/S Canrt Compare 
to Dedicated Milli, 11 Com.puterworld February 2, 1976 

111nidentifi,ed engineering firm Sourc.e; Bu.rnett,, 
Gerald, J. • and Rich:ard olan~ 1'At Last Major­
Roles for Minlcompute s~" Harvard Business Review 
May·-June HHS 

Lowe's Companies~ Inc., So,urce: Acree John, 
11Putting th,e Principle Into Practice, 11 ~ S:-l",s;ems 
February~ 1975 

Ricardo Consulting Engineers, Source:. 11Mini Helps 
Con.trot Eugine Test Beds,n Computerworld, 
May 23, 1977 

Atlanta's JTrst National Bank, Source; 11Small Bank 
Division Sets Up Its Own M__ini Computer,!1 

Congmterworld,. MaTch 12~ 1975 

De.ere and Company Source: Vaughan~ Frank~ 
risma.1.1 llse~s' eeds Paramount Corpo,ra.te DP 
Managers Warned 7

1 Compute.rworld1 Ju.ne 20~ 1977 

corporate division of unidentified service company 1 

Source: Burnett> Gerald J.,. and Richard Nola11J 
1"At Last Maj or Rol,es for Mioicompu.ters t n Harvard 
Bus:iness Review,, May June 1975 

Office Canteens of Manhattan, Source: risma.ll System 
Helps Fast Food Firm &espond to Change~" 
Computerwo:dd,, June 6 t 197 7 

Cb..rysl,er Corporation> Source; 11Distributed Mini 
Approach Protects Response Time, 1 

1C_otnput,erworld~ 
Api::il 9, 1975 

an uo1de.ntified commercial bankt Source: 
Conf dential co,mmunication with a vendor 
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unidentified wholesale manufact.ur1ug fitllh Source! 
Burnett• Gerald J' , and Richat1d Nc1 an, "At La t 
Majior Roles for M1nico111put,ers~ n Harvard Bmdneas Review, 
May-June 197 5, 

Retail Installment Loan Department of Wachovia 
Bank and True t Compa.ny • Source; 11Mini D,edicated 
to Preproc,essing I creases Baal<.' s Loan Capacity~" 
Compµ.terworld~ January 31 ~ 1977 

Olinkraft, Inc.. Mill Di vision, Source: 11Mini Saves 
Time on Mainframe, 11 Comput.erworld, July 30,, 1975 

unidentified railroad company,. Source: Conf ide11tial 
communication with a vendor 

Industrial Nucle.onics Inc . • Source! Ward~ Patrick, 
''User Finds Work Divided is Easily Conquered, 11 

Computerworld, January 8 1975 

unidentified chemical lant division, Source:. 
C•onf id.ential commu.nicat iO•ll with a vendor 

FBI Regulation• Sources.: l) Pren,cb, Nancy "'States 
Blast NCIC Requirement for Dedicated Systems ., n 
Col!J?U!terworld July 30 1975; 2) Lundell, E. Drake, Jr 
"Cities Not Rappy Witb FBI Data Baat Rules, n 
Computerworld, January 12~ 1.97.2; 3) Smalheiser Marvin 
' California DOJ Opposes Pt"oposal f0 1 l' Dedicated Justice 
Systems," ComputeNorld, May 29. 1974 

Central Congress fo,r Privacy and Protection, 
Source: ''Hire sh ima Bomb Victims Fight Plan to 
Centralize H,ealth Data, 11 Computer-world, Aug.ust 6, 1975 

Arizona. governor, Source: Ward. Patrick, "Centraliza ion 
of Data Systems Continuing Despite Resistaoce. 1 

Computer-world~ January l, 1975 

Georgia State Cri e Lab, Source: "Crime Lab 
Decides Security tbe Motive. As It Picks Mini to 
Watch Evidence, ii .ComputeI1o1orld~ May 17 1976 

Lockwood-McDouald Hospital, Source; "Small In-House 
System Sav,es $12,.000, 1 ,Coguterworld~ Jllne 25, 1975 

I nt ,e :i:--Provinc:1.al Pipeline Company I Source: Speer a, 
D. S. "Monitoring/Control By Disn:ibuted. Computiug1 

Datamation~ July 1973 

3 l.7 

3. 2.6 

3.2.6 

3. 2 .. 6 
3.4.l 

3.2 8 
3. 5. 

3.2.8 

3.2.8 

3.2.8 

3.2 8 

3. 2 •. 9 
3.2.9 
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FF 
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ARPANET IMP' System1 Source: Schantz, R. E. 
11Protocols fo,r Utilizing Re.dundant Processes in. 
a Computer Network t ' P1:oceedings of the 5th Texas 
Confere.uc,e _ on Computer Systems, October 1976 

Southern Bell Telephone and Telegraph, Source: 
Canoing, Richard G . '''Structures · for Future Systems 11 

EDP Analyzer~ August 1974 

Bois,e City, Idaho,, Source: DeGroff W:illiam J •• 
nMinicomputers; Boise's Approach to au Integrated 
Municipal Information System, 11 Boise Center for Urban 
Re.s.earch, Boise, Idaho~ 1976 

large unidentified chemical plant, Source: Bothne, 
Ralph E , 11'D1s.tributad Control Offers System 
Reliabil : ty and Low Initial Invest en.t Control 
Engineering, May 1977 

theoretical chemist at Berkeley - Source .; Sc.b.aefe1:~ 
U,enty F. ,, ".Are Minicomputers Suit.able for Large 
Scale Scientific Gompu.tation?, 11 COMPCON • Fall 197 5 

Liso.e:E" /Richelieu, SoiJrce: Surden • Esther, "Mini 
Saves Jewel Firm $120~ 000/Year. 11 Cog>uter"7o ld ~ 
June 25~ 197 5, 

unidentified corrugated container manufacturer, 
Source. Confidential communicat , on with a vendor 

Citibank of New York,, Sources 1) °Citibank Transaction 
Processil'lg Environment: Management Guidelines for 
Automating Citibank's Financial Transaction Proc.essing 
Base ,,' 1 release 2.,0, March 1976; 2.) Surden, Esther, 
''Debators Agree: Today~s Revolution Focusing on Uset' , ' 
Computerwor d~ June 13~ 1977 

an u11id,enti.f i ,ed major rail road, Source: Confidential 
commn.mic at ion wt tb a vendor 

Data Tech Division of Pem:il Corpot"ation, Sour,ce: 
11Serv•ice Bureau Mini pli t Manufacturer's Workload, 11 

Comput ,erworld, June 13, 1977 

European division of a large unidentified mul ·tt­
national · -anufactu:re:i:, Source: Confidential 
coQ'.miUnication. with a vendor 

-57-

3.2.9 

3.2.9 

3.3.3 

3.3.4 

3.3.4 

3.4.l 
3.4.4 

3.4.2 

3. 4,., 3 

3.4.4 



JJ 

KK 

LL 

MM 

00 

PP 

W .• R Grace. Corporation, Source: Deering, Allan B., 
••centralization vs,. Decentralization: The Grace 
Exper:1ence~ 0 preaented at INFO 75. New York City. 
Septet'llber 9, 197'5 

State of Arizona, Source; 111'Ari~ona ConsoUdates Fr-om 
16-6 cpu. • s r t,o do, something about 1excessive spending' , 11 

Cogrnterworld, Janus y ,, l 9·15 

Acme Markets, Inc . , Source: Surden. Esther, 
11Firm Scraps Old System for Re.mote Batch Net 1

11 

Computerworld, July 4~ 1977 

Selwyn" s s, tudy Source:. Selwyn., Lee L .. , •1tBcono1111es 
of Scale 1:o Computer Use: Initial Teats, aod 
Imp,lications for the Computer U11:.1l ty~n MAC TR-68, 
M.I~T• ~ 1970 

Cit·y of 6oston1 Source: 11!.ostoD Cracks Down on Chronic 
Puking Violators• 11 Computerw9rld, January 8, 1975 

Jones and Laughlin Steel Corporation., Source: 
111'ibe Centralization Alternative - Too Much Power - Too 
liard to Bandle, u Computerwo:rldt Ju e. 19. 1974 

Burroughs Corporation, Sou.rce; Rock.art,, John F. 
Leventer~ Joav and Christine Bullen, ••cen.traliza·tiou. 
vs .• Decentralization of Informa.tiou Systems: A 
Pt:eliminary Model for Decision Maki!Qi,u draft of 
a Center for Inforto.ation Systems Resea:r,ch wo,rking 
paper:, M. LT Sloan School of Management, 1976 
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