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'F1gu res and T'ables 

Figure I: The communication graph G1 of a ynchr-onous s. em Sr One ,icrtex of the 2 
grapl is distinguished t€!pres.e1ning not an ordinary functional eJement but a 
host procerwr, which · th sysl m· onl interface to the exlemal world. 

_ igure 2: 'The communication graph of a y E m S.2 which i's cquh alent to the ystem S1 4 
from Figure 1 as viewed from the ho t. lntcma y. the two . terns. differ in. mat 

n:e v3 lag by one clock tic in S 2 ~ ilh respect 10 s l.:.. 
Figure The constraint graph G1 -1 for the t- m S in Hgure 1. Thi graph is 6 

identical. o G1 cxccp that rhe eight of each edge in G1- l is one less than the 
weighc of I.he corresponding edge in Gr Each cnex h been labeled with lhe 
weigh of the hortest ( i.e., Hghtcst) palh from tlla venex to the host. 

Fi11 u.re 4: TI1c y·uolic ystem s3 produced by applying lhe SysLolic Convc ion Theorem 7 
to the system s1 from • 1gure L Each edge (u , , •• 1 ) from G1 ha bet:n rep1aced 
by the edge (u. v. w+lag v)-Jag(u)). where I.he Jag of a vencx is ta en as the 
weiglll of the shortest path from th t venex to the host in G 1- as in dica~ed in 
Figure 3. 

Figure :-: cycle c and a path p from a vertex. 11 o c lO me host in the communication 7 
graph of a synchronous system. 

Figure 6! Contents of the A and B regist-ers. 10 
Fi~ure -: A :1mchrooou system P hich recognizes palindromes in real time. (a A UI 

diagram of P howing regi ·tcrs and functi ua1 e1emeots. The part endosed in 
the da hcd box c rre pond roughly 10 a 'proc~r · in me description of P i 
the texL (b) P' communication graph, G. (c) Derails of a functional element 

Figu.;: Tile configuration of the ysrem P from Figure 7 as lt recognizes the palindfiome 11 
·r divider". 

igur, 9': The constraint graph G-1 for the real-time palindrome rccogoizcr P from 11 
igure 7. ince thi raph com.a ins cycle of negative weight, lhe Systolic 

Conver ion theorem is not applicable to P. 
Fi yr, l ·n,c communicati n graph -G for a 2-slo\ , imu1ator 2P of the ;•s-tcrn P from 12 

l;;,ur 7. llli graph · obtained by doubling the weigh of eve ·~ dgc in the 
communication graph G of P. 

l•i ure 11 ~ The con traint graph ; - L Each venex 1• i labeled with chc wci.aht o Lhc U 
hon t path from 1· t the ho . 

fjc,u.re 1 : The ommunication graph fa . y to1ic 2· lo.,., imuJ.uor SP of die rea.1-1.ime 12 
palindrome recognizer P of Figure ·. Each vcn xi labeled with i lag in SP 
, ith resp t co the ystem 2P shov. i~ in Fi.gurc 10. 

Fi«u ," 13: /\ 1.,qucnce of conti uration of the y tern SP showing its recognition of lhc 13 
palindrome 'rcd.ivider ... 

ii 



FIGUR F.S A:--:D TA BUS iii 

Fi~me 14: Broadcast from the ho t to all fi.mctim1 al elemem:s of a S} [cm can be 15 
implemented. by a read th-first ,panning tree (d.as.hcd edges) of the onnec(ioo 
graph. Each vencx is I bcled with its di tancc from the bot. 

1· ig,ure 1 Communication gmph o · an optimiwd imulatm far the real-rime palindrome 18 
recognizer P of Figure . In the ophmiicd imulacor, no signal pr pa.gates 
through more th 11 two fimctlonal clements in one clock period Each •,ertex is 
1abeled wirn irs lag in this sy 1em with respccl m P. 

FigUTc 16: fast implem nt..1tlon of Che palindrome reco0 nllCr using lhrcc-pha.~ dock· 18 
ing. Each en.ex i. labeled with its lag in chi s tcm with re peel to P. 

igure l : Division ofan edge e = (u v. w) into wire . ..;J 
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1 . Introduction 

Gone are th day when the chips in an elcccnmic s_ lem were mosll:'· l A1 D ga1cs and flip& 

flop . The computcr&on&a&chip i the fa hion mday, and microprocessors are being produced with 

cvcr-incrcas:imi functionality in an ancmpl lo exploit the improving Icchnologkal capabflicy. ln the 

fururc.. we can c p-cct dcsigi:ier to put entire mullipr~ssor }'Slcms on a single chip. By cxploiti]lg 

the mass've poccntia] lha.t VLSI holds for parallel computation, such special-purpose systems wi11 

gre:itl;• augment the power of gcneral~purpooe compucing cm·ironmcnts. 

Designers of these lar-gc sys.t rns wi11 face the pmbJem of comrmmication, which arises in any 

parallel sys.tern. [n order to cope with communkation costs. the design methodology of systolic 

systems [6. 7] has been proposed. lhi- design methodology allows a high&kvcl algorichm.ic 

description of a circuit whidl deals directly with communication c-0 fS. A' a result Lite performance 

of circuits implemented wilh this design methodology matches well !he performance predicted by a 

sin,pk algorithmic analysi [3]. Signa1 processing. numerical linear a1gehr-a, and ras,:er graphics 

provide many applkacions or . smHc ystcms. bur their ut:irity is hardly resuicled co lhese areas 

alone. 

he syst01ic design methodology manages c:.omrnunication com effe-ctl ve]y because the only 

cmmmmicalfrm penniued during a dock cycle is benwen a precessing elemem and one of its neighbors 

in lhe communication graph of lhe system. 111:is cons raint is in direct contrast with, for exampfe, the 

propagation ofa carry ~ignal wMi::h ripples down the 1ength ofan adder. w::b combinational rippling 

and global comrol such as broaacastfog are forbidden in systolic deslgn , Whereas the dock period in 

most synchronou systt'ms is ?ong in order to allow signal to ripple Ihrough cascades of 

combinational logic. i'll systolic system the dock period depends only on me time required for a 

S@lal w propagate through a s..ingle p roc ing e]ement Th.u.s the clock period of a systolic system ls 

short becartse it is independent ofllie size of the system. 

The principal deficiency of the sy wJic design melhorlo1ogy is thaL lhe burden on the designer 

may be excessi e. In particular, global communication such as broadcasting is more easily describe.d 

in tcnns of rippling logic. In a systolic sysiem the effocI of broadcasting mu t be achieve(! by 

multiple local communications. The propagation ofa darum frarn one end of a systolic sys.tern to lhe 

other ma. take many ticks of the system clock, and therefore different proce~1ng elemenrs will see 

the sa.me data at different times. Orchc.srroting the individual behaviors of proce - ars can be a large 

book keeping chore. 

1n [hjs paper .. we ddrcss the dcsig,n issue head on. . c demon tratc how a synchronous system 

can be designed with rippling logic. and then convened to a systolic implementation that · 

functionally equivalent to the original Sjo' tern-the principal differem:::e being me shoner dock period 

of the ysto]ic impleme ntation. \ \l characterize the ystcms that can be so tran formed. and show 

that an algorithm basc-d on the graph theorecic si1igle-destiliation-shortes,~paths problem can compute 

rne trnnsforma.lion quiddy. 
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'Inc r<:maindcr of this paper i organi,:c a oHows. So tion .. prescn a graph·thcorclic model 

for -ynchronous yst ms. The principal r ult of the aper i: gh•en a I.he ystolic Comersio,i 

Theorem in ection . o illustrate th - p wer of the th urcm in a de ign ituation. cction 4 details 

I.he construction of a implc sy toiic stem. The de ign proc fr-om S cl.ion 4 i ab tracted in 

ection 5 and applied co the problem r r placing global communication ill a s; tem with local 

cornmunicalion. Section 6 is de-voled to brief discussions offun.hcrtopic rclJiti.ng to :pplications and 

extension of 1.he resulcs. ln Section · we di u earlier related work and pr~ent some oncluding 

remarks . 

. 2. A Model for Synch ronous Systems 

view a Jargc circuit as as tem which is partitioned into firnclional elemeflls (combinational 

Jogic) and registers (clocked memory). Such a system S can be modeled as a finile edge-weighl'ed 

directed multigraph (henceforth we ·hall simply say "graph") G = ( · , £). The 11erJices Y of this 

com»nmication graph con spond to functional elements nd lhe edges E correspond to incercon· 

nections between the functionaJ clemen .' Each ,edge e i.n Eis a uipl of th form (r4, l', )1 wh re u 
and v are (possibly idendcal) vertice of G called the t ii and head of e, and w is the nonnega'Live 

integer eight of Lhe ed;ge. The eight is the number of re-g1 re along tile interconnection between 

the ·i;,. o f'imctiooa1 elements. A conflguratio11 of a ystem i som a~ign.mcnt of vaJu to all its 

registers. ilh each Jock de . the ystem map che cu.rrent configuration imo a ne · configuration. 

•igur t: The oommYmcation tmph G1 o~ a . nchronous S}'. tern Sr On \' rtCJI of lhc graph is d1stinguished 3S 
represemrng no1 an ordinal) f\lnct1on<BI clcmcm but a !rosr p,oces.wr. whu:h i lhe S}·stcm's 011ly Interface 10 the ~lcrnal 
world. 

If the weight of an edge happen to be zero, r gistcr impedes Lhc propagati 11 of a signa 

a1ong I.he corrc poridin° interconnection. uch l the case. for in t. nee. in lhc .• ystc:m S1 hmm in 



A .',IODEI POR Y. 'Ct lR '.'lO · S I E .. \I J 

figur 1. A ·lgrrnl manadng from i,1 will proceed unl1i11dercd cliough v an -Lb cqucnu:y 1hr ugh 

1 before it is stopped br a reg'i (Cr. (f the rippling can feed back cm ir:s If prubkm · of lalCh.ing. 

oscillation, and ra condicion ·can ari e. ln our model I.hi corresponds ma ,:ern·w ight c_ de io lhe 

comrnuni ation graph. where the wctghl of palh i tak n lo b chc um of the weights of its edges.. 

r n order to preclude anomalous b h vior associated with as. nch.ronou d ign. we restrict our 

ancmion oo sy11ch,rJllous } tern ·. 

Definition: ·tcm is a t;ym:hronous sys.fem if very cyd in i c:ommuni ation graph 
h positi e weight. 

Systolic y Lem cxhibic no combinariouat rippling, and in our model correspond to those 

s nchvonous s, terns whose edge ~ •eights are a11 positive. 

Definition: ynchronous y rem S is a s_vswlic system if for each edge (u, l'. ) in the 
communication graph ofS, I.he weighr. w is stricd greawr than :zero. 

So far we htr..-e deaJ w it:b tl1e internal organization of s terns, but of course. no system ope rntes 

in a vacuum. Rather. it COIIllll.un.icate w·m the external w,orld via an imerface. In oUI mode1. one 

vertex call d the host rcpr ncs I.hi external interface. If me y tem were an intcg.rated circuit, for 

examp1e, che connoccions o th ho migh b.c lhc pin of the chip. 

The host is important because when t'l 'o ystecns are oom pared. it is the be ha, ior of lhe sys1ems 

from the point of vie, of the hos1 that · . at · ue. 

Definition:. Ler c be a configuration of a ynch:ronous system S , and let c1 be a 
c:onfiguration f nocher s nchronou y tern S '. The system S smrccd io configuration c 
bas lhe same behavior as the ystcm s' -started in mnfigmation. c' if for ny sequence of 
inputs ro the S)'Stem from the host the two systems prodL1c:e Lhe same sequence of outputs 
to lhehost 

Before going on. we briefly call attention lO a oochnic.al fine point relating to thi definition. 

While the combinational logic in a yst.em .is settling, the ~·stem outp1:.ns to the h.o t may change. We 

insist. howe'l!·er. ilial the internal Sl.:llle oft.he- host depend only on the final settled vaJu of the system 

outputs and nm on any ETansiem alucs. Furthermore, if ignals ripple through the host w the y tem 

inputs during a ingle clock c. de we simi1arly require that the eventual values of the system inpucs 

nm dcp 11d on • ny mmsicnt value . Of course in a ·nd.ronous s .. stem it is imp i le for transient 

value on the system inputs tori pk back out to the hosL 

uppo· the system S1 from Hgure I is modified o thal I.he weight of every edge leading inro 

v is increased by one and 1.he wcigh1 of every edge 1cading out of \', i dccre. ed b;• one (see 

Figure 2). s \•icwcd from Lhc ho t. Lhe resulting y tern S2 is equivalent (m 11 c that we ~ ill 

pr ently make precise) to Sr The 1[.wo :, terns differ imcrnally in Lhat each comp1.1 non perfonncd 

by the funclional clement at ,,3 in Sl is performed one clock tick latcli tllan lhe corresponding 

computacio11 in the original y tem Sr Vertex l'3 is said to lag by one lkk in S2 wich respect Lt> 8i_, or 

ahemative1, . LO lead by one tick in S
1 

with r pcct to S
2
• 
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Figure .. : The communication graph of a system S which is equ:ivalcml o the ;stem s1 from igur~ I 3S \'iewed from 
I.he. host.. Jntema.Hy, lhe two ~stems differ in \h:JJt ,,err& 

3 
la.~ by one clod: tick in s2 wilfi respect lO Sl' 

Thi s:tmple op ration of retiming a functional clement in a y rem forms the: ba i of the 

optimization cchniques in this paper. lnde d, the system s2 exhlbiltS a perfonnancc unprovement: 

over s 1 be ausc the longc:st path of combinaliooal rippling has been shortened by the rctimi.ng oflhe 

functional element at "J· But although it may appear incuitive thaE the two sy lcms an:: effectively tb 

same from the poin of view of Lhc host. a clo. er examination reve.als some technical difficulties. In 

partic la.r, it i not true l:hat whatever con.figura ion me s tern S 1 is started in there exists a 

con figural.ion in which the new system s2 can be started such. that me · cwo system exhibit the same 

beha ior. lf me first register on the edge from v
3 

to v
4 

i initialized in S1 with a ah that is not in 

tlle range of values produc,e-d by the functional ele.menl at l'l then lhe uansfonncd sy tern S2 coo.not 

nece arUy mimic the subsequcn bchav:iorof Sr 

Although ch system S.2 cannot mimic the beh11Yior or S 1 for all possibl configuration of S1, 

however. it can for any sufficiently old co11figuralion of s1• that is. any that arise after S1 has been 

11.1n ufficiendy long. ln the example. a configuration of S 1 tha ha at lea t one predecessor i 

sufficiently old to allow s1 to mimic the subsequent behavior. 

ll)efinition: Let Sand S' be s;'llchronou S}! tern . uppo c that for every sufficiently old 
configutat:ion C uf s. I.here exi a configuration c' of s' uch lhat when s i started in 
configuracion and S' i tarted in configuration c'. the two • tem. exhibit Lhe same 
behavior. Then sysEc:m S' can simulate S. 1 t, o ynchrnnou . s11:em can simul'atc each 
other, rhey arc equfralent. 

The folio · ing lemma hows tllat rctiming a venex. in a . nchronou ystcm, a in tbe xample 

above. produce: an equivalent. ystem as long as 1:10 edg in the communication . raph are gi en 

ncgall c weighc by the trans onna:tion. ]n facl, the Reliming /...,emma show that many functional 

clements in a sy tern can be 0 i en arbitrary lead, and lag under the amc condidon. 
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Lemma I: Rctim i11g 1. mma) Let S b ; nchronou ·ystcm with communic tion 
graph G . • nd lcl lo be a function that maps ea h \'<mc.x ,, of G to an integer and the host 
o zero. Suppa th l far C\ er;• edge I u. \', wJ in G th va]ue w+ fag( \1 - lag(u) is 

nonnegativ . le[ S 1 be lhe s; t m obtained by rcp]a.cing e cry edge e = ,, , v. w} in S 
'the' - (u , 1•, w+ lagl v)-lag(u)). Then Lh s. stem. S nd S' are e uiva1 nL 

s 

:k ch of proof. The proof is an induction argument. Let 10 be the maximum Jag of any crtcx in G. 

ff S i tarted at ti me zero and nm u a til ti.me 'o mere exists a con igu ration of S' uch mac for all t 

greater than or guru to ,0, each functional ckmcn1 v in S 1 pe'rforms the same computation l. time t 

a the corr" ponding functional clemem in Sat lime I - lac v). ppendi.x A gives a de iled proof of 

this lemma~ D 

Two synchronou s; terns may e equi\•alent even though their internal organization are 

radical!}' differcnL ' or c ample, one sy tern might be a tree and the oth r a me h. st S' 

obtained b~ reaming a ysccm S , ho\ ever is aot only equi alenl but al o has I.he same stmttute as S . 

D · finlio1:1: Two . stem ha e the same srruclure if the;• are compoS-ed of the same 
functional el men ith th S3Jt'le inputs and outputs connected b. the same intercon-
nection Toe number ofregi 1ers on the intcrcomicccions. ho ev r. ma differ .. 

Preservation of mi.ccure is a valuable property of an. y tern Lrn.nsfonnation because it allows the 

new sys1em to inherit the benefits of independent design decision • Fore ample: 

• n}1thin~ done I.O make the functional clements in the origina sj•stem small or fast will 
carry through m th · neY, y tem. 

• An topologica\ properti of the communication graph that lead ro an rea-efficient 
layout of the original ystcm wm retained by the new • s.tem. 1f the original ys,cem .is 
trucrur-ed as a mesh for jnstance che new yste will not be con en.ed m say. a 

sbuffie-exchange graph. '"hich is much more e: pensive to lay our.[15]. 

• A ys.tem that has been partitioned across multiple chip wm nor require additional pins 
for the tran formed system. 

3 .. The Systoli,c Conversi,on Theo, 1rem 

The pre\·ious section demon rra1:cd that as nchronou ystem could be modified b reliming 

function 1 el m ms. m rc<luce the period f the y tern clock- A naturaJ u tion co k is. 'Is th 11e a 

a. o ign a lai m each cru~x of the communication graph G of a ynchronou y Eem so that the 

re timed s_ stem i ystolic?" The an wcr dcpcr1d upon the constraint graph G-1. whi h is the graph 

obtain d from G b;r replacing every edg ( u. v. i ) ith ( ll. • w- 1 ). 

Theorem 2: { ystolic Comersio11 Theorem) ct S be a synchronou y-1,em w:ith 
omru.uaicati n g.mph G, and uppo e the con crai nl graph G-1 h~ no cycles of negative 

weighL Then I.here exi rs an equi alent yst m S1 
· l1ich has the same slructure as S and 

hich i stolic. 

Proof: The de ired y tem S1 may be con l[fUC:lcd by procedure who c ey tep i the olut.ion of a 
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smg!e-destinmion·shonest·pa1hs problem in G - l. Without lo · of generality. suppose lhal there 

c i ts a path from e¥Cl)' ertex 1• in G w cbe ho l-\ hen ever lhere is not sucl1 a path, it i impossible 

for the functional clement at 11 to have any influence on th behavior of S. A correspond.mg path 

mus1 c ·ist In G-1. and since G- l i fini c nd ha no neg.alive cycles. chcr~ must cxi in G-1 a 

path of minimal weight from each venex to the host. For c..-=ich vertex ,., define lag( \l J a.s the weight of 

any uch .~hortestpmh frorn., r the hosl in G-1. 111.c sysmlic systems' is obtained by modifyiug S 

u ing the Rerimin.g Lemma (lemma 1) to give each ,1mex the desl nated lag. 

To ho11 th t this oonstructlon indeed produces a systolic sysn;m, we mt1s1 demonstrate that all 

edge wdght'> in the oommunkation graph G1 or S1 are tricdy pos.itive. 'Th.is demonstration wi]] also 

show thal the oondhians of the Retiming Lemma are met becau e an e-0gc ~. eights in G1 wm perforce 

be nmmegati ve. For any edge ( i~, .-• w in G. me weight or the corrcspondi ng edge in G- I is w- l. 

and i::he weighrn fa shortest path in G - 1 from " m me ho:sl is lag }' . 1l1e " eight lag(u) of a shonest 
path in G-1 from venex u to the host can be no greater than (w-1)+ lag( v). (Con ider rhe path 

obrnined by prepending che edge u v w-1 w a shonesE pmh from vercex ,1 to the host.) The 

wdghc of the edge {u. 11. w+lag '1)-lag(u}) in G' is therefore po itive. □ 

The ystolk Conveniio11 ·nicoreftl can be applied m me Sj 1em S1 from Figure 1. Figure 3 

shows the consrraim graph G1 -1 for chat system whh me weiglus o lhe shortest path:s to me host 

h:ibeled in the \'Cnioe . sing t.he Retiming Lemma io gi\'e each \i'ertcx in S1 the tag designated by 

the wei,ghl of its shortest path to the hosL yields the s srotic sy tern S3, which is hown in Figure 4. 

t=igure 3.: lbe cotmtll./nr gmplr G - 1 for thi:: .'51.Cm S in PtjlUre 1. This sraph i;; identical to G e: repl lhat the 
wcLJ!,ht .of ;:a.ch edge in G

1
-l is one l.'S!; lhan the wei~hl o(the rorrespon1Hn edge ln Gr Each ,·crtex bas been labeled 

v.nti'I Ille we-ighl of lhc shOT\CSl {l i:., li~hlCSO palh from lhal vcnc:1; t-0 the llosL 

The S stolk Con version 1l1eorem show that the absence of negative weight cycles in the 

constraint graph G -1 allow a s,•nchronous sy tem to be transfom1cd by application of I.he Retiming 

Lemma tlllO an equi\' lcncs wlicsynem. ecall the graph G-1 a .. consuaimgrnph · because for 
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Fi ure -4: The sy£wlic sys em s3 produced by applying lhc Systolic: ConYcmon Theorem lo lhe system s1 rrom 
Ftg,ur 1. Each cdge(u, f , •••) rTom G

1 
has been replaced b. the cd~c (u. 1·. iv /ag(v)-lag(u ). whtlrclllc ~ora vertex 

is taken as the wei= , orLht shortest p,am rrom uiaL vertex to Lile ho,,"t in c
1 
-1 . indicated in .Figure 3. 

7 

:acb edge (u, v, w) of G, the edge ,(u v, w-1) in -1 con train the weights lag u) and lag v) o 

the none palhs from u and ,, to the host to satisfy the inegualit. lag u) ~ lag \'}+ v- 1, thereb 

guaranteeing lb at the edge u. \', w + lag ( \')-lag(")) in G' will have po itili·e weight 

The applicabi lj Ly of lhe Systolic Conversion Theorem oo a SJ'Stem S do not depend on the 

pedfic functions compuled. b~ the fun tional elemenis of S. The nex rheorem hows that the 

Systolic Com·ersion Themem is the trong t po ible result of uch generali . (Figure 5 shows lhe 

situation described in the tatement of the th.eorem.) 

HOST 

-->-( 

' II?□ re : cycle i: ll:nd , pil.l.h p from a ,;ertc:i: ~ of c ro th host. in the oommunkation grapb of 2 s, nchronom; ey-su:m.. 

Theorem : Le G be lhe communication graph of a nchronou s ccm S. and uppose 
me constraint graph G- 1 h· a cy le c ofncgativc weigh and a path p from some vertex ., 
on c to th ho Then it ls impo ible to construct a. ysmlic ystcm ·that both simnfatc:s S 
and ha the same struclute a S without 1.rino kn wJedgc of the parti ular .functiona1 
clements of S. 
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Pt of: uppos there doc xist a m1clure- re n 1ing tran ·fonmuion Lh t produces a sy mHc 

system S ' whi h is cquh·alent to S. An adve ary rgumcnt sho,.,, thal thi tran formation mu t llSe 

pcdfk propcrti s of I.he functional leincncs of S. The adversary chou s functio11a] elem n for a 

system •hich has tl1 m tni lu S. and then the tran formation lhal produced S' rrom Sis 

applied to T. The resulting s w!ic sy t m 'fails to imulate T. 

let G' be the communication graph of S ' and let x and.:..-' be the weighcs of cycle c in G and 

0 1
• ince s1 tern S' is systolic. the weight x1 must equal or xceed the number of edge along c. 

Cycle c ha negath1e weight in G-1. however, and thu x mu t be trictb le than the number of 

edge along c. There ore. ;r is striclly less lhan x'. 

The advers.a •, no chooses the functional elemer11s of the tern 1", which. h the same 

communication °mph Gas S. Functional elements that Ue n ilher on the cycle c nor 011 lhe path p 

from v to the hot arc chosen arbitrarily. Thoe on c and p pa their input alues along c or p 

Ul]changed. excep for the ingk li.mctional element at which an inceger input a Jong c and 

propagates (a l) tOD xx1 along c and p. ter a sufficiently long time, the out-puts from T to the 

ho-st a1on° p at times l and t + xx 1 will always differ by x 1 (modulo x 1
). ow c.on ider lh. • stem 

' which is produced b applying to T me same rransfonnation thal produced S' from S. Since 1 

has x' regis(crs along the cycle c1 the out.puts from T' ~o the host along p1 at times I and 1 xx1 will 

differ b x ,Cmodulo xx1
). ' ince :x and x' are dislinc~ the sy tern T1 cannot po ibly simulate T. □ 

When a ynchronm.1 E m with regular trncture-su h a tangl.J!ar me h or a complet 

binary tree-i converted to a sy tolic sysi:em. the conversion win typka11}r be very uniform. The lead 

or lag of a functional element may, for exam pl , be equal LO th um of its indic in me mesh or to 

its depth · the tree. ection 4 provides an exampl m which the fum::tiona1 Jements are arranged m 
a linear array. and lhe 1 cad of each funcc.ionaJ element in the tran formed ;· tem tum out to be irs 

ind in the arra. . or s. rem with le regul r tructurc. however, an algori1.hm may be needed to 

de cnnine the transfonned syslem. if in.deed the original ; tern can be transformed. 

The central c:omputat.iona] problem invoh·cd i the si11gle--des1i11ation-shortest-paths problem: 

Given an edge- ejghred directed graph G = ( ,, . E) and a di tingui hed er d in V find for ea:ch 

,,ertex \' in V the wei0 ht cf the hone 1 patll fr-om m d or el e detect that contains a cycle of 

nega.t'vc weight Thi pro km can be alved for arbkrn g phs in 0(1 I· I El) rim m lhe WO· t 

case by an algorhhm due to Bellman and Ford (8, pp. 7 - 75). Lipwn. Rose, and Tarjan [11] ha e 

shown that thj- bound c,an be impF vcd for familie of nraph that have nail separators u ing a 

rn I.hod they c 11 ge11eralized' nested disseciion. The u of parnmrs i particularly im resting 

bec.ause graph with small cp ram · h vc area-effici ent layouLS a weU [9]. For an fanl"ly f graphs 

that i do ed under ubgraph nd that has an n<i- cp rator th~ rem wh re 11' is the number of 

vertices and a > 1/3, tlle method of generalized nested dissection can be u cd 10 al the single­

destioation- bore t-paths problem in O(n3") time, provide · th t cparators ran c comp ted 

quickly enough. Thu a sy tern with a pfanar communic:ation graph can c tnm fonncd in O(n312) 
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Lime because planar raphs ha\'e a vii ·separator lheorem. Al o. there i a 0( 312) time a]go ithrn 

for any raph I.hat hits a L r layout with area t1. ( , c a hum omorphism bct"''een such graphs and 

subgraphs of cubic mcshe of fixed depth, which ha\'C a fl-separawr theorem.) urther 

improv ments uv r the Ikllman-F'ord algo.rithm can be obt:aincd or famili of gr-.iph with . mailer 

separators. 

4. A Rea[-Tim·e Palindrome Recognizer 

Thi ection illustrates the power of th . Sy-tolic Con\•ersion Theorem lhrough an exampJe. 

Although many mor-c applications of chis theorem may be found in such area as ignal procc ing or 

numeric:al linear algebra, we have chosen a simple ymbol manipulation problem. multitude of 

other applications of me d1eorcm can be found in [lO]. 

A Din of n characlers is a palindrome if the ith character for i = 1 •. . . , 11 is the s.am as the 

n - i + ls£ character. Cole [2] con truc:ts a linearly connecced systolic array whkh is upplied 

characters from a string. and for each ch.aracc r ell immediately whether me u-ing input up lO iliat 

char, crer is a palindrome. Whereas Cole constn.1c1S chis real-time palindr,ame recognizer expliddy. 

hi conscrucdon is elabora[e and uninruitive. Here we demon crate the amc rcsul · but the y toUc; 

Conversion Tilcorem greatly simplifies !:he construction. 

1l1e: con cruc-tion of the palindrome recogni er is based on a linear]. connected y m1ic array of 

··pr-oce .soffl" whjch is augmemcd ith ripp1ing combinationa1 l.ogic. The stolic Conversion 

Theorem is applied to mis intcnncdiatc s. :nchronous ystem co remove £he rippling logic and yield 

once again a y tolk arra . 

pruc sor pi in the s. wlic arra.y haSlW0 regi 1e A1 and Br eac:h of hich can hold either an 

ordina_ry character or a special r1ull character, NI . The comen of regi ler Al arc provi.d, d as input 

to pi 1• The ho t appears as Po in the ystem. and p rovid lhe inpu L character in i register A.0• 

The control of th processors i: quite simple, but Jet u first understand wbat lhe S} colic array is 

trying to do. uppo e lhe character crlng input to the y wlic array is x1 ... x11
• Figure 6 how the 

contcn of the A and JJ registers afcer ten character hav b en input, and again after el.even. For 

I $ i $ lnn:J regi tcr B in proc ~ r pj contains [he eharacrer xi. nd for 1 $ i $ r11127 regi ter If in 

processor p1 contain i:he character x _ J" 11 other regisl-C:rs in the sy Lem contain NIL. Thu the . n-J 

input string i a palindrome if nd oniy if whenever A and B
1 

re nonnul. they com.ain the same 

character. 

On c..ach dock. tick, che new \'alucs of all the i and B
1 

are campurr.cd b. the formulae 

Ai if Bi-l = NIL lhe:11 NIL else A1_ 1 

and 
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i 1. 2 3 4 6 6 7 8 
A Xl O x'g X3 X7 x6 NIL NIL NIL 

n. l'1 X2 .X3 X4 X5 NL NIL Nil 
i 

.i 1 2 3 4 6 6 7 8 

Al .Xu X10 X9 Xa x., X5 NIL N 
B Xl Xz X X4 X5 NIL NIL Nil 

' 3 

Fi •,ure : Co.nttnts ol"lhe A. an d B @J:sters. 

(a) 

HOST 

(b) 

-_ ---- PALt+I ~-----~ 
u, 

t 
A~ 

(c) 

Spcci icalion of o: 

Aoo, ~ t: B. ;;:; Nil 
Ul 

B. _ * NI. l.[l . -

A, = Nil V B. =: NIL 
1a ID 

A.n ¢ Nil /1. Bin. ::/=, NIL 

P,.,..t ~ (B. = NIL) V (P. A ,(A. == .B. ),) 
..,,.. IO. tel Ill 1n 

Fi~1ue ,~ A sy ncttronous £} m P which roco~itCS pal in clnmies in r~I time_ M A cha gram of P showing registers: alld 
functional eleme111.! The- pan encl~"l:I in lhe dastied box correspond · rou-ghl}• t.o a --processor" in the d~riplion of P in 
tlic text. fo) P's. commun.lcaoon graph. G_ 1c) Derails of a r,rnc:tiomi.l clem-cru. 

where an a ignmcn arc per ormcd simu'lta11eou. ly, so that all references co registers on the right 

hand sides denocc value from the prcviou time step. \: hU lh.e hos.,: docs not actually contain a 

register B0• the • tern acts a i there were uch a regi lcr which lway llad a nonnuU value. Thus 

A1 is always given che v luc that A0 held on the pre ious time tep. 
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l11is s . tern is now augmented by cmnbinauunal logic: which run · b:1c · lo the hn t. and repnrrs 

whc[hcr a palindrome is reco.-:,,nizcd. Thi rippling "collection'· lugic ~ lums TRUE if, or each 

proccs or p1 uch tltal A1 and" B1 hoth cont.ain \1aild char.clcrs. 1 = Bi' The coll ction logk is 

imp1cmemcd b. gidng each roccswr P, an ciutput PAL; whuse ,aluc is denned bi the formu1a 

Si11ce the P Li are propagated by rippling logic, lhC' \1alm: on the right hand side of this defmiti.on 

are based on the c urrem time srep. The last processor in the array wm ha vc no PA l. signal coming 

into it. but will act a if it had such a signal which ah ay b.ad Lile value TRUE. 

The preceding text describes the palindrome recognizer in terms f '·processors... Figure 7 

how how the rocognizcr may be. modeled as a synchrnnous sy tern P of ftmc:ciona.l lements and 

rcgis-tcrs. Also hown in the: figure is P"s communication graph. which will be referred to as G for the 

remai nd ro f lh isscction. Flgu r 8 hows the state of P as it recogn it.cs the P• I indrom ·• redi idcr". 

1gu-rr! ·:: Toll COil fis11ration of lhe system P f.rqm Flg11re 7 as it rocognizes the palm drnme .. redMd~r'·. 

The chain of rippling logic that einends tnrough all the functi.onal e]emcni:s to the host allows 

the recognition of a palindrome. to c si!! ailed on Ptf 1 on the very next dock tick afrer the last 

lener of the palindrome becomes a ailabl in A0. The disadvantage of this chain of rippling iogic ls. 

that i.i mus£ be allowed to settle aJl.e:r each dock tick, so the clock p~riod of P must be linear in the 

l.ength of the array. A systolic real~time paUndrome recogniz.er with the same strucrure would be a 

grea ·jmpro cment ·since the clock period would be indeµendcnt of the size of me system. 

lf \ e could \'erify thal G-l had no cycle of negative , eight, we could use the Systolic 

Con crsion Theorem to construct a systolic palindrome rncog-nizcr \! •ith the same structure as P, 

Unfortunately. G-1 has man. cycles of negative weight (sec F~gure 9). 

Figure 9~ Th.I! ron~ralnt graph G-1 fhr the. re.aHimc paUndnirne rero_niicr P from F1,g.ure 7. Si.nc:e lhi~ llfl!Ph 
rontains cydes or neE,ilive "''Cigii t.. I.he~ . tallc Co11vc1">ion lhcorcm is nouppHcablc lo P. 

Con idcr. hoy,•ever, lhe ;rscem fonned by m difying P so that the ·number of regis1ers on each 
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intcrconncctiot1 "'5 doubled. The communic:1tion graph _G of thi yslcm · Pis shm\ n in Figllre 10. 

All the data nuw in Pi lowed down by a fa tor of lwo in 1P. so tha[ 2P i:rroYides a sonofhalf·spccd 

\'ersion of P which commuokates wjth tile hose o ly on every ocher clock tick. in f ct, 2P can be 

lhought of as a pair of 2~slo~ simulators of P-one comrnuaic:ating with the host on \'Cn·numbered 

ticks and the oth r proc.cssing a cornplctcll' independent data trcam and communicating with the 

host on odd-numbered ticks. 

.igur 10: Th~ amtm1.rnicatioo graph 2:G ror .a :l.·slow simulator lP or lhll system P from Flgui'C 7. This yaph is 
obw.mcd by dou blin. I.he wa-i~t of c"'CQ' edge: 111 !he ~mrnunicalion graph G of P. 

Un like G -1 the con train t graph 2 G-1 i free of negati v cycles ( ·ee Figure 11 ). Thus the 

S)'stolic Conversion Theorem can be applied to 2P m produce a sysrnlic array SP (shown in 

Flgure 12) whkl:1 ro::ogrdzcs paHndromes in real time--two c1ock ticks per characc.cr. Each processor 

Pt has a kad of i in SP with respect to 2P. Figure D shows a sequence of imernal stues of SP as it 

recognize the palindrome "mdi ider". 

~ :,~ H; The coimraint graph lG - 1. Each cnel:. ~ 1s labeled 1nim the weight of I.he stmnest palh rrom ., to the hOS1. 

'1gu re ll: Toti oommunic:a1ion graph of a s:-•sto.li~ 2-5.low i;:imul:uor SP of the rt.-.aHim~ p~lindrome reooE,nizer P of 
1sure 7. F..acti ~enc.,; is labeled wilh 'Its lag in SP wilh respea. lo lhe system 2F' shown ill F"igure 10. 

Although SP rs a "2~s1ov · lmulacor of P. i performance i ;:iclually better chao thu of P if 

ufficicntly large !,/Stern are compared. ince rippling in P run me 1 ngt.h of the sy lem. the period 

of its dock mu t be at kasl proponional to tl"l.e lcngtll of the am1:. yst.cm SP, whkh is sy toHc, can 

be run with a dock period that i con tant ~ ith re ect to the length of the y tern. ·n1u the duration 

of two tlock ticks of SP win be le_ . than the duration of one clock tick of P if the two ; tern are 

large en ugh. 

As a compari on uf Figures 8 and l rCv\!al . ystcm SP · much more c.omplc;,:: than P in its 
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1gp re ll: A sequence of am iigll:rations of the Siem SP !:!lowing iLS rccogmHon of the p.alin drome ··rooi d.er". 

internal workin . The rc-cogniLion of any str-ing a pa1indrom b_ SP i pread out over several 

time tep ·. rather chan happening an in a ingl d · cycle as in P. Consequently, any direct 

erlfication of SP' correctnc requires careful boo . eeping to verify that all the data arrive ar lhe 

righl place t the righc tim . ll1e cfforc in olved jn constructing such an argumc t. is nm 

upcrhuman-indccd. the corr ne proof for olc" palindrome recognizer (2) depend on just 

such a careful bo kkccping argument h. · I.he authors contention. howcv r. that it w an ea icr and 

kss error-prone task co d iw and \•crif-y P th n it would h. e been to deign SP directly. The 

compariwn ould be even more favorab\ for a complicated } tern. ln provin the Rctiming 

cmma and the Sys olic C n c ion llicorcm we have ganc lhrough the pain·raki11g bookkc-eplllg 

once and for all. and captured r.he rcsuh: in a form th c can be u :ed again and again. 

We can illustrate thi p int again by caking nor.c of an irucrc ting property of SP: suppl. ing a 
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: IL from th llo i to dthcr of lhc two fodd ci ,md even ticks) dma lrcam. h ing prore db_ SP 

3 ffccuvcly rcinilia1izc the compucatk,n on that data si:reJru. Th r adcr may allcmpr co verify !hi 

property by a dir l cxaminalion of sp· but we thin it i e ier co chcc that a NIL .inpm effectively 

re ets P. 

5 .. A Design Methodol,og,y fo,r Systolic S·y:stems 

he reaH.i.me paJindrome r cogniz.er from cci:ion • w obtained by a three· t p design 

proce . Fi ·t, an initial sy colic sy tcm w ., d ig11ed which performed an important piece of !he 

de-ired computation. Second, this yslolic y tc01 was augmemed with zero-weight edges to produce 

a synchronou . tcm wilh ,combinational ripp1ing. n1e edge ere added in 1.1ch a way that the 

Sy to)k Conversion Theorem could be app1ied to a 2· low imulamr of che intermediates stem ro 

!lield Che final y toh design as lhe third lep of the de · gn process. The bject of lhi cction is the 

design methodology of augmenting a systolic tern wid1 rippling lhat can be clirninarcd by the 

S, tolic Crn:iversion Theorem. 

Jn order 10 prejudice the d igncr as·urtte as possible in his other de ign decision the method 

of d ign pre cnced here pre erves lile pb_ sical organizati n of the original ~ totic sy rm as 

caprnred by its connection graph. which i its communication graph viewed as an u nweig_hted, 

undirected graph. There may be greater difference be ·y £em thaL share only the same 

connection graph than between twos stem that have tile same mi 1ure as defined in Section 2. 

T o ¥ tem ith the same connection ph may have different fun ional clements as well as 

different numbe, of registers on interconnecdon Jn addition, lbe direction of information flow is 

ignored in the connection graph. 

Broadcasting is a means b)r which information known b the host is made known to all l:hc 

functional elements of a system in a ing]e clock cyde. Broadcasting i the mo t common kind of 

global communlca ion found in parallels rem because d ignc find it ea . to lh.i.n · of controlling 

aU proccsso, in uni n. designer who wish lo add broadca ting ~o his otherwise systoUc systern 

will typically nnd considerable flcxibili1 · in e actly how il might be implemented. c-0mmon 

approacl1 i co use a bu:s. which is single in~crconncction that visits an processors and convey the 

global inform::ition lhroughout me } ~tern . In fact. the connecEion graph of the system need not be 

di mr cd iF the u · rouwd along any span11ing 1ru or the connection graph. In our model the 

in tcrconnection composing the broadcas1 rree can be reprc~cntcd as zero-w igh edge in the 

communication graph of the <:.ynchronous ; lem. 

ven wirh · ucb crick P'recharging the bu [12. pp. 156- 157. the implc fa.ct that information 

mu L be communicated aero the syaem limi th performance of a hroadcast bee-au e the dock 

peri d fthe y ccm must be ufficicntly long to all w tile globaJ informacloo to reach all processors. 

It hou 1d · e apparcn c. h wever th at the ti rst l~ 10 steps or the th,"c--. tep d ign proce ha e bee.n 

foHowed thu far-a s_ ·tolic sy tern has be n augmented \'ith 7.ero·wcighl edge to produce ain 
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in crmcdia ynchronou y em. But can the 1.hird step uccccd'. If s • appl_ in~ th!.! Systolic 

Convc ion ·n,eorcm ~o a 2· lo\\ im lat r of the intcnncdia yi;tcm \ in produce a final sy to lie 

design who: doc period will b independent of th izc of the em. 

lle third step need nm ucce d, bul if broad a ring i· implemented u in a bteadlhrflrst 

spanning tree of the connc.ction graph. instead of an arbitrary s anning tree. it alwa wiJl succee.d. 

L t H b the connecti n raph of the original sy tolic ystem, and d fin tile deplh d ( i· of a vertex v 

in H to b I.he minimal number of dg in any path from v [ che host Let S be the lntermediat 

.ynchronous ~nem obtained b_ implementing broadca ting along a breadth-first spanning tree in H, 

and l t G be the communicaLion gr-apil f S. (Thu each zero- eight ltee edge u, \!, 0) in G satisfies 

d v);;;; d(u) - 1. a in Figure 14. 

f/tJST 

f'ill)Jre U: Rroadcai from the host Lo all fu nctional elemen~ or a sy m can be implememcd by a breadth·firSt 
Sl)ann:ing, ~e: (rJ;,~ed edges} of !be co11necti.on graph. &ch \'erte I labr:lctl with its di.~ncc rrom the hoot 

To ho · that the lhi:rd steep of the design process wiJl · ork. we must demon trate that the 

consuainr graph 2(]-1 ha no negath•e-weight c. des. Consider the changes in th depth d of 

·vertices during a traversal of a directed cycle in G. By me definition of depth, U'8\fersing any edge 

chang d by at mot one. incc traversing a zero-weight cree edge increa d b}r one and the nee 

change ind around an;• cycle · zero, it follows that ac mosI half the edges in any cydc of G can be 

cree edg . O't'i consider the con traim grapl1 2G- . For any m~e edge in G. the corresponding 

edge in 2,G- has eighl negad e one. For any po itive-weJght edge in G. the com~ ponding edg 

in 2-G - 1 has. weight al lea t one. Because at mo half the edge kl any cycle of G are cree edge: . no 

cycle in 2G l ha negative weighL Consequcnd;,. the y tol.ic Con ersion ncorem can be applied 

to 2S to produce a ·ystolic y: tern which I equi alenc m S and which has the same stmctu re as S. 

Thu if roadca ting i the only fonn of global communication in an otherwise ;• colic system it ca.n 

be replaced by tocal communication. 

, nothcr common in i:.ance of global communica£fon is coltoction where rippling logi runs rrom 
functional clcmcnLS toward the host as in lhe palindrome cxamp1c r m ~cdon 4. Jf the fogic 
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compLHC an assucia ive and commutach c functioo (such • ddiricm, multiphcali n, ma>:lmum. or 

bnul an conjunction O\•er valu generated by the funclional 1cmcri , Lh n any panning tree of the 

connection graph can be used to implement the co11cction. In order to obtain s olk 2- 1ow 

simulator. a breadth-first panning tree can once again be employed. ]n contra to th broadcasting 

sil:uacion. ho e,·c:r. all tree edg .s arc directed toward lhe host in tead of away. 

The three-step design procedure proposed in chi ection can be applied Lo ny augmented 

y. tolic s -sLem as long as che rippling follov. a breadth-first · anning tree in the connection graph. 

and all ze:rn-weighc edges go toward the host or all go away from the hosL The following theorem 

generalizes ch e conditions and c.an be proved. by adapting the argument for broadcasting. 

1 heorem ct S be a ynchronou sy tern with communication l'Traph G and 
conn cion graph If, and lel R be some subS<.:tofrhe verticc ofG. For ea b enex \1 of G, 
define th~ di tance h (1,) of\• from Ras the minimal numb r of edge in any path in H that 
joins r oo an elc.m nt a r R . . upp e tltat very zero-weigh edge u, v. 0~ of G is. di reaed 
away from R (i.e.. h (\1} > Ji u)). or alternatively mat · ry zcro·wejght edge of G is. 
directed towards R. Then there e.xists a sy totic sys.rem wh.ich is equivalent to - S and 
which has the sam structure as S. 

6. Fu rt.he r Topics. 

This seccion is a pol pcurri of topics which include extension boch to the model and m ch p11oblems 

considered in chis paper. The re ulcs of the first pan of mis section are D'aightforward and. 

juscificacion is given in sufficient detail 10 allow the reader w fill in the ~aps. Toe latter part of this 

section contains results from a forthcoming paper based on research b)' the autho nd Fla io Rose 

or HT. 

ernl hosts:. A naru.raJ extcn ion to the model of synchronous syS:tem i the indusion of 

multip]e. independent hosts. The mu1tiple hosL model applies to problem where input streams are 

independent and may be ske cd in time relative to one another. or where ou pucs are not fed back 

inw the system as fore ample in man. signal proce ing application The Retiming Lemma and me 

ystolic Con crsion Theorem can be applied a long a two ho cs cannot communicate m less time 

than the difference in their lag . 

lock ke • i m ·ng from the discrele time domain to a continuou time domain permits tl'le 

tee h n iqucs used in thi paper lo be applied to the problem of dock k w. inc:c clock ignals do not 

move aero an incc rated circuit chip in zero time, two proc ors on a chip may sec I.he same edge 

of che cluck ignal at different times. b difference between the times that two processo ce the 

hangc is ca.lied the ske,v. Acm a large iutegrmed circuit. the kcw can be quite ignificant Bee-au e 

the period of a clock is proponio al to the maximum kew ( e [141), de igne 1ake greal pains to 

buffer clock signals so that aU destination of the . ignal are equidi 1ant from the clock generator. 

Unfortunately. the buffering circui ry ma. not match rne ;'Stem organization and can irrrroduce 

complication~ during the ]ayolll of che drcuit 
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Using a conliouou · model for time. howc,rcr. anomcr approath can be adopted which is based 

on th broadcasting re Ldts. of cction :5. Lcr the clock generator take che role of che host, and 

measure th distance of a proo..---s.sor from the clock gencralor in continuou time. Dy running dock 

signal· away from the clock in a breadthwflrst panning tree alt ng existing intcrconn clions., the 

contribution of ske to the period of me clock can be reduced Lo the roundwuip conununication time 

between two adj accn L processors. The ma:dmum ske • across lhe system is of no consequence-the 

local kew is ail that matters. 

T, ·o-phase clockin,;1 Docking considerations arise even in cbe discrete dme modet The docks 

of man integr.ued circuiE }'"tcms ha¥e two or more phases which acel like the flood gales of c.anal 

locks. For example. a simpled_ namk register consisES of two halves-one haff clocks data in on qi1 
and the other clocks k out otl IP_. Many design mechodologics for two~phas cloc ing obey we rule 

that aU signal must be docked alternately by g,1 and q,2, lhat is. any signal clocked twice by one 

phase mu t be clocked by the other in betwe n. lt. is straightforward to verify dlait the Retiming 

Lemma and the ystoHc Conversion Theorem pres.crvc this n.ik. Two~phase clocking of d:,rnami,c 

logic has another inrerescing property wim regard to the results here. In order to preclude 

interference between adjacem dynamic regi ters., a sys.tem implemented \ ich dvnamk iogk typicall..v 

bas two equi ,·alence classes of compur.a tion of which only one can be used. Tbu a systolic system 

designed in rhis wa, is a "2-slow' yscem to begin wicb,. and the broadcasting resuils from Section 5 

c~n be applied with no further slo\ do needed. 

Thi paper has in,yestigaced how to transform synchronou systems in to roiic ; tems. We 

ha,,e shown that any sync::hronou · ;rst.em can be made systolic if we are willing to u ,e a sufficiently 

large number of time step.s ro simulate one time step of m.c original s:y tem. In many cases the 

slowdown of the system in tenns of time steps per operation is outweighed b th.e greater c ock peed 

made possib]e by the elimination of long chains of rippling logic. Suppose. iliough, lbat we do not 

increase the number of time tcps taken by a s sLem at all. but jusL use- the Rctiming Lemma to 

improve its dock period as much as possible. With f1a,•io Ro c. we have obtained the following 

results. 

·Iinimi r.in ~ipplin . Lee S be a synchronou~ s m~m with communication graph G. We know 

c:hac. if the oonsr,raim graph kG-1 has no negati e·wcight cycles, then there is a k· lov sysro]ic 

simuiamrofS. urprisingty, the.absence of negativ ·weig,hn.des in kG-1 is atsoa n cessary and. 

sufficiem condition for che existence of a synchronous y. wm S' such !hat S ' i equivalent lO S. and 

e,1er: path of length k .in s• commtmkation graph a' ha positive eight Thus. the maximum 

amount of combinational rippling in S' ·s through k function 1 clements. For example. consider th 

rca1~time palindrome recognize from SC!ction 4. 111c original ynchronou S) tcm P shown in 

Figure 7, had a 2~s]ow systo]ic simufamr. Figure 15 how lhc rommtmirarion graph uf jinother 

system y,•hich i equivalcm c P, but , •ho c dock period i k ilurn that of P. 1 c:i signal ripple 

U1rough mor Ulan lwo fum::ti □nal clements. 
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Fi"llr'C 15: Commu icuion g.raph or an optimized simulator for the rcal·time palindrome totnizcr P of'Fi ure 7. ln 
Ille optimi:lCd • ·mulato • no si!:,flal props :i.tes U1rough more th.an two Ji.mcuon ,:,f m,cm,s in one clock period. F.ach ,·ertcx 
i.s labeled with iis !az in this _•ste111 with en m P. 

unctional. elemen of u!leq1.1:al peeds. By minimizing. a:s described abo e, the number •of 

functional elemcn through which any s.ignal can ripple during one clock ·ck we are guaranteed to 

minimize the dock period if the combinationaHogic delay through all the functional el ments are 

equal. A more general issue ddrcssed in che forthcom ing paper is to optimize the dock period in a 

communication graph where vertices are ea h given a weigh£ reprc endng tl c delay through the 

funcdo11al clcme t.. The problem of determining a y tem with the optima] period c-.an be reduced to 

a ~qucncc of mixed integer program.ming problem . Although mixed integer programming is in 

general ·complete, ilie special character of thes problem penni a olution to each m 
0(1 VI + IEI , ti.me. further generalization altow a polynomial-time soluti.on to opcimizatioo 

problems in which the delays beLwecn various inpulS and outputs of me s.a:rne functional element 

mity be unequal. 

1ulfph e clocking.Coding scheme that use more than. two phases .offer greater Hexibilicy ·u 

adju ting Ehe relati e timings of the functional elements. Consider. for example. the functiona] 

clement 6 used iu the palindrome recognizer P ( ~e Figure 7). In any implementation or this 

element it. is guile plau ible that lhe delay from Pm co Poot wi11 be considerably le that me de]ays 

from .Ain and Btci co any of the outputs. uppo e me delay from Pin w P{i!Jt were only half as great as 

the other dela • How could ~ e take advantage of this? igure 16 shows a retimiug of P using a 

three,.pha:se docking d.isdp line. ignals ,can propagate from any Pin to the Pout of the same 

funcrional element whhm cm phas-e tran ition time but take two phases to crave] lhrough a 

functional eJcmenc in an other way, and no two con ecutivc regi tcrs along an}' pam arc docked on 

th ame ph . Th _ · y t\!tn hown mns /3 as fast as would be pas ible with two-pha c c1oclcing. 

HOST 

1 urc 16: A fast imp meniation orlhe pa.lindrnm rcco~niz r usi11g 1h c-p.hit cloel:ln~ 8tch ·cnei is labeled wilh 
11S bg in lhi,;::.-yslem wilh respect to P. 

It i narural to as , bethcr the rcsul described in the prc~din • paragraphs can bee tended t.o 

allow the computation of optimal clock speed for general circuic.s under a multiph c docking 
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y tcm. Th un '" er tum oul t de nd rilkaH}1 nth d tail of th cl king m dd in qu ck n. In 

nc model. w can show cha ic is p %Jc lo test in polynomial time hcd1 r ircuic cnn 'oe relimed 

LO allow locking la given speed, while in anolhcr model lhjs Lc~t i , 1PT omplele. oforrun rel • 

I.here i nul m.:c here to de ibc the dct:!il of the twu clocking di iplines in que, lion. 

7. Cone tu s.ion 

}' ccm tran formations which optimize cloc period ha c been c amined by tbers. Most. of 

the mm fonnatio11 considered are of the basic pipelining kind · hi h improve only lhe thr ugh put. of 

a syst m. The system i u u Hy a one· ·men ional array with an i put pon at on crid and an outpu 

port :.u t:he other. U rippling goes from me input toward the output. By slowing do~ n the s tem 

and a plying me Retiming Lemma. regist - are introduced al ng the length oft.he "pipeline" so tha.t. 

the clock period can be reduced (improvino- chroughput at the expense of !cewing the timing of l:he 

two ports (worsening rc.pon c time). Cohen [l] prese.nrs a.!l imaginative: method logy based on this 

approach. 

The tudy ofsy tolk y tC'ms na roots in the i:heory of cellular automata. ceUular automaton 

may be , · ewed a a syn hrnnous tcm consisting of an info1lte arra. of functional clements which 

are all con trajned to compute identical ftmctions and m l1avc identical connections lO their 

respective neighbors. Th~ idea of designating one cell r a celh.dar auiornacon as a host through 

whkh the automaton can communicate with the external world i ap,parenc1 due to Cole [21 

although Rennie !5] allow cxtema1 [/0 connection to all processors in his il ranve arrays. The 

ob rvation, in Section 5) I.hat bro dcasti.ng ma s,y tolk tern can be imu!ated b a: 2- low . stolic 

system w made earner b eifcras rnJ for the special case of ceUular automata In order to preserve 

che regularh_r required of ccllu]ar aummara, howe er. hi con truction introduces addi.tio-nal 

combinational logic and uses more tat infonna.tion Lhan oms. 

Gam [4] has characterized a "predictability condition.. which aUov.'S linear-rime on-line 

algorithms for random-access machine and Turing m chines to be converted to rca:1-timc algorithm 

The tdea he use i somewhat akin lo the ob rvaition thal a functional element in a synchronou , 

ystem may bt! allm cd to 1 g in its oomputati n pro\'ided lhat it ill be a long time before the 

resulcs are needed t dctmninc me output lo lhe ho t. 

ystem tran fonnation. lh.al doe not inv())vc reaming i found in t:hc Reset Thco.r~m of[lO]. 

Thi lheorem talcs tJ1at a hosl can effoctively re et all rcgi te in a synchronou y tern to predefined 

valu in one dock tick. Althoug_h the combinational ?ogic in functional clements i augmented 

li.gh'tly. the conn ction graph of the y ccm i left iaucr. no rippling i introduced , here it didn t 

exist before. and rl1e applicabilil_ f the y mllc Convcrs.ion Theorem i notaffcc ed. 

The efficac. □ f I.he Sy tolic: Convc ion Thecm~m i due to the hot computer' limited view of 

the yn hron us y tcm. The mallcr the hosf view, the rnor flc ibility there i in changing Lhc 

underlying • stem whit main ining 1h - yicw. For inst.an e. if the h t can ·'s<:c"' the entire tern, 
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there i~ nn, ncxihility in chowiTJg an irrlplcmentation. In the contc t of V I systems. however. 11bcre 

seems to be ample room for optimjzation becau e me number of pins on a chip (muc:h le s than 103) 

is uh tanliaJly maUer 1.han [h ~ number ofcompommts (potential!. more than IO\ 
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A. Proof of the Reb ming Le;mma 

This. appendix contain a ck:tailcd proof of the Rctim:ing I mrna. l11e reader is c.audoned that if 

he has nm understood the jnwitive eirplanation given in Secdon 2. th proof here II ill not enlig]uen 

him. The proof of lhe lemma is tormou , and t:hc imple ideas underlyin it are obscured by many 

tocnnic-.a! details and a.11 elaborate notation. Tile autlmrs. apologize for being unable to provide a 

cleaner. shorter proof. 

Lemma f~ (Retiming Lemma) Let S be a ynchronous sysrem with communication 
graph G, and let lag be a function that map each vertex \' to an inceger and the host. co 
zero. up p~ that for every edge ~. \". w) in G che \ alue 1 + lag( t' ) - lag {u is 
noonegalive. LcL $ 1 be lhe y lCm o taincd by replacing e~•ery edge e = (u, Y, w) in S 
withe' = u. v, w lag( 1•) - !ag(u)) .. Then the sy ~ems S and S ' ai\"! equivalent 

Proor: We need only sho tllat S ' simulateS S , si.nce if the roles of S and S ' arc mtercha11ged in che 

statement of the lemma and - Jag replaces. lag. the same proof will how that S simulates s '. Fint, 

observe thal the weight of any cycle in the communkalion graph G' of S 1 is the ame the weight of 

che corresponding cyde in O ince the addition nd subtraction of lags cancce] around the cycle. 

Consequently, S ' is a synchr-onou ystcm because S is. 

Because the remainder of the. proof exami11cs the internal structure of the two sysooms in great 

detail, we introduce some cemiinolog . A ·wire i a connection bet ecn any two components 

(rcgi ccrs or li.lnctiona.1 e:Jcments) of a S} tem. s shm n in Figure 17. any ed,ge e of eight w is 

divided by the registers long it into ~ · ' l wires el0, elr ... , elw· where e~ i the wire Lhat carries 

inputs co the functional dcmcnt at the h ad of e. and el~, is me wire thal carries outputs from. me 
functional el mentanhc tail of r. For any lime Slcp t and any wire . define value(. , t) as the value 

cncd on x at the end of time step t. tha.l is. aflcr au the cornbinatio11a1 !ogic ha ctllcd and after 

the inputs for time I have been a sertcd by the hu c, bm before all the rcgi tcr re clocked to begin 

time tcp t+ L 

wire x is a prt!deces.sor of another wire .l1 if Lhcre i ~ me f-unction.il elem cm \' not the hem) 

uch that .t carrie \'atuc in LO \' and y came a value out of v (so LI.Hu change mighl ripple through 

' frum _ w y with no rcgi tcrs inter ening . Because S ' is , ynchronou .. the transiEive closure of the 

prcdcccs ur rdatit 11 n11nia1ty nrdc . I.he wires o s '. 
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Fl ,uni l : Di,'ision of' :an edge e: ~ ( r., , ,, , II') i11lo wires. 

·1nc wires or any s~• tern ar divided imo three rouruatly di.Joim cla e : rcgi ter outputs, 

functional ouc:purs, and ho t outpu . A wire of the fonn e l , where k < eigl I e), i a register 

oulpul. A \ ire of th fonn elwe~g)u j!) is either a jimctional owpul or host output dcp nding on 

wheU1er lh tait of e is an ordinary fuocLional element or the host t\mctional output may bai e 

2-e or more p:rcdccc sors· register outputs and host outputs ne\ r ha\1e pred essots 

The proof i based ,on inductive reasoning ab ut the values a scrr:ed. oTI the wire in S and S'. 

Let 10 be the maximutn lag f any ·enex jn G, and suppose thac S i initialized in any configt ration at 

time O and nm with an arbitrary sequence of inpu1.s fr-om the host. until time 10 co arrive in some 

con figuracion c. The goal of the p roor i m exhibi E a con fi.gu ration c' for S 1 such that if S' is tarred 

al ti~e 10 in th.is configuration. !hen I.he behaviors of tile two stems wiU be indi tingu· habl from 

then on. 

Before embarking on the inductive proof. howe,•e-r, e introduce I.be predicate P[e'I ,. I] which 

is defined to ho! d for any wir,e e 'I;; of S ' and any time cp 1 ~ t0 if 

w.zlue,(e'lk. 1) = ralue(el0, I- lag, head(e))+ k). 

We mu t show r.hac. that Pis v. ~u-dcfined, mat is for any wire e'lk in S' and for any time t ~ t0 the 

value !t!alue el0• t-lag(head,(e))+k) i un1quely detennin d by the hi to -_ of S from time Oto time 

t.. There are two case . irsL if t-!n,g head(e))+ k :s t. then value(e [0• t-lag(head(e)) k) is weJJ­

deftned provided that t-lag, head(e))+ k 2:; 0. But since 10 2: lag(heod(e}} and k ;::; O. lhi follows 

immediately. 

The second c--a e in cb.e demon tration of the well·defmedness of P i for 

t- lag( head e)) + k > 10. Here we must how that no data originating from the ho t at a ti.me later 

than l c n affccl ~e value on el0 until after time t - la.g(head e)) k. Let tl:te tail and head of e be 

called u and v. and define,.. a th minimum number o regist rs on any path from the host to u in S 

and definer' as the c-0rrc pon ·ng minimum numb~r in S 1
• Th relationship r' = r+!ag(u) holds 

bec.ause the lag o the the host is O and the addition and subtraction of lagS of the intermediate 

<mice cancel along any path from t.he host to u. Thu me minimal number d f regi t rs delaying 

any signal from the host to e 1
0 

is · vcn by 
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d = r+ weiglit{e) 

= ' r'-lag(u))+(weiglir e')+lag(u) - lag(v) 

= r-
1 + ~ :eight(e '),- lag( v) 

~ weighl(e')-lag,(v) 

;a; k-lag( ). 

OPT! Ulti\ 1\CIIRO'.\'OLS S. 'STEMS 

Conse.quently, no ignal originating at the h tat: time t + I or later can be propagated to lo U[ltil at 

least time t+l+d > 1-lag(¥)+k. which compl.cl Lhe demonstration that prcdicat · P · well· 

defined. 

Recall that ystcm S is in configuration ,c at time la• aod I.he goal of the: proof is to pro e the 

e · i tellcc of a configuration c' of S ' such lhauhe bell avi.or of S 1 mimics lhc behavior of S fi-mn rime 

10 onward. t c' be chat conriguration ofS' in which, for each register output wire ,e1lk. the regisrer 

hos output is a ncd on e'lk holds the \'alue value el0• 10-lag(head(e))+ k). By the argument. 

used to how the weJl-definedncs of P, all me value sp cified are well-defined and independent. of 

che action of the host at any time later titan 10• 

uppo · that S ' is started at time: t0 in configuration c1 wllilc S i aUowed to continue from 

configuration c. and suppose that aU bos,1 outputs in S ' ar identical ~o the corresponding host 

ourputS in Sat all ti.mes from 10 on ,,ard. We complec.e the proof b_ verifying in order the roUowing 

sertions, where t is an time greater chan or quaJ to t0 in · _ rtion (ii) through ( vii). 

(i) P[x. toJ for very rcgi tcr output x in S '. 

(ii) P[x. t] for ,e 'ery ho 1 oucput ins' .. 

(iii) lf P[x. t] for -very prcdooessor x ofa functional outpm}' in S', then P[y, t]. 

(iv) 1f P[ l'. 1] fore ery register output ~ i.n S'. ch n Pf>•, l] or every wire y in S '. 

( v lf P[ • l] for ,e ery wire x in S1
, then P , I+ l] for every register output y in S '. 

(vi P[x, 1] for e\•ery wire x in S'. 

(11ii All wires carrying oulpucs from S 1 oo th host a lime t carry the sam.e va1u as the 
carr ponding wires in.Sat time i. 

ssertion (I) Fono directly from the definition of c'. 
To \'erif Assertion (ii). fotx be an. host output in SJ. and let vb the vertex anhe head ofth:e 

,edge e1 that contain x . ·n1en since host ompacsare alway the same in Sand S'. it foUow-s that 
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:: ¥alue el . . h { , .• t We'll I f:1 

= vafoe(elw ighr c')+O- /tlg(v)' l) 

= w1/ue(e~, t-lag{ ,, + weighl(e')}. 

13 

To v<:rify assertion sscrtion (iii), con idcr any functional outprn y 1 t e{ be me edge on whlch 

ire y Jies. that js, y = r{l I lgli! e{_)• and lee u and v be the tail and head of e{ respecti ely. Suppose 

che , redicate P[x. t] hold for any predocc-ssor .x = e{!0 of.Yin S'. Then for each such x we have 

value(:c. t) wlue(e2 !0, t - fag(head(e2))) 

value( Eilo- t - lag( u) ). 

Since the functional elcmenlS at. u in S and gt are idemica.1 

value&•. 1) = value( e1 I 'eig/u(; }' t - lag(u )) 

wzlue(e110, 1- lag( u)+ weighl{e1)) 

1'0!11e(e110. I- lag i1)+ weigh1(e{_)), 

and hence P{y. l] holds 

sserrion , i\.l) follow from Assertion (iii) by induction over the partial order imposed on die 

wires by che predecessor relation. where me base S[ep is supplied by me h1,pothes.is of lh assertion 

together with Assertion ( ii). 

o demonstrate Assertion v). notice for any register otnput e'li1:-, 

value(e'l1r t+!) = value(e'lk .;.t• 1) 

= value(e~ 1- lug(head e))+ k+ l) 

- wilue( e lo, ( l + 1 ) - lag• head{e ) k ). 

Assenion {vi) foUow-s br induct.ion from ssertio11 (iv) and ertioo (\·) using ertion (i) as 

the base sl p. 

ssenioll ))ii) is sjmply en:ion (vi) restric[ed lO wires of lhe fonn e'lo where head(,/) is the 

host □ 
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