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Abstract 
We consider the following problem: Let s be an-bit string with m ones and n - m 

zeros. Denote by C Et( s) the number of pairs, of equal bits which are within distance 
t apart, in the string s. What is the minimum value of CEt(·), when the minimum is 
taken over all n-bit strings which consists of m ones and n - m zeros? 

We prove a (reasonably) tight lower bound for this combinatorial problem. 

Implications, on the cryptographic security of the least significant bit of a message 
encrypted by the RSA scheme, follow. E.g. under the assumption that the RSA is 
unbreakable; there exist no probabilistic polynomial-time algorithm which guesses the 
least significant bit of a message (correctly) with probability at least O. 725 , when 
given the encryption of the message using the RSA. This is the best result known 
concerning the security of RSA's least significant bit. 
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1. Introduction 

This paper combines a combinatorial study with Lhc application of its results to 
the analysis of a crypLological question . (The combinatorial problem is fully defined 
and solved in Sec. 2.) 

1. l. Cryptological Background 

The importance of the notion of "partial informa.Lion" to cryptographic research 
has gained wide recognition through the pioneering works of 131um and Micali [BM] and 
Goldwasser and Micali [CM]. In this paper we consider a much more specific question: 
the cryptographical security of the least significant bit of a message encrypted by the 
RSA scheme (hereafter referred to as RSA's l.s.b) . 

The RSA encryption scheme was presented by Rivest, Shamir and Adleman [RSA]. 
It is the best known implementation of the notion of a Public Key Cryptosystem, 
which was suggested by Dillie and Hellman [DH]. Encryption using the RSA is done by 
raizing the message to a known exponent, e, and reducing the result modulo a known 
composite number, N, the factorization 1 of which is kept secret. The inverse of e in 
the multiplicative group z:(N) is used for decryption and is kept secret. It is widely 
believed that the RSA is hard to break. This means that an adversary who does not 
know the secret (e-1 mod ip(N)) will not be able to compute the message from its 
encryption (i.e-. to invert the encryption function). 

However, even under this unbreakability assumption; it might be the case that 
the RSA leaks some "valuable" partial information. I.e. it might be that given the 
ciphertext, one can compute some function of half of the bits of the plaintext. Proving 
that, under the unbreakability assumption, this is infeasible will make the RSA much 
more attractive. This seems to be a high tool. Research attempts are meanwhile focused 
at the feasibility of guessing correctly the least significant bit of the plain text (i.e. 
RSA's l.s.b.)2. 

By saying that RSA 's l.s. b is p-secure we mean that guessing it correctly with 
probability at least p is as hard as inverting the RSA. Consider an oracle that when 
given the encryption (using the RSA) of a message guesses the least significant bit of 
the message correctly with probability p. Such an oracle will be called a p-oracle for 
RSA 's l.s. b . Clearly, the existence of a polynomial time algorithm that inverts the 
RSA using a p-oracle for RSA's l.s.b implies that RSA's l.s.b is p-secure. 

It is believed that RSA's l.s.b is ( ½ + E )-secure , for arbitrary small constant E. 

Proving this statement might be a major breakthrough on the way to proving that any 
"valuable" partial information about the message encrypted by the RSA is as hard to 
get as inverting the RSA. Progress towards this goal has been slow but consistant, in 
the recent years. 

1 
To be exact, N is the produce of two large primes, p and q. <p( ·) is the Euler's Lotient function, 

thus <p(pq) = (p - I)(q - 1). 
2 

Nevertheless, results have been ac:heived also w.r.t. other kinds of partial information. For details 
consult [BCS] and [VV2] . 
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Thr Grst step was Lakrn by Goldwassrr tv1icali and Tong [Gi\1T] who proved that 
H.SA's l.s.b is (1 -

1
~

1
)-sccure, where JN I is the size of U1e RSA's modulus. 

Ben-Or, C hor and Shamir grealiy improved this result by proving LhaL RSA's l.s.b 
is U + f )-secure, ·where c is fixed and arbitrary small. Their pape r [13CS] contains an 
algorithm which inve rts the H.SA function. Their algorithm uses a U + E)-oraclc for 
RSA's l.s.b (in order) lo dete rmine the parities of certain mul t iples of the original 
message. For furthe r de tails consult, [BCS] or [VV2]. 

Vaziran i and Vaiirani [VVJ ] have presented a very sophisticated modification of 
the algorithmic procedure used by Ben-Or, Chor and Shamir. T he theme of their 
mod ification is a much helter use of the oracle answers. They showed that their 
modifica t ion is guaranteed LO succeed when given access Lo a 0.7111-oracle for RSA's 
l.s.b. Recently, they have improved t heir analysis by showing that their modification 
is guaranteed to succeed even if it uses a 0. 732-oracle. 

Using the combinatorial results obtained in this paper, we show that the Vazirani 
and Vazirani algorithm is guaranteed to succeed when it uses a 0.725-oracle for RSA's 
l.s.b. Other observations w.r.t t he Vazirani and Vazirani algorithm as well as w.r.t 
other inverting algorithms are also implied. 

1.2. Our Results 

The following problem occured to us when trying t o improve Ben-Or, Chor and 
Shamir 's result [BCS] : 

Let s be a n-bit string with m ones and n - m zeros. Two bits in the string s 
are said to be t-close if they are within distance t apart. Denote by CEt(s) the 
number of pairs of equal t- close bits in the string s . What is the minimum 
value of CEt(-), over all n -bit strings which consists of m ones and n - m zeros? 

In Sec.2 we prove a (reasonably) tight lower bound on this combinatorial problem. 
With respect to proving the "amount" of security of the least significant bit of the 
RSA, this is a double-edged-sword: 

(1) It provides a powerful tool for analyzing cer tain algorithms for inverting the 
RSA using an ( ½ + 8)-oracle for RSA's 1.s.b . 

For example the algorithm proposed by Vazirani and Vazirani [VVl] is shown 
to work when it uses any 0. 725-oracle for RSA's l.s.b (i.e. 8=0.225). This 
establishes t he best result known conserning the security of RSA's l.s.b . 

(2) It points out the weakness of various proof techniques for determining the 
cryptographic security of RSA's l.s.b . 

For example the Vazirani and Vazirani algorithm [VVl] may fail to invert if it uses a 
~-oracle for RSA's l.s.b . 

These implications will be discussed in Sec. 3 . We believe that the combinatorial 
result has also other implications. 
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2. The C on1binatorial R esults 

In this section we give a formal definition of the combinato rial problem, discussed 
in the in troducLion, and prove a (reasonably) t ight lower bound on it. 

2.1. Definitions 

Let s= (so, s1,s'2,··,s1.,1- i) be a binary string of length lsJ. We denote by shi(s) 
the string which result from s by the application of i left cyclic shifts . l.e: 

sh.i(s) = (si, Si+ 1, Si+2, .. , si+jsj- i) , 

where indices are considered modulo Is l. 

Define the i- overlap of a string, s, to be the number of positions which agree in s and 
shi( s ). The i-overlap of s will be denoted by overi( s) , i.e. 

overi( s) = Hamming(s - shi(s)), 

where - denotes the bit by bit equal operation and Ham ming( s) denotes t he number 
of ones ins. Note that overi(s) = l{j: 0 < j < Isl I\ Sj = Sj+i}I . 

Denote by AverOver(s,t) the average over the i-overlaps of s for i E {1, 2, .. , t}. I.e. 

1 t 
AverOver(s, t) = - L overi(s) 

t i=l 

We remind the reader that C Et( s) was used to denote the number of pairs, of equal 
bits which are within distance t apart, in the string s . I.e. 

CEt(s) = l{(i,j): 0 < i < j < n I\ Si= Sj I\ j-i < t} I , 

where n = I s i

Clearly, CEt(s)=I:~=1 l{j: 0 < j < n I\ Sj = si+d l- Thus, 

CEt(s) = t -AverOver(s,t) . 

When evaluating C Et( s) consider "lines" which connect equal t-close bits in s (i.e. 
positions t hat contain equal values and are less than t bits apart in the strings). These 
lines are hereafter called overlines. Note that CEt(s) is nothing but the number of 
overlines in the string s. 

Let n and m be integers such that 0.5n < m < n. Let 8 = m-~-
5
n. We denote 

by S~ the set of n-bit binary strings with m=(0.5 + o)n ones (and n - m zeros). 

Denote by Aver(n,o,t) the minimum value of AverOver(- ,t) divided by n, when 
minimized over all strings in S~. I.e. 

Aver(n,o,t)= minsES~ { -¾-- • AverOver(s,t) }. 

It is straight forward to see that for every s ES~, AverOver(s,n)=(0.5 + 262)n. 

In this section we study Aver(n,o,t) for arbitrary t, t <n. We obtain non-trivial 
results, as the surprising fact that Aver( n,O,t ) converges to v'2 - 1 ~ 0.414 , when I 
and t are large enough. 
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2.2. Propositions 

We will assume throughout this section t hat t < i(n - 2) . We will analyze i\ver(n,8,t) 
as follows: firs t W<' will show that the minimum of C E1(-) is acheived by str ings which 
belong to a. restricted subset of S~

1
; and next wc ,v iii minimize CB,(-) over th is subset. 

This will establish a lower bound on Avcr(n,8,t) . The upper bound will be implied 
by the proof of the lower bound, since t.his proof spe<"ifies a string s E S~

1 
fo r which 

CEt(s) ~ nt ·Aver(n,8 ,t.) . 

2.2.l. Reduction into a restricted subset 

In th is subsection WE' will show t haL when analysing Aver(n,8,t) it, is enough to 
consider strings in s;S, which have the following property: 

The string contains no "short 3-altcrnations substring" . A short 3-alternations 
substring is a substring of the form ar+a +r and length less than t + 2, where 
a =/ r E {O, 1}. (Here, and throughout this paper, a+ denotes a non-empty string 
of a 's. ) 

Proposition 1: overi(s) = overi(shj(s)) 

Prop. 1 follows directly from the definitions which consider strings as if they were 
cycles. From this point on, we also take the liberty of doing so. 

Proposition 2: Let a j E {O, 1 }, for 1 < j < 2t . Let a be a binary string. Let 
nr1r2 = CEt(aw2·. ·atr1r2at+Wt+2·. ·a2ta). Then nw - no1 = 2 (0-1 - a2t). 

proof: Note that the difference between n 7172 and n 7271 is only due to the existence 
or non-existence of overlines between a1 and r1 and between r2 and a2n . Details are 
le~ to the reader. 

Q ed 

Note that switching r1 and r 2 in the string a1a2· · ·O'tT1r2at+10"t+2· · ·0'2ta results in 
the string 0-10-2• · ·O-tr2r10't+J O't+2 · · ·0'2ta. The ·latter string has more overlines (than the 
former one) only if 0-1 = r2 =/ r1 = 0'2n· Note that the latter string has less overlines 
if O'J = r1 =/ r2 = 0'2n· 

Proposition 3: Let a be a binary string and let x, y, z, u be integers such that 
x + y > t but y + z < t. Then: 

(i) CEt(arxayrz- lara) < CEt(arxayrzaa). 

(ii) CEt(arxayrz- larau-Irt-uaa) < CEt(arxayrzuurt-uaa). 

(iii) CEt(arxuYarza) < CEt(arxuyrzua). 

proof: 

Part (i) follows by switching in urxuyrzua the u on the l.h.s. of a w it h the r on the 
l.h.s . of t hat u ; and recalling Prop. 2. (Notice that the symbol in u rxuvrzua which is 
t bits to the left of "the switched r" is also a r .) 

Part (ii) follows by switching in urxuyrzu urt-uu a the u on the l.h.s . of uu- lrt-uaa 

with the r on t he l.h.s. of that u ; and recalling again Prop. 2. (Notice that the symbol 
in urxa yrzuurt-uao:. which is t bits to t he right of "the switched u" is also au.) 

Part (iii) follows by z sequential applications of part (i). 
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(2 r:d 

Proposition '1: Lets E 8 ~, br a binary suing such that C E1( s) = n -t ·A vcr( n,b ,t) . 
(1.e. s is a st ring with minimum number of overlinrs among all strings in S~L .) Then 
there exist a string, s' E S ~ii such that : 

(i) The st,ring s' contains a substring of the fo rm 10 1 1-1 0 the length of which is 
at least t + 2.:l 

(ii) CE1(s1
) < CEt(s)° + t2

. 

proof: ote first thats is not of the form o+ 1 + . (Otherwise switching the adjacent 
0 and l in s , resulLs in a string wit!1 less overlines.) 

Consider an arbitrary substring, a, of length t in s. Let z denote the number of zeros 
in a (t - z is the number of ones in a)-

Case 1: If z = 0 or z = t then the proposition follows, when s1 = s. 

Case 2 (0 < z < t): Let aL and aR be the bits adjacent t o a in the strings. Replacing 
<lLO'.<lJl by a Loz1t- zaR in the strings results in a string s1

• Note that the number 
of overlines within au:wR is equal to the number of overlines ·within a Loz1t- z<lR, 
Also note th~t the number of overlines between the oz1t,- z_block and the rest of s1 

(excluding <lL and aR) is at most t(t - 1). Thus, CEt(s') < CEt(s) + t(t -1) and 
the proposition follows. 

Qed 

Proposition 5: Let s1 E S~ be a string, with mm1mum number of overlines, 
which satisfies Prop. 4 . Then with no loss of generality, the string s1 contains no 
subst ring of t he form 10+ 1 +o the length of which is less than t + 2. Furthermore, the 
string s1 contains at most one substring of the form 01+0+1 the length of which is 
less than t + 2. 

We remind the reader that CEt(s') < ntAver(n,b,t)+t2 and that s1 ES~. 

proof: By the hypothesis, s1 contains a substring of length at least t + 2 which 
has the form 10+ 1 +o. The following is a sketch of the proof: 

Starting at such a substring and scanning s1 cyclicly (from le~ to right) we apply 
switches to make sure that all scanned subst rings of either the form 10+1 +o or 
the form 01 +o+ 1 are of length at least t + 2. We stop before scanning the last 
unscanned 01 +0+1 substring. Noticing that the above process does not increase 
the number of overlines, we are done. 

The proof proceeds as follows: 

By Prop. 4(i), we can assume, w.l.o.g, that s1 = 10il1.0a, where i+j > t and a E {0, 1} *. 

We define the following scanning procedure and apply it to Sscan = 1$$0ili$Oa. ($$ 
denotes the "starting position" and $ denotes the "current posit ion" in the scanning.) 

:i We remind Lhe reader that a + dcnoLcs a non-empty st ring of as. 
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procedure scanning(a, or1:aY$,1rz =','2 r ='a /3 n :if3'2) n :C11Lfil'.!!f;; ; 

[a , r E {0,1 } , o -:f:r , 10,,1,,'2 ,,:1E{>-,$$} and f31,/3'2 E {0, 1}*.] 
if -11 = $$ {h<;-11 [J',i.ur11 (ar.rayrzof3, f3'2) ; [terminates.] 
[,1 = A] i f y + z ~ l then [considers next block.] 

rel1.n::n( scanning ( r oY r= $,'2o /3 , ,:if3'2o,or x- 1
)) ; 

[,1 = A and y + z < t ] [transfers one a.] 

r etur'I} (scanning (o1or7 oYa$1 rr-=-z' , '2 rz' /31 ,:i/3'2)); 

It is possible to verify t hat t he string scanning(s.m111 ) satisfies t he statement of the 
proposit ion. For details, consul t thr /\µpen d ix (Sec. 6. 1 ). 

(J ed 

Proposition 6: Let s1 E S~ be a string as in Prop. 5. Then there exist a string 
s" E S ~ such t hat: 

(i) The st ring s11 cont ains no substring of the form 10+1 +o the lengt h of which 
is less than t + 2. 

(ii) The string s11 contains no substring of the form 01 +o+ 1 the lengt h of which 
is less than t + 2. 

(iii) CEt(s11
) < CEt(s') + t2

. 

proof: By the hypothesis s1 has no 10+1 +o substring and at most one 01 +0+1 
substring of length less than t + 2. Assume that such a unique OIYOzl substring of 
length less than t + 2 exists; i.e. y + z < t. Replace this substring in s1 by the substring 
oo= 1 Y 1 resulting in a string s11

• Note that s11 satisfies both (i) and (ii). To conclude note 
that CEt(s11

) < CEt(s' ) + t2 -t. [The number of overlines within 0lY02 l is equal to 
the number of overlines within ooz!Yl; the number of overlines between the 02 lY-block 
and the rest of s11 is lest than t( t - 1).] The proposition follows. 

Qed 

We remind the reader t hat our objective is to given a good lower bound on 
Aver(n,8,t)=minsES~. ~tCEt(s). Note that we have restricted our attention to strings 
that donot have short 3-alternations substrings; i.e. substrings of the form 01+0+ 1 
or 10+ 1 +o which have length less than t + 2. This is sufficient since there exist such 
a string, namely s11

, that has approximately the minimun number of overlines. I.e. 
CEt(s11

) < ntAver(n,8,t)+2t2 . Formally we define R~ to be the set of st rings which 
belong to S~ and do not have short 3-alternating subst rings. Avern(n,8,t) will denote 
minrE/l~ ~tCEt(r). Clearly, 

Proposition 7: Aver(n ,8,t)<Averu(n,8,t) <Aver(n,8,t)+ ;;. 

proof: By Prop. 4,5 and 6, s11 ER~ and n tAverR(n,8,t)< CEt(s11
) < CEt(s) + 

2t2 = n tAver( n ,8 ,t)+2t2. Thus, the proposition follows. 

Qed 

Let us define even a more restricted subset of S ~: Th·e set M R~ is the subset of 
strings which belong to R ~ and do not have long homogenous substrings; i.e. subst ring of 

6 
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the form a 1-1 1, where a E {O, I}. Also, i\ver 111u(n.c5,t.) will denote minr( Ali{~. 1\CE1(r) . 
Let us first give a t ight lower bound on Aver M u(n,c5,l) and only later prove that this 
bound is approximately also a bou nd for Averu(n,c5,t) . 

2.2 .2. Lower bound for Ave r _,.,1u(n,c5,t) 

Recall that each of the strings in MR~,. C S~t has the following properties: 

(i) The st ring contai~,s no short 3-alternat ing substrings. 

(i i) The st ring contains no long homogenous substrings. 

\Ve will relay on the above properties of the strings in MR~, in order to bound 
Aver Mu(n,c5,t) . Given a string r E MRf1 we will in t rod uce an expression, for CE,(r), 
which depends only on the numbers of bi ts in each maximal substrings of consecutive 
equal bits. In other words , we will introduce a localized counting of CEt(r) . 

Definition: We say that b is a block (an all-o- block) of the string r if it is a maximal 
substring of equal bits. I.e. b = o-+ and r = rbro:, where r =/- o- and a is an arbitrary 
string. 

Denotat ions: Let q denote the number of all-zero [all-one] blocks in r. Beginning from 
an arbitrary position between an all-one block and an all-zero block and going cyclically 
from left to right ; number the blocks of consecutive zeros [ones] by 0,1,2, ... ,(q - 1) . 
Denote by Zi the number of zeros in the i-th all- zero-block and by Yi the number of 
ones in the i-th all-one-block. I.e. ' r = ozo 1YOQ21 1 YI oz2 1 Y2 . . . o zq- 1 1 Yq - 1. 

Proposition 8: Overlines occur (in r) only either within a block or between two 
consecutive blocks (of the same bit). 

proof: Consider any substring of the form 10+ 1 +0+1 in r. By Prop. 6, t he length 
of this substring exceeds t + 1 and therefore no overlines exist between the extreem l 's. 
Similiar observation holds for any 01 +o+ 1 +o substring. Thus, the proposition follows. 

Qed 

Remark: Note that Prop. 8 holds even if r ER~. 

This suggests to evaluate the number of over lines (in r) by count ing the 
"contribut ion" of each (homogeneous) block to it . This counting is hereafter referred 
as the Block-Localized Counting (ELG) and proceeds as follows: 

Block-Localized Count ing (with respect to a block of length l in r): 

(i) The number of overlines within the block, denoted ft. 

(ii) The number of overlines between bits of the blocks neighbouring this block 
(i.e the first block on its left and the first block on its right), denoted Bi. 

Note that It and Bi are easy to evaluate and can be used to express CEt(r). Namely, 

Proposition 9: 

(i) CEt(r ) = Lf: t((Iy, +By.)+ (Iz, + Bz.)), where r = ozo1Yo oz, !YI .. . QZq- l!Yq-1. 

(ii) For l < t, 11 = G) and B1 = L~:f 1 i. 

(iii) For l = t, I1 = G) and B1 = 0. 

7 
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proof: Part (i) follows by observing that each overlinc is counted exactly once. 

To evaluate B1 consider, w .l.o.g, the substring ooi 11o k 1. If i + l < t then the number 
of overlines between t he left most O and the O's to the righ t of 11-bloc:k is t - (l + i). 
This is due to the fact that (by r E MR~,) l + k 2: t . Also note that if i + l > t then 
there are no ovcrliucs beLween the left most O and the O's to the right of the 11-block. 
Thus, B1 = I:~:!c11(t - l - i ) if l < t; and B1 = 0 otherwise. 

Clearly, for l < t + l ,·11 = G)· Thus, the proposition follows. 

(J ed 

Remark: Note that for l > t, I t = G) + (l - t)t and B , = 0. (Note that for k > 0, 

CEt(a1+k) = CEt(at+k- l)+ t = CEt(a1·) + kt .) However such substrings donot exist 
in a string which belongs to MR~. 

Evaluat ing 11 + B1 we get 

Proposition 10: The contribution (to the BLC) of one l-bit long block (in r) is: 

f(l) = l2 - (t + l )l + r_µ . 
proof: Recall that r E MR~ and thus l < t. using Prop. 9 (ii) and 9 (iii), we get 

f(l) = (D + ½(t - l)(t - l + 1) and the proposition follows. 

Qed 

Note that the contribution of all the all-zero blocks to the number of overlines (in r) 
only depends on the way the zeros are partitioned among the all-zero blocks. (I.e. it 
is independent of the way the ones are partit ioned among the all-one blocks.) This 
contribution amounts to: 

where r = ozo1Yo oz11Y1 ... QZq-llYq-1_ 

Note that g(·, ·, · · ·, ·) is a quadratic form and therefore 

Proposition 11: For fixed q, t and k, the minimum value of the function 
g(xo, x1, .. , Xq-1) subject to the constraint k = I:tt Xi, is obtained at xo = x1 = 
... = Xq-l = ~ . 

proof: Note that g(xo, x1, .. , Xq-l) = I:;:t(xr - (t + l)xi + *t1)) = I:;: ~ x; -

(t + 1) · k + ½t(t + l) · q . Since I:;,:~ xf subject t o k = I:J:t Xi is minimum when the 
Xis are equal, the proposition follows. 

Qcd 

Thus, the minimum number of overlines is achieved if all the all- zero-blocks [all-one
biocks] are of the same size. This yields 

Proposition 12: Let Q = {q E Integers: 7 < q < n - m}. Then: 

ntAverMn(n,8,t) > minqEQ { q · ue::) + JC~m))} . 

8 
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We rem ind t,he reader Lhat. m = (0.5 + 8)n . 

proof: . ·ot,e Lhat, t he number of blocks in a sLring, r E MR~, must, be in Q. The 
proposition follows immediately from the dcfini t ioll:s of i\ver1,rn(n,o,t) the funct ions 
J(·) and g(-, ·, · · -, ·), and Prop. 9(i),10 and .11. 

(d cd 

Elaborating the r.h.s. expression of' Prop. 12 we get 

Proposition 13: Aver A-/ u(n,o,t)> min,,Eq {h~1(q)} , where 

h t, ( ) I + I + (O.f, -t :!1>
2

)11 • _l I+ l 
11 q = -;;- . q I q - t -

proof: 1'.'1U(!f;) + J(u~/")) 

= -'L((!n)2 - (t + 1) !!! + t(l ;t l) + (''·~m. )2 - (t + l )~ + t(t :t-1)) 
nl q · q 2 q q 2 

= .!L(t(t + l) + 11
2

- 2m:1.+ 2m2 
_ (t+ l)n) = ~ + (0.5+ 28

2
)n _ ~ =hf;( ) . 

nt q q n q t q t n q 

Note that 

Proposition 14: The minimum of the function h~(·) is obtained at: 

0.5+282 n . 
t(t+l) . ' 

and the minimum value, h~(qmin), is: 

t+ 1 t+ 1 
-t- - -t-

Q ed 

Thus, AverMu(n ,o,t)> vf All that is left is to derive a lower bound for Averu(n,6,t). 

2.2.3. Lower bound for Avern(n,o,t) and Aver(n,6,t) 

In this subsection we show that a string, r0 ER~, with minimum overlines can be 
transformed into a string rfi E MR~,, such that n' ~ n, o' ~ o and CE(rfi) ~ CEt(ro). 
We conclude by using this fact and the lower bound for AverMn(n,8,t ), to introduce a 
lower bound for AverR(n,6,t). 

Proposition 15: Let ro ER~ be a.string with minimum number of overlines; i.e. 
CEt(ro) = ntAverR(n,o,t). Then: 

(i) For C1 E {O, 1}, either ro contains no substring of more than t consecutive C1's 
or ro contains no block of less than t consecutive C1 's. Futhermore, w.l.o.g, ro 
contains atmost one substring of more than t consecutive o- 's. 

l+f; 
(ii) If t > 1_, then ro has no substring of the form o-2t . 

2 0 

(1·1·1·) If t < ½+b h ( ' ) ' 1 _ 8 t en Aver n,u,t =2a. 
2 

(iv) If t > 1:~ then there exist a k < t, a 61 > 8 and a rfi E M R~'+k such that 
2 

CEt(ro) > CEt(r~) - kt . 

9 
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proof: 

Part, (i): Note tha t, orniUing one a from a substring that contains more than t a ;s 
decreases the number of overi ines by exacLly t . Adding one a to a block of k a 's 
increases t he nu mber of overlines by t if" k > t , and by less t han t if k < t . Thus, 
w.1.o.g, ro conta ins a t, most one substri ng of more than t a's . Also, note that r0 can not 
contain both a substring of more than t a 's and a block of less than l a 's . (Otherwise 
om it,ing one a fro m Lhe first, substr ing and add ing it to the second one, will resul t in 
a new string which is also in Rft but has less overlines than the string ro . This is m 
contradiction to the hypothesis.) Thus, part, (i) of t he proposit ion follows. 

Part (ii): Assume 0 11 the con trary that ro contains a a 21 substring. 

Case 1 (a = 0): Since the number of 1 's is at least, as much as the number of 
O's, ro contains a 11 substring. Omitting one of the ones in the 11 substring and 
insert ing it in the middle of t he otot substring decreases the number of ~verlines, 
in cont radiction t o the hypothesis. 

Case 2 (a = 1): By part (i) above and since t > r:!, ro contains a 00 substring. 
2 

Contr adiction follows as in Case 1. 

Part (iii) : Note that the number of overlines in a strings E S~ is at least nt -2( ½-6)nt = 
26nt. On t he other hand, CEt((1to)i + P°) = nt - 2it , where n = i (t + 1) + j . Note 

that if t < t=! then such a s~ring exists. Part (iii) of the proposition follows. 

Part (iv): By part (i), if ro cont ains a ot+k substring then it contains also a 1t+k 

substring. Also ro contain at most one oto+ [l t l +] block. Thus, w.l.o.g, we consider 
the longest 1 + substring. Let l denote its lengt h. By part (ii) it is enough to consider 
two cases: 

Case 1 (l < t): Let r0 = ro, k = 0 and 6' = 6. By the above r0 E MR~. 

Case 2 (t < l < 2t ): Note that ro contains a 00 substring. Let k = 2t - l and r0 
be t he string which result s from ro by the following procedure: 

add k ones to the longest 1+ block (yielding a 12t block); 
i f ro contains a ot+u block (when u > 0) 
then do begin 

omit~eros from the ot+u block; 
insert them in the middle of the 12t block; end 

else do begin 
omit 1 zero from a 00 substring; 
insert it in the middle of the 12t block; end 

Let o' = 6 + (o.~~vk . Note that o' = (0.5+.5)n~!io.s{n+k). Also note that by the 

above, rb E M R~1

1

+k and CEt(r0) < CEt(ro) + kt. 

Thus, part (iv) of the proposit ion follows. 

Qed 

10 



( 'lo,<'•:t11d- l•:q11al I 'ai" of llit., a11d 11.SA ', l.~.I, 

We conclude by using Prop. 15(ii,) and the lower bound for Avert.1u(n,o,t), to introduce 
lower bounds fo r Averu(n,o,t) and Aver(n,o,t). 

I> • • 16 If' .'. rh l · ropos1t1on : t > 1-=.·b t 1en 
1 

(i) There exist O < k < l and o' > o such that 
Aver u( n,o ,t) > Aver MR( n + k,o' ,t)- ~ 

(ii) Averu(n,_o,t)>vf - t . 
(iii) Aver(n,o,t)>vf - * . 

proof: 

ByProp.15(iv) ,Averu(n,o,t)= rltCE,(ro) > 
1
:t(CE, (r(1)-t'.!) >AverArn(n+k,o',t)- * . 

Thus, part (i) of the proposition follows. 

By Prop. 13 and 14, Aver M u(n + k,o',t) > vf > vf . Thus, part (i i) follows. 

Combining t he above with Prop. 7, part (iii) follows. 

2 .3 . The Main Results 

Throughout this section we assume that l~~ < t < H n - 2) . 
2 

Lower Bound Lemma: Aver(n,o,t) is at least 

( J(2 + 8o2) . t~l _ t~l) _ ;: 

proof: The Lemma follows immediately from Prop. 14 and 16(iii) . 

Upper Bound Lemma: Aver(n,o,t) is at most 

( ✓(2 + 802) . t~l _ t~l) + t:1 + 

Qed 

proof: The Lemma follows from observing that the proof of the lower bound 
specifies the structure of a string which achieves minimum CEt(·) among all str ings in 
MR~. The only problem in constructing such a string is that non-integer numbers, of 
blocks and block sizes, may appear. However, we will show that the overlap added by 
the round-up of the number of blocks is less than t:l; while the overline added by the 
round-up of the blocks' sizes is less than 

2
!2 • 

Let Qmin denote, as in Prop. 14, the value on which h~(·) is minimized and let v = 
r l N h horr ,) ,.8( ) _ t+ l (0.5+ 28

2
)n( l l ) ,qmin - qmin · 1 ote t at n\. qmin 1 - nn qmin - 1/n + t -r ---1 - -q -. • 9m,n m 1n 

Thus, h~(f qmin l} < h~( qmin) + t:l. [A better bound can be obtained if the 
number of blocks is rounded up to l qminJ. One can prove that h~(l QminJ) < 
h~(qmin) + O((t:l )2).] 

Consider the partition of the zeros among the q zero-blocks. Let z = n~m and 

assume llo = z - l z J > 0. Consider the partition of lz J zeros to each of the 

11 
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fir sL ko zero-blocks and r z l Lo each of Lhe resL. Nole LhaL ~f = I - Vo. Define 

do= (ko · J(lzJ) + (q- ko) · J(f zl) )-(q · J(z)) . Using ko = (1 - vo)q, lzJ = z - v 
r 1 (' )( ) ' ' ( )'' 2) and I z I = z - I/+ 1, we gel do = q l i - v0 z - vo - + vo z - vo + 1 - - z = 

qvo(l - vo) < qOf < f1 . ln case vo = 0, leL ko = q and noLe thaL do= 0. The 
same applies to the parti tion of the l 's .and Lhe evaluation of d1 . Note that Lhe above 
partitions define a string, sq E S~P such that C E1(s,1 ) - nt · hf,( q) = do+ d1 < 2 · fl . 

We coclude by noting that 

Aver(n,8,t)< ;~CE, (slrim,n l ) < ; 1(nl · hf,(fq111i 11 l) + ¥1) < h~1 (qmin) + t:I + 2!2 -

Evaluating Lhe expressions in the above lemmas we get 

CoroJlary 1: 

(i) v2 -1 -O(f) < Aver(n,0 ,t) < v2 - l + O(~) + O(t). 

(ii) For t > 2500 and n > 300000 · t, Aver( n,0.177 ,t) > ½ + 0.0001 . 

(iii) For t > 500 and n > 10000 · t, Aver(n,0 .225,t) > 0.55 + 0.0001 . 

(iv) For every 2500 < t < 10000 and 8 < 0.176 , Aver(n,8,t) < ½. 
(v) For every 500 < t < 10000 and 8 < 0.224 , Aver(n,8 ,t) < 1- 28 . 

2.4. Additional Definitions and Results 

1 Qed I 

In this section we define a different, yet related, combinatorial problem. Instead 
of considering the average overlap over all "small" 4 shifts; we consider the maximum 
overlap obtained by one of the "small" shifts. 

Le t us define an i-overline to be a line which connects a pair of equal bits which 
are (exactly) at distance i apart. 

Denote by MaxOver(s,t) the maximum over the i-overlaps of s for i E {1, 2, .. , t}. I.e. 

MaxOver(s,t)= max1::;i::;t { overi(s)}. 

Denote by Max(n,8,t) the minimum value of MaxOver(s,t) divided by n , when minimized 
over all strings in S~ . I.e. 

Max(n,8,t)= minsES~ { -¾- · MaxOver(s,t) }. 

Clearly, 

Proposition 17: Max(n,8,t) > Aver(n,8,t). 

This establishes a trivial lower bound on Max( n,8 ,t ). We donot beleive that this bound 
is tight; however we failed to prove a better one. On the other hand the following 
proposition yields an upper bound on Max( n ,0,t). 

Proposition 18: ((i) is folklore and (ii) appears in van Lint[L]) 

(i) For every De-Bruijn Sequence5, s, of length 2k and every i, i E {1, 2, .. , k-1} 
4 Herc, "small" means not grcaLcr than t. 
5 The zk-bit long string (so,s 1,s2 , ... ,s2 k _ 1 ) is a De-Ilruijn Scquenc~ if (when considered in circular 

ordci) it contain as substrings a ll possible hit-strings of length k. 

12 
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(ii) For every k there exists a Shortened De-Bruijn Scqucncefi, s, of length 2k - I 
such that for every i , i E {1 , 2, .. , zk - 2} , 

overi(s ) = 2k- l -1 ;:::::: -1 · (2k - 1). 

Using Prop. 18 weals? obtain an upper bound on Max(n,6,t); i.e. 

Proposition 19: [Here q is an integer.] 

(i) For t + l = l = 2k - l , n = ql and 6 = 1
\~~ 

1
, Max( n,6 ,t) < ½ + o - tJ 1 + ¾

(ii) Max( n,6 ,t) <Max( n,6 ,t + I). 

(iii) Max(n ,o,t) < ~ + 6 + O(t). 

proof: Part {ii) follows easily from the definition of MaxOver. 

Let s be a Shortened De-Bruijn Sequence as in Prop. 18(ii) (i.e. overi(s ) = 2k-l - 1, 

when O < i < zk - l ). The proof of parts (i) and (ii i) consists of constracting strings 
which are shown to have "low" MaxOver. (These MaxOvers will set an upper bound 
on the coresponding Max(·,·, ·) .) The constractions use the string s+ as a substring, 
where k ~ log2 t. Additional l's are used, to outnumber the zeros in the constracted 
strings, in case 8 > 0. Details can be found in the Appendix (Sec. 6.2). 

Qed 

2.5. Historical Remark 

The combinatorial results presented in Sec. 2.2 and Sec. 2.3 as well as Corollary 
4 (of Sec. 3.2) were obtained during September 1983. 

The exact statement of the VY-Theorem was communicated to the author on 
November 21st; the results presented in Sec. 2.4 and Sec. 3.2 were obtained during the 
rest of November 1983. 

6 A Shortened De-Tiruijn Sequence, of length zk - 1, is a 2"-long Dc-flruijn Sequence in which a zero 
h~ been omiUcd from Lhe all-zero block of length k . 
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3. On the Cryptographic Security of t he RSA's L.S.B 

In t his section we apply t he results of the privious section to the analysis of 
algorithms which invert the RSA encryption function when given access to an oracle 
for the least significant bit of the encrypted message. This implies results (concerning 
t he security of RSA's l. s.b. ) which fall into t he following three categories: 

(i) A 0.725-security result (for RSA's l.s.b ) 

(ii) Conditional improvements of t he above result. I.e. results which will hold if 
some conjecture is proven . 

(iii) Bounds on the possibility of improvements using current techn iques. 

3.1. Specific Background 

Our 0.725-security result is based on Vazirani and Vazirani work [VVl ], which is 
an improvement of Ben-Or Chor and Shamir [BCS] work . In this subsection we sketch 
some of the ideas used in t hese nice works. 

3.1.1. A Sketch of Ben-Or Chor and Shamir Algorithmic Procedure 

The essence of the Inverting Algorithm: 

The plaintext is reconstructed , from its encryption, by running a g.c.d procedure 
on two ml)lt iples7 of it . The values of these multiples (as well as the values of all 
mult iples discussed hereaUer) are «small"8• A Modified Binary G.C.D algorithm 
is used. To operate, this algorithm needs to know the parity of multiples of the 
plaintext. Thus, it is provided with a subroutine that determines the parity of 
these multiples.(see [BCS]) 

Determining Parity using an Oracle which may err: 

The subroutine determines the parity of a multiple ,kx , of the plaintext ,x, by 
using an ( ½ + 8)-oracle for RSA's l.s.b as follows. It picks a random r and asks 
the oracle for the parity (i.e. l.s.b) of both rx and rx + kx feeding it in turn with 
E(rx) = E(r)E(x) and E((r + k)x) = E(r + k)E(x)9 • The oracle's answers are 
processed according t o the following observation. Since kx is «small" with very 
high probability rx < rx + kx . Then, the parity of kx is equel to O if the parities 
of rx and rx + kx are ident ical; and equal to 1 otherwise. T his is repeated many 
times; every repetition (instance) is called a kx-measurement (or a toss of the 
kx-coin). Note that the outcome of a kx-measurement is correct if the oracle was 
correct on both rx and rx + kx . The outcome is correct also if the oracle was 
wrong on both queries (but t his fact is not used in [BCS]). 

7 All integers and operations arc considered modulo ,N, the RSA's modulus. 
8 Here and throughout the rest of the paper "small" means bounded by a very small fract ion of the 

RSJ\'s modulus. 
9 E(M) denotes the RSA encryption funct ion. Recall that E(M) = M • (mod N), where N and e 

arc rc:ipcctivcly the RSA\; rno<l ulus an<l exponent. 
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(Trivial) Measurement, Analysis: 

A kx-coin toss is correct with probability at least 28 . 

(This suffices if 8 = ¼ + l , sec [BCS]) 

3.1.2. A Sketch of' Vazirani and Vazirani Modification of t he RCS-Procedure 

Distinguishing a Good Coin from a Bad one: 

For 8 < ¼; if wtrcn running a Monte-Carlo experiment on a kx-coin toss, more 
than a 1-28 fraction of the answers agrc<> on some value, then this is t he correct 
value.(In such a case the coin is said to be distinguishably good. Sec [VVl]) 

Using Dist inguishably Good Coins: 

Let t be a fixed constant;-:-i.ad.,K- be a set of cardinality O(log N) . If for every k EK 
there exist al < j < t such that the (j • kx)-coin is distinguishably good then one 
can dete rmine the parity of kx. (This is done by replacing every kx-measurement, 
of the subroutine, by a set of O(log log N) measurements, see [VVl]). (The above 
condition will be referred to as the Distinguishability Condition.) 

Vazirani and Vazirani combined the above sketched ideas to an algorithm that inverts 
the RSA using a ( ~ + 8)-oracle. It rema ined to be shown that when given certain 
oracles for RSA's l.s.b the Dist inguishability Condition holds. In [VVl ] Vazirani and 
Vazirani proved that the Distinguishability Condition holds for any 0.741-oracle for 
RSA's l.s.b.; in [VV2] they improved their analysis and showed that this condition 
holds for any 0. 732-oracle. 

3.2. Cryptographic Implications of our Combinatorial Results 

It is easy to show that the Distinguishability Condition is equivalent to the 
following condition, hereafter referred to as the Big-Advantage Condition : for some 

. fixed t, Max(N,8,t)>l - 28 + € . 

(Use oracle t ransformation through multiplication by the inverse of kx mod N. Note 
that if the inverse does not exist it is feasible to factor N and inverting the RSA 
becomes easy.) This was also observed by Vazirani and Vazirani [VV2]. 

Thus, we can summerize Vazirani and Vazirani's [VVl ] work by the following 

VY-Theorem: Let N be the RSA's modulus and t be a fixed constant. If 
Max(N,8,t)>l - 28+€ then any(½ +8)-oracle for RSA's l.s.b can be used to 
efficiently invert the RSA. (In other words: if the Big Advantage Condition holds 
for 8 then RSA's l.s.b is (~+ 8)-secure.) 

By our results, the Big-Advantage Condition holds for 8 > 0.225 . Namely, using t he 
VY-Theorem, Prop. 17 and Corollary l(iii) we get 

Corollary 2: Any 0.725-oracle for the least significant bit of the RSA can be 
efficiantly used to invert the RSA. 
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In other words 

Theorem: RSA's l.s.b. is 0.i2i'i-secure. 

Note that the result of corollary 1 (iii) is tight. Thus under the condition 
Avcr(n,5,t) > 1 - 25 + ( , the result of Co rollary 2 is optimal. However , 
Aver( n,5 ,t) > 1- 25 + E , is more than is needed to satisfy the Big-Advantage Condit ion. 
(Recall that the Big-Advantage Condition requires only that Max(n,5,t) > 1 - 25 + E.) 
Thus, any improvement of the current lower bound on Max(n,c5 ,t) will yield an 
improvement of t he result of Corollary 2. Y.le beleive that Max(n,5 ,t)>Aver(n,c5,t) and 
thus that such an improvement is possible. Furthermore we conjecture t hat 

Conjecture l: Max(n,5,t)~ ~ + c5 . 

Combined with the VV-Theorem this implies 

Corollary 3: If Conjecture 1 is valid then RSA's l.s.b. is ( i + E)-secure, for · 
arbitrary small fixed E. 

Note that under the Big-Advantage Condition the "result" of Corollary 3 is 
optimal. This is due to Prop_ 19(iii) which states that Max(n,c5,t)< ½ + c5 - Thus, 
using the VV-Theorem ( or any proof technique which requires that the Big-Advantage 
Condition holds) one cannot hope to prove that RSA's l.s.b is i -secure. 

Let us conclu.de by pointing out that the full power of the results obtained in 
section 2.3 was not used; however, we conjecture t hat it can be used. Namely, 

Conjectu.re 2: Let N be the RSA's modulus and t << N. If Aver(N,5,t)>½ +E 
then any ( ½ + c5)-oracle for RSA's l.s.b can be used to efficiently invert the RSA. (In 
other words: if Aver(N,c5,t)> ½+Ethen RSA's l.s.b is (½ + c5)-secure.) 

The condit ion of the statement of Conjecture 2 is hereafter referred to as the Average
Advantage Condition. By Corollary l(ii) , the Average-Advantage Condit ion is satisfied 
by c5 = 0.177; thus 

Corollary 4: If Conjecture 2 is valid then the RSA's l.s.b is 0.677-secure. 

Note that 5 = 0.177 is the minimum for which the Average-Advantage Condition 
is satisfied. Thus no progress beyond the c5 = 0.177 point can be made through the 
Average-Advantage Condition; i.e. when relying on it one cannot hope to prove that 
RSA's l.s.b is 0.676-secure. 

Note that in Corollary 4 the missing part to reach the stated result is the 
algorithm that will use the analysis. (The analysis of the question which oracles 
satisfy the Avarage-Advant age Condition is complete!) However, in the case of the 
Big-Advantage Condition improved results can still be achieved (just) by improving 
the analysis of the combinatorial problem (see Corollary 3)-
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4. Conclusion 

We have solved a combina torial proolc111 and have shown how to use this solution 
to improve knowledge on the security of llSA's l.s.b . We have also pointed out possible 
directions for further improvemen t of our result . Improved resul ts can be obtained by 
either conducting a better combinatorial analysis of Max(·,·,·) or by suggesting an 
invert ing algorit hm based on t he Average-Advantage Condit ion . 

However such improvements will not suffice to show that H.SA l.s.b. is ~-secure. 
We believe that any improvement in the results concerning the security of RSA's l.s.b , 
beyond the i point ( which is still out of reach ), must make use of additional properties 
of the RSA. 
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6. Appendix: Details of the proofs of Prop. 5 and Prop. 19 

6.1. Details of the proof of Prop. 5 

Recall that s1 has the minmum number of overlincs among all strings which satisfy 
Prop. 4. Also recaJl that Ssr.an = 1$$0i 1i$0a, where i + J. > t and s1 = 10i1i oa. The 
scanning procedure is hereafter recursively defined: 

procedure scanning (a,orxa Y$,1 rz-z' ,2rz' a /31 ,:i/3·:J recursive; 

[a,rE{0, 1}, a =/-r , , o,,1,,2,,3E{),,$$} and /31,/32E{O,l}* .] 
if ,1 = $$ then [terminate.] 

(1) 

(2) 

(3) 

return(arTO!!lrza/31/32 ); 

b1 = >--] if y + z > t then [consider next block.] 

return(scanning ( raYrz$,2a /31 ,af32a,orx- I)) ; 

b1 = A and y + z < t ] [transfer one a.] 
return (scanning (a,orxaYa$,1 rz-z' ,2rz' /31 ,a/32)) ; 

Recall that Sscan is the argument by which scanning is invoked in the first time. Let 
s1Qan = ang)rf'o-t$,~i)rf, ,~i)ai/3~i),~i) {3~i) denote the argument of scanning in its i-th 

invokation. (Clearly, st~~n = Sscan-) It is easy to verify the following claims: 

Claim 1: Exactly one of the , }i),s in s~Qan is a non-empty word (i.e. $$); in case 

i = 1 it is ,gl. The number of $'s in s~Qan is exactly 3. [By induction on i.] 

Denote by s~iBET$ the (non-empty) substring of s11an, the two lchmost symbols of 

which are $ signs and so is its rightmost symbol. Let di = ls~iBET$1 (di is defined 
only if scanning was invoked at least i times). 

Claim 2: If di+l is defined then di+l > di. Thus, scanning terminates aher at 

most ls1~~n I invokations. [Note that both commands (2) and (3) of the scanning 
procedur increase the distance between $$ and $.] 

Claim 3: Xi + Yi > t. [By induction on i.] 

Denote by s~i~it the string which results from s~Qan when omitting the $ signs which 

appear in it (i.e. in s1idan ). Denote by T the number of t imes scanning was invoked. 

Claim 4: For every i < T , if Yi + zi > t then s~:!l) = s~%it• [Notice that in case 
Yi + Zi > t, command (2) is executed.] 

Claim 5: For every i < T, if Yi+ Zi < t then CEt(s~:J) < CEt(s~~iit)· [Notice 
that in case Yi+ Zi < t, command (3) is executed. Recall Claim 3 and Prop. 3(iii)·] 

Cl • 6 (T) $$ zr 13(T)13(T) xr YT$ [C 'd • , · aim : s$$rmT$ = rT err 1 2 crrrr crT . ons1 er scannmg s termma-

tion condition.] 
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Definition: V./e say that P1P~P!\P1 is a troublesome string if P'2 , P:i E {O, 1}, P1,P1 E 
{O, 1, $}, x + y < t and Pj =/ Pj+ l , for all 1 < j < 3. 

Claim 7: s~~ll l i'T$ docs not contain a t roublesome string. 

Claim 8: For every i < T, if Yi + Zi > t and s~ilJII"/'$ does not contain a 

troublesome string, then s~;//
8

T$ does not contain a troublesome string. [Notice 

that in case Yi+ Zi > t, command (2) is executed.] 

Claim 9: For every i < T , if Yi+ Zi < t, ,~l = A and s~tiwr$ does not contain 

a troublesome string, then s~$//,~''/'$ does not contain a troublesome string. [Notice 

that in case Yi+ Zi < t, command (3) is executed; however, since ,~i) = A, the 

f d . . (iJ l trans erre ai 1s not m s$$BET$. 

Let (3(i)f3(i) = a 1!-•r"!•a·f3(i) 
1 2 iiiO· 

Claim 10: If ,~i) = $$, Yi + Zi < t and s~iBET$ does not contain a 

troublesome string, then ui + Vi > t. [Note that if 1t1 = $$ then s~1an = 
, , ( ·1 

airf;af'$rf;-z,$$rz•awf'r?aif3d . By the non-existence of a troublesome substring 

in s~iBET$' we have l+ui+vi > t . Note that l+ui+Vi = t leads t o contradiction 

with our hypothesis that s' has the minimum number of overlines (recall Claim 3 
and Prop. 3(ii))-] 

Cl . . T 'f (i) $$ d (i) d t aim 11: For every i < , i Yi+ Zi < t, 12 = an s$$BET$ oes no 

contain a troublesome string, then s~$2Er$ does not contain a troublesome string. 

[Notice that in case Yi+ Zi < t, command (3) is executed; however, by Claim 10 
the claim holds.] 

Cl . F (i) t . - [B aim 12: or every i < T, s$$BET$ con ams no troublesome strings. y 

induction on i, using claims 7, 8,9 and 11.] 
Combining the above we conclude that: 

(i) The string scanning( Sscan) is well defined. [By Claim: 2.] 

(ii) CEt(scanning(sscan)) = CEt(s'). [By Claims 4 and 5, and recalling that s1 

has minimum overlines.] 

(iii) The string scanning( Sscan) contains no substring of the form 10+ 1 +o the 
length of which is less than t + 2. Furthermore, it contains at most one 
substring of the form 01 + o+ 1 the length of which is less than t + 2. [By 
Claims 6 and 12.] 

Thus, scanning( Sscan) satisfies the statement of Prop. 5. 
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6.2 . Details of the proof of Prop. 19 

Let s be a Shortened De-Bruijn Sequence as in P rop. 18(ii) (i.e. overi(s) = zk- l - 1, 

when O < i < 2k - 1). 

Part (i): Consider the string s1 = sq- I 11. Let n denote the length of s1 and m denote its 
Hamming weight (i.e . number of l 's). Then n = ql and m = (q - l)zk- l + 2k - 1 = 
½((q + l )l + q - l). Recall that 6 = m - r~·

5
n. Thus, we have 6 = 1+2~1

1
• Note that 

MaxOver(sq,t)=q ·;.Let us show, now, that_ MaxOver(s',t)<MaxOver(sq,t)+½(l + 1) . 

Note that s1 is the string which results from s1/ when substitut ing one of the 
s subst ring by a 11 substring. Consider the change in the i-overlap under this 
substitution. 

Let s1 denote the J·-th bit in s , 0 < f " < z-A? - i . WJ.o.g, consider the following 
two cases: 

case 1: (s1 = Sj+i) subcase 1.1: (j + i < 2k - 1) substituting s by 11 does 
not change this i-overline between the j-th position and the (j + i)-th position. 
subcase 1.2: (j+i > 2k-2) substituting s by 11 can only eliminate the i-overlines 
between these positions and positions in the neighbouring substrings. Note that 
in both subcases no new i-overlines were created. 

case 2: (s1 = 0, Sj+i = 1) subcase 2 .1: (j + i < 2k - 1) substituting s by 11 

creates a new i-overline between the fth position and the (j + i)-th position. 
subcase 2.2: (j +i > 2k - 2) substituting s by 11 creates a new i-overline between 
the (j + i)-th position and the j-th position in the neighbouring substring. Note 
that in both subcases, one i-overline was created, by the substitution, pel' each 
position j . Thus, the number of these new i-overlines is zk-l = ½(l + 1). 

Thus, MaxOver(s',l - l)<MaxOver(sq,z-l)+½(l+l). To conclude note thatMax(n,6,l -

1)< ¼MaxOver(s',l - 1)< ¼(qy + ½(l + 1)) = ½ + 6 - ¼ + ¼ 
Part (iii): Let k = flog2 t + 21 and l = 2k - 1. By part (ii) and t < l - 1, Max( n,6 ,t) < 
Max(n,6,l - 1). Let m = (½ -6)n and q = 1 + l2::/~\J. Consider two cases: 

Case 1: (b = m - ((q - 1)2k- l+z) > l) Consider the string s1 = sq-l1loc1b, where 
c = (n - m) - (q - l)(2k- l - 1). Notice that s1 ES! and that MaxOver(s',l -1)< 
MaxOver(sq- 111,l - l)+(b + c). As in part (i), we have MaxOver(sq-111,l - 1)< 
q121 + ½(l + 1). Note that n = ql + b + c, m = (q - 1)2k-l + l + b and 6 = 
l+q-2~+b-c. Thus, Max(n,6,l - l)< ¼MaxOver(s',l - 1)< ¼(q 121 + ½(l+l)+b+c) = 
½ + 6 + c-tl = ½ + 6 + v, where v = (1 + f )~ + 1~ - J· Note that c < 121. 

Therefore v < (l+l)(l- t)+2b - l < ..1... 
' 2ln l 2n · 

Case 2: (m - ((q - 1)2k-l + l) < l) Consider the string s1 = sq- l1boc, where 
b = m-(q-l)2k-l and c = (n-m)-(q - l)(2k- l - 1). Note that b < 2l, c < 121, 
n = (q - l)l + b + c, m = (q - 1) 111 + b, 6 = q-

1
2:b-c and MaxOver(s',l -1)< 

(q - l)(2k-l - 1) + b + c + l = n(½ + 6) + c + 1 + l - q. Thus, Max(n,6,l -1)< ½ + 
r + 3t+ 5 _ l · 
u 2n t • 
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