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1 Introduction 

ltis talk is abou · irnpossibitlity re ul in he a.r a cf 
distributed con1puting. In his category, I indud not 
just resul th ay tha a par icula.t task c.anno be 
accomp • hed, bu also lo •et bound resuH 1 ,vhich &al' 

that a , ask cannot be accomplish d wi bin a certain 
bound on co L. 

l st.arte<l out with ~ simpl p]an fot prepasing his 
alk: would pend a couple of wee • reading all the 

impossibili proofs in our Ii ld, and ouJd ca.tego
r:ize them according to th ideas used. Then] would 
make wis and general observatioos1 and r to p[e
dic, wber th future of this area i headed. That 
urned out to be a bi oo ambitiomr there are many 

more such result thao th,ough . Al bough it is of~ 
n hard to say wha cons i utes a d ifferent. re ul '", I 

managed to c.oun over 100 such impos ibilit proofs! 
nd m~• earch wasn' e en very · y terna ic or ex~ 

haustive. 
It's not quite as 1opeless to und tand th.' area as 

it mi ht seem f:rom th number of papers. I hou~ 
here are 100 differen: resu1ts ther .u n· 100 djf~ 

fere t ideas. I thought l could contribute m h.ing 
by identifying som of I.he e-ommonality among th 
djfferent resul . 

o wllat I will do in · b.is lalk will be an incomplete 
version of wha.t I originally in nd.ed. I will give you 

~Tb.ll!I war · w _ · upportc:d in part by the don Scicnc~ 
FOWJ.d-11tion (NSF) und i- Crant cc~u 2, by Ui!l Office Df 
Na.,--al Res eh (0 R) u:n~ Contr ct 100014-sS5--K.0168 .md 
by t.hc Def~ .,\d""MI d Reis~atth P .l'Qjcct gcncy (D RPA) 
undu Cont _et. OOOJ.1-S3-K-012S. 

Ke ~·orcb: impossibility distributed oompunn 

a tour of the i:mpossibili ty resu hat I was able to 
collec . I apologize for no being c.ompreheo ive, an cl 
in pat kulat fot la~ing perhaps undue emphasis 011 

resul [ have been invol ·eel in (but. ,hose are the ones 
I know bes !) , will d~cribe the tedmiques used , as 
\veil as giving some hi torical petspecti e. I'll inter
spe:rs hi \l i b. ~ opinions and observations and 
rll try to colle t what I consider to be the most irn~ 
por-t.an t of these at the nd. Then I l1 make some 
sugg tions for futme \\Ork. 

2 The Results 

l classified th impo ibility resul I foundl into he 
following categories: sbarc<l m mor. resomce al o
cation, distributed cons nsus, shared registers com
puting in rings and other networks communkation 
protocols, and miscella.ncou . 

2. : ' hared M emory Resou rce Alloca-
tion 

This was th area that in coduced me not 011ly o 
the possibility of doing impossibility proofs fot dis-
tribut d co.mputing, but o the entire distribu 
computing research area. 

In 1976, when I was a he 11.ii.ersity of outhern 
California, • rmin Cremers a.nd Tom Hibbard ,vere 
playing wi b the problem of m-uiual ercfo,szon (or al
loca; ion of one resourc ) in a. shared-m mory envi
ronment. ln Lhe environment they were considering 
a group of asyncluonous proce es communicate via 
shared memor. 1 u ing operation uth as read and 
writ or est-and set. 

Th previous wo1·k in his area had consl' cd of 
a ser·ies of paper by Dijkstra (3 ] and other , each 
presentiu a new aJgoritlim guaranteeing mutual ex
du ion, along wi b som other prop rti ucll as 
p;to11ress and fain1ess. Th 1u0petties were pecified 
:som what loosely; tb.ere w no formal model u ed for 
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describing algori hn1S and specifying problems to be 
olved- Each pal) r, in fac , seemed to solve ligh ly 

differen problem (involving different iaimess, perfor
mance and faul -tolerance properties). It, as difficult 
to compar - ll r u It in he differen papers. 

Cr m rs and. Hibbard houghL about inherent lim
itation, on the solvability of mutual exclusion in Lbat 
em-ironm 1.1 , for the pecial case wher memory was 
a.cc ible ,1.ia po •erful tes -and-se pri.rni ives. (Their 
version of test-and-set was very genera.J, allowing one 
a.tomic ace to shared memor. to read, compu e and 
wri ea, value back.) An obvi:ous complexity measure 
to study as the siz~ of shared memory· he;' con
sidered he very simple problem of acbie\·ing mu ual 
e."\.du.sion between wo processes, u ing a single shared 
variable and asked how many values Lhe hared vari
able would n d to ,ke on. A 2-\•alued semaphore is 
plenty if'there are no fairness requirements; howeyer, 
if fa.imes is included then 3 v Ju w re be bes th 
could do. They proved the _ imple r ul h.a. 2 values 
were insufficien . 

In crder to do his, they bad o embark on a major 
modeling effort. (To see bow impor an b modeling 
work: was here note hat he titl of heir paper [35] 
emphasizes th ir mod 1 tather han heir combina o
ria.1 re11u1t.) The algorithms work had proceeded qui e 
far wi hou anyone having defined a formaJ model 
or being too precise about problen1 stateme.n , But 
in order to give a fonnal proof of even a •ery siln
ple impossibili y re uJ Cremers and Hibbard needed 
the rigor of a formal modeL This mode] heeded lo 

hav wo separate con po11 ots - a. c&efol descrip
tion o! th conectne conditions (mutual exdusi.on, 
progre and fairne ) and a careful description of 
the pace of allowable implementations, i-e., proc ;e 

and shared memory_ 
Defining h model was hard work1 pec.iaU the 

problem stat-emen _ Th mu ual eXclll;Siou condi ion 
was easy t.o d fin , bu the progre and fairness 
conditions w re no . For in tanc ~ ii equirement 
·nvolved the syst~m con iJiuing to make rogr " 
Bu clearly nosy tern could guaran progress if the 
processe , re permitted to op a arbi.tta.ry im 
dming heir protocols. They needed a notion of ad~ 
m.is zble :iecuhon tba. de cribed exactJ. wh n pro
cesses were required to con inue taking; step (e .. 
whil engaging in a pro ocol to obtain a resource, bu 
no necessarily at other times), 

b y also needed t.o capture some ideas a.bout who 
controls each action_ or example hey n ded o 
captme the idea ha each pro ~migh requ t 
the resource al any ime", i.e. , tha th re.que ting: 
ac ion were no under Ll:te control of the mutual 
du ion algorithm. Oth -rv;'i e, they would risk having 

a trivial problem .statement that permic.s the solution 
algori hm to preven processes from making requests. 

They also needed o expr concli ional ta men 
like 'the sy em · required o .guarantee progre 1/ 
i4e environment coopernt in that progus ' - e,g-, 
h y t m will r eatedly grant th r ource pro

vided the environment alway return it. ' bey ended 
up wi 'h a carefu11y-crafted and delica e se of axioms 
for their problem statement. 

They proved their imposs:ibili y result for 2 values 
by assuming ba~ memory was 2~ alued, and carry
ing ou a. proof by contra.diction u iing a case analy is. 
Thi involved con tructing everal finiit run of he 
algorithm, in , h.ich the processes .request the re: ou.rce 
and take st~ps in \'a.rious mders_ Consider he values 
that the m mor. akes on at n •nd of all of th e 
run . in.ce th r are only two alues the pigeonlnole 
p:rincipl impli that ther-e are many i ua ions in 
, hich t.he memory must bave the ame alu . hey 
l!howed by c.ase ana.lysi tha no ma. er bow valu 
g assigned1 lhere mll!St be wo "incompatible" i u
ations in whkh shared memory h he am yalue1 

alld in which on of the pt:oc-esses also has the same 
- at , e..-en though these two situations r quiire dilfer
ent behavior from th roce in o.rder to satisfy the 
correc n s condition . For example, suppose tba 
hared memory cou]d bave the same "alue attd: pto

ce PI hav the am. state, in two situa i.ons - one 
wh re P2 i in i . critical re!tion and on' where it is 
not requesting any bing. In the second s-· uation, p 1 

must eventuaJly o to its critical region oQ its o\vn, 
where in the fusl. hat would viola uioal ex
clusion. These two situation l' indistinguishable to 
p 1 and so it m t behave 1n the same way in bo b 
itua ion . But hen 011 or he other i ua.tion would 

lead to incorT& b ha.vim·, a coatradiction. 
bi impJe result already d, mon trated the basic 

idea upon which a.11 be 100 impossibility prooE in 
di tribu d computing are based- the lrmttalion.s im~ 
po etl by local !1 ctulcdge, (A process in hi shared 
memory architecture could b said to ''kno,.,'" only 
wha is in :i.~ local st.a. and in the shared m m
ory, since that 1 all that it can ee directly.) It also 
d moostrated the importance of formal mod ls for 
statin!! and proving impossibility r u1t . 

This early \\i'ork influenced 1,vo dilferent kind of 
]a.ter work: tha on n: u uaJ ·clusion upp rand lower 
bound , and ha: on mod ford" tributed compu -
ing. 

A couple of years la r, a, Georgia e h, I began 
working in · tributed computing, mainly because 
h r W!IS a. lot of a.di vity there 011 design of dis

trihu ed systems. With like Fischer and Jim Burns, 
I began rying to understand what h interesting th -
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oretical ideas wer j his n~,; resea:rch ar,ea. One of 
the first. things we did was to go back an look at the 
mutual exclusion ,,,ark in partku.la.:r, that of C:rem 
and · i bbard_ 

lo [26], w ,ext.ended the res:u!t of {35] to n pro-
Ce rather ban '2 (but Ull consider d just one 
hared va.ria:ble). The extended resu)Ls. urned ouL 

to be ery nsitive o as umption about faim ~: 

1. Any solution that xhibi bounded wcuhng, 
where here i a bound on how many ime.s any 
process c.an bypass any other 'li',Thile tbe latter is 
'li\•aiting, :reqwr at 1 ast n + l values. 

2. Even if no wc.h bound .iJ required, if no lod:,011t 
is required, then 0( ,Iii) value a.re .required. 

3. Adding a technical assumptjon to be preced-
ing case ha proe canoo rem mb r \ hat 
b-ey did on pr vfous imes Lbrough the proto

col , raises the lower hound to n/2. (IL i an 
open que tion whe h r bis echni.cal assumption 
i· nee · :ry.) 

he ar-gumen a.re basically similar to ho of[35], 
bas don th pigeonhole principJe applied to value of 
shared me1nory, only in place of case analysis there is 
a more systematic examin atioo of executions. 

The first result u:ses a version of he following idea. 
uppo e p1 enters the system and goes o its critical 

region. ben P2 · • · , Pn enter the sy tern i11 urn each 
stopping a:t a. point where i · wai. ing for a chance o 
enter its cri tical re ·on. Con id .r all the va1ue:s or th 
variabl,es immedia l after the :step of JI?, • • • , fin. 
If any Pr and Pi leave the variable wi h the ame 
value1 i < }; th ,D h situat.ion CJ in which Pl, - - · , Pj 
all en er • looks like· the itua ion Ci in whkh o.nJy 
P1 , · · · , Pl enter , to PI , · · · , p; . Starting from situation 
C1, .Ph · ·· ,Pi ar able on their own to enter and lea e 
he critical r gion arbiLrarily ma.ny hm ; I.here.fore, 
hey are also able to do hi stw:ting from Cj . Bu 

thi mean that in ituation Ci h y can bypass a 
· opped Pi arbitrarily many times, mm:e times than 

allo,,..ed hy he hound fot bounded wai ing. Th' i a 
contradiction. 

his proof doesn' work if the fairn assumption 
is weak n d o allow unbound d bypa...t:Sing but no 
lockout. A Yiola ioll of bounded waiting occurs ill 
finite ime, so in showing hat such a violation oc,. 
curs i suffices o con t:mct a fi.:nite bad ex cution. A 
d mon tr at ion of lockou , however, requir an infi
ru te admissibi execution in \,rhich ome process ge 
locked out. \I e c.a.n't modify the con true ion above 
to permit Pi ,• • - , Pi to b~ p Pi infin:it.ely oft o ,1-bile 
P, just sits here cause Pi is requi d o take tep 
e ery so oft·n. Ill he ituation a.bo,•e, as soon ~ 

pj ak i ne ·t tep , it might re ,eat its presence to 
p1 , • • • , p1 • so hey no longer ha'll'e he requisi e limited 
knowled,,.e. 

he lower bound for bO lockout use trickier COilw 

truct.ioo . The con radiction involve he con truc
tioo. of incom,pa.t.ibl infini admi ib]e xecution 
ha, look the a.me to particular prooosses, t ·bo ge 

foo]ed thereby and exhibit inconed beha.vio·r. Th 
proper trea ment of mi ibili y ,vas one of the most 
difficu'lt aspects of this work. 

This work is a good example of th inter sing 
··game'' of wor m" on conflictin positive and neg
ative results at · be same · ime. We w re working on 
trying to raise he lower bound of n./ 2 for no lock
out al ori thlns to n , since it eemecl very unlikely 
Lha n processes could arbitrate among hemselve 
fajrly if he-re veren• ven enou h valu s of bared 
m mory for aU be pro to uniquely record heir 
presence . But th · intuition urned ou o be fats -
we came up with a. complica ed al orithm tl:ia u ed 
only round n/2 valu 1 he algori hm aro in he 
cou~ or rying to pro imp ibiii y - care.fully ex
amining the reason why all he plausi.bl id :as for 
impossibility proofs failed sugg tecl wha feature~ a 
correc algorithm would ba e o have - and hen one 
with hew fea mes actually worked. This atgodOm.1 
was not pra.c ical; Jt"a her , i was a kind of algorithm I 
will call a countero~ampl~ algonthm, because it is de• 
signed not for its intrinsk intei:~t or practical ,·alu , 
but rather to serve as a counterexample to an impos-
ibi11ty conjectur~. There are many other uch x

ampl ~ in be impossibility result literature (som of 
which get picke . on unfairly for no bein practieal ) . 

1 for Cremem and Hibba:rd a lot of cur work 
was devoted to formulating he rnodeJ an correct
ness condition . Their d fini ions were not. suffici ent)y 
dean for us to be able to u e hem ily in olll 
proofi. Our proofs in vol d corustruc mg complicated 
bad execu ions; the properti com rising tile prob
lems statement a.re invok d r peatedJy to justify the 
e:dstenc and properties of these execu ion . In or
der o the proper ties in this ,,my, w n d d c1 an 
prob] m sta ~men , o w had o simp]ify1 general
iie and polish th model. The detail of h model 
description added a lot of overh ad o the paper -
so much overhead that. i mi.gh serve as a. significant 
obstacfo for a reade.r. 

' he mod ling considera.tions ha ato in thi 
work led directly to my own inter in formal mod
els of c.oncu:rr ncy, and pecially in mod ]_ 1:hat are 
suitabl for use in impo ibili y proof; . In fac , the 
· econd piec of work I did in b · area ·was he de--
ign ( "1ith Mike ischer) of a eneval fonnal mod J 

for asynchronou hared-memory systems [ l]. 
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Soon thereafter , e obtained ano~het oollection of 
impossibility results f:57, 53] , this time for he k
-exclus1Qn problem, a. generaliia.tion or mutual exclu
sion to some number k > 1 of resources . We .showed 
that a. sti:oag simnla.tion of a. shared queue req uire::i 
Q( n 2) va]ues of sha.red memory. We also 0 btainecl 
lower bounds for fault-tolerant versions of the prob
lem, where he kinds of faults considered were jus 
stopping fauits. The techniques we used were :similar 
to bos in [26]. 

In [27], we considered what happens if memory is 
a.c.e.essed via. read and ,..,.i te operations rather ha.n 
Les -and sets. In tms case , it UI'DS out that mutual 
e.'1!:clusion cannot be done at all using a single :shared 
variable! I does Ii.ot matteT how many values the 
va.:da.bJe can take on. ).foreove.r, thls impossibility 
does not. depend on fairnea a.ssumptions, but just on 
he two properties of mutual exclusion and continued 

sys~ progress. More generally I n pro-cesses c.a.nnot 
achie e mutual. exdusion with progress , with fewer 
than n separate shared variables). The proof again 
involves oonstructwg incompa ible. admissible ex.ec:u~ 
tions that look the same to some of the processes, 
so they beha,re incorrect! in some cases_ This ime:, 
the key ideas are ha (1) a process. mus w ite some& 
hing in order to move. to its c:ritie.al region ( to iniorm. 

ot hers), and. (2) a. w1riting process oblite:ra~es an. in
founa.tion previou,sly in the va.riable. 

sing sim.ila.t echniaues, Rabin [92] proved a lower 
bound oi Q(n113 ) on he siie of the range 9f test.
and-set shrured variables m any asy11ch.tonous shared
rne.mw-y algorithm that .solve.s the choice coordination 
problem. In his problem, pwcesse:s share a c:om.mo11 
set of variables but do not ha.ve a common scheme for 
naming the variables; it is required t.ha.t a marker he 
placed iu exadJy one of the variables. 

2.2 Distributed Consensus 

Around 1980 Leslie :Lamport vi.sited Georgia Tech. 
bringin.g along a. copy of his new manuscript on the 
Albani=. Gen.emfs Proliltim. Although superficially 
quite diffeient from the resoarce a.Uoc.a~ion pro bl.ems 
we bad been working on1 this problem had a, :similar 
"feel" . As before, :independent processes with sep
aute inputs were required to accomplish some kind 
of coo-rdinated action , in the. presence of uocert ain ty 
a.bout the res of the system.. In the case of dis-
ri buted oonsensus problems, the uncertainty a.rises 

primarily because of the possibility of faul s, rather 
ha:n because of a.synchrony. Local knowledge is a.gain 

limited, t.his time no by bounds on he size of shared 
memory1 but by he fa.c ibat a.U in.formation must be 
conveyed via point-to.PQint message channels. 

From the beginning, ~he a.tea. of distributed consen
sus bas been a fr uitfol sontce of iroposs:ibili y results . 
Som~ reasons for this are bat the basic. problem has 
a clean statement. and that there are many inter• 
esting variations of the problem., based on different 
assumptions about faults, timing , and kinds of agree
ment . The impossibility result.:s in this area are based 
on just a. few ideas1 hough. In wh follows , I will 
group toge her' .results with related sratements and 

ch.n.iques . 

2,2.1 Number of Processies 

The :fil'""st group ,of results show how many pro-cesses 
are .required o reach va,r:ion$ kinds of conseusus. 

The first impossibility resul't in t.hls mea, t.he im
possibility of reachiDg agreemen • among 3t processes 
in · he presence of 1 Byzan ine fa.alts appeared in the 
or'igiPaJ pa.pe.rs [ 9] [73] on Byzantine agreem nt. The 
idea. is based on prOCf'..sses "foolint' otfo~r 1nocesses, 
ma.king them "be.lfove' they are in different ys ems . 
The most pleasing proof l know for t.~ re-sult is not 
the originait hut the scenario proo. I did with • Uke 
Fischer and Mike Merritt [54]. 

The following argument is for the case oft ;;;; l , 
.i.e., 3 prO{;esse.s and l fault_ Suppose that p, q, and 
r comprise a 3-process solution hat can tolerate l 
fau;]t. Consider a sy.stem compos<-!d of ~ wo copies each 
of p, q and r joined into a ring, in order Po, 'JD , ro , 
P1 1 q1 1 r1 . Let a: b a.n execution of this system ( a 
"scem~.rioD) in which each p oce...""5 with subscrip O is 
started \11i th in:it.ial value O and ea.ch with s.uhsc.Tipt 1 
is started with initial value 1. Although the problem 
:statemen does not directly imp'ose any condi ions on 
scenario a s1u::h conditions can be deduced. 

0 V G0
p . .. r:.ault'l .•. ·. q 

0 d• . 
~ l . 

~ Sc~ f!ltr ~Dll!ty d cc~ rot: a µix= and 
raun. 

Consider a.notheJ:" scenario , a:' 1 aonsisUng of ont 
copv eru.:h of p, q and r 1 where both p and q a.re 
started v,ith initial value 0. P to.cess I" is faul ty in 
a'. and sends to p ex.act.ly wha, r i sends o Po in er 
and to q C.'i:a.e ly what r0 sends t-o qo in a-. In a ', 
p and q behave exac ]y like p0 and q0 do in o: , and 
rece \re exac ]y the same messages on hei[ in coming 
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channels. lq a1', p and q are required by th problem 
state:men: to ven ualty output O· the,11efore, po and qo 
wiU do the same in a·, By Jmilar reasoning, 111 and r~ 
eventually outpu I in o:. However, it look o Po and 
rt as if thel' a.re in another three-process scenario a:11 

in which q is faulty; the problem statement requires 
them to even ually output the same value in cl1

; and 
so they wilJ also do so in CL his is a <:ontradidion. 

he idea of the proof in [ 9) is basicall · he ame 
as in thi ex mpl , exc p t1iat instead of de.scrib
iIIS: h scenario as the execution that is generated 
by a. certain system tatted with ~Hain ini iaJ val
ues, Lamport t al construe he cenm:io explicitly. 
I see.ms to me that the higbe level of abs raction of 
the [54] proof'makes much clearer, ha is r-eally going 
on. erhaps there are other impossibility prnofs con~ 
taming explic:it constructions of bad executions ha 
could be mad more unde[stan.d able by d scribing h 
bad executions implicitly, by a. simple way of gener
a ing bem. 

A i:elated impossibility resu.lt for low connectivity 
networks appears in [39]; it says tha a lea.s 2t + l 
ne work conn c ivity is required to tolerate t fauks. 
The proof i.s =en iaUy a.nother scenario argument 
similar to h on above ( usin a dilferent scenario 
o:)-

LamporL .also proved another i:mpossibili y r sul 
fo[ 3 processes and l fault tbi time for a a.ker 
\'erBioll of yzan ine agreeme:n t where the decision is 
only predetermined fo[ execuLioill:I in wbic.h na faul 
occur [72]. The proof in that pa.pet· quite compl.ex, 
but i ~ a.gain essentially a.not b ·r c nario ru:gnmen . 

In his in ited address at the 1983 PODC syn.
posiutn [75], Lamport po d a problem abou syl:l
chronizing clocks in ii. fault-pron disLdbu ted i;ys

tem. he processes ar assumed t-0 have separate 
physical docks that CM proceed a different rates: 
the object is for proc to compute adjustmen 
to their physical clocks so that the nonfa.uJ y pr~ 
cesses' adjusted clocks rema.in clos to acb other 
(e.g. 1 within a. con tant), and also so thal they re
main {approxim tely) ithiti the range of the phys
ic.a] clocks. DoJev Halpern and Strnng pMved the 
impossibility oholving this problem .vi h 3 pro 
a.nd I fault [44]. Hound this to be !I.Tl imrn n ely inter-

ting resu]t hut 1.mfor :unately I oouJdn't. under.s and 
the ptoof; he main problem I had with. i was ha it 
was not based on a rigorous formal m.odeL 'oh lp m 
exp1a.in the pr-0of o my d.ist:ribu algori rum class 1 

I redid he proof u ing a scenarjo a.rgmnenL. (It was 
he n ccl to redo hls proof th at led t,o Lhe work in 

[54].) 
The following is a very sketchy outline oftbe impos

sibility proof for syneh.ronizin 3 docks in the pres~ 

enc~ of l p · ible fa.uh. Suppose p, q and r are pro
cess hat soh•e the ptoblem. Con id r scenario o 
composed of a: la.r ge number of processes .Pt, qi, r1 , 

P2, q2 , r2, • • •1 arrange.cl in a ring:. he processes, 
are upplied with physical docks tha run a con
stant rat , but the ra.te.s a.re different for differ oL 
processes. 'be p.1:ocesses a. one pottion of he ring 
(sa.v the top) have clocks tha. nm slo\~ly, while th 
processes a he greatcs · dis a.nee from he slow pro
cesses have clocks that run fast· in between, thete a.re 
only tiny diffetenc.es in Iate between neighbors (but 
of course e~•entuall I.he physical docks of an. two 
neighbors diverge). 

Each pair of con e.cu i ve nei:ghbot hinks it is in a. 
3-process soonario, so must synchronize clocks appro
priately. ach neighboring pair ends up with a.dju ted 
dock ha clo in value. This requires either 
some sJow proc.e55es to et their docks far ah ad ot 
some fa.st ones o .se hem far back. Assume be for
mer, "thout loss of generality. Then there are t.wo 
slow neiglibors that will t heir adjusted doc.ks o 
be far ahead, which will take them om of the range 
of their ph0 ical docks . . But a comparison of a with 
a 3-proc scenario ha.t looks the same to these Lwo 
neighbors shows that they must keep their adju ted 
docks within he range of their physical. doc.ks in er, 
a. con radiction. 

The paper [54] pres~nts a collec ion ofr ult about 
he numb r ofproce- and conn ctivity require,d for 

various oonsensu.s probl.eros· th~e indud he resul 
just described. his was the fir pap r to organize 
h proof: 1.1 ing e..xplicit and rigorous scenario argu.

m.en although I.he sanui approach was implici in 
the other paper I men ioned). A I said earliet, Lhi5 
approach i!; nice be<:ause i provides a. high-level way 
of looking at the oonstruc. ions! and b cause it uni.fl 
a. lo of differen -looking previo11s work. The pa.per 
does no contain one general theorem that impli a.II 
he results (which would bes ill be ter) but rather a 

general tedmique. 
ome intere ting modeling i u ru:ose here. I us.u

a1ly like to present impossibility proofs using an xT 
pUdt operational model, descrih?ng proc e:s and th 
m a Sl-St~ru as some kind of state ma.chin . Do. 
ing h!'r for be ordinary or w ak Byzantine agree~ 
ment fog ms sLraightforward. But i · no 
dear w ha.t kind cf mode] is appropriate for proc 
w:ith physical docb iba. move a different rates. I 
seemed at he im that if we gave all he de aib: of 
such a model! it would be so complicated, and add so 
much over h ad to lhe paper tha · no on would ever 
read it. 

Our solution her was ogive an axiomatic mod: 1 
(withou saying wha.t kind of mathematical objec i 
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supposed. to erve as a model fat tbe axioms). Iris 
appz:oac.b tends to impose h fewest possible con
staints on the system making the result pote.ntially 
applica.hle to more systems. On the other hmd, such 
an .approach is also po entia.lly applicable Lo no Sj'S

tems - when proving impossibility results with an 
a-Xiomatically~desctibed model, one should he sure 
to check that some interesting models satisfy the ax
foms! 

Another re ult hat can be proved using the ame 
echniques is he impossibility resul proved by I ar

lin and Yao [6 ] for probabilistic Byzantine .i.gree
m. ll 'llSing: randomized algori hms. Knowing that 
n pmce.sses c8Ilti readi agreement with t fa..ults \;-hen 
n < 3t, they ~ked wi b wha. probabili y such a. mall 
number of proce a.re. able Lo ap e. Their result 
shows that probability /3 is the best tba. can be 
achie,•eJ_ A""ain, they used direct constructions of 
bad ex cations , bu the proof can be done more sim
ply u ing a scenario Mgu_ment sjmii.ar to tne first one 
above. 

It is an interesting open question v. bethet this 
bound is tight (for symmetric Byzantine agreement 
algorithms, in which each process arts wi. h an ini
tial vaiue), and how it extends to arbitrary values of 
n and t. Even hough an a.:nswe.r to this open ques
tion rna.y not have much direct practical s:ignificance1 

an an w v o his question ma,.v give important in-
ight into he power of .randomized algorithms_ (So 

far, ,ber-e are very few res:u]l:s in he literature 1:9-v~ 
ing impossibility resu.l for randomb d algorit.lims.) 
lmpossiblity iesults for some addi ional pedal t.a.ses 
of his problem ru: proved in he new pape.r 60] th 
proofs appe;u to be based on detailed M.al) is of he 
properti of randomized a!go.rithms. The pa.per [40] 
exteuds the Karlin-Yao bound o hold ven under cer-
ain restrictions on the power of th 'ad ersary''. 

The paper [46] contains som lower bound$. 011 t.he 
number of processes requhed to reach consensus in 
various faul and irning rnodels. Proof echniques 
are based on sc na.r ios. 

The paper [31] con a.ins Jower bound for he nun1-
her of prCM: required o solve the Byzaotin firing 
quad problem u ing various faul and timing mod

els. ni touch here is tha. one of the r uJ is 
proVi by reducing weak By:..:anti:ne agreement i,o it 
rather than by a di.rec · proof. For the o her results, 

nado a:rgu.meats are 1Jsed, tbi tim based on a se
quence of s,cena.rios, t , et~h • , • j eac b uccessive pair 
of sc oa.rfos looks the arne: oo some process, which 
therefor behaves in the same way in boih cases. bis 
leads to a. contradiction when the 0011 traints imposed 
by the problem statement are a.pp lied lo ome of th 
scenarios. 

hus we ha.ve a collec: tion of imp i bili re3u 11.s 
for the number of processes and connectivity for con-
sen w; problems, all proved using cenario argum o -

ever al diff ereu t km ds of models are used in his work. 
Fo.t the result about yncluooous systems, th arly 
work such as tha. in [ 9] u d :p ciall y tailoted for~ 
mai models. 'l'he later wol"k used more gen,eral and 
familiar-looking s ate machine models. These models 
are a. lot. simpler than those used for a.synchrono1.1s 
systems, becaase he notioDS of limin and admissi
biliLy are nmch implet. For he result about par
tially ynchrono,us sysfaims (e_g_, the results on clock 
$).rnch roniz a.tioo) 1 H is no so dear what h prop r 
model hou.ld be, ome of he proofs fot partially 
synrluonou s;stems a.re done informally a.nd am
biguously. ' ome bav very detailed and complicated 
pedal models, and ome ar done axiomatically, 

2.2.2 umber of Roun 

My first re.action to Leslie's paper on Albanian agree
menL was hat t.he clever aJgorithm:s m the pa.per ran 
too long! urely, 1 thought here must be a. way to 
reach consensus in fl wer ha.n h t+l rounds Lheh al
gorithm. required . (Fllom my el.perience., tl1is is most 
often the way in,possibility proofs origj.na (! - one of
ten doesn't s ar out th.inking hat he itnposs1 bie task 
is. impossibl. . ) 

Mi ·e F" ,eher and I soon were abl.e to ptove a f + 1 
low r bound on number of rounds required for Byzan-
ine agreement [;,6]. Ow: work on this result. was an

other good e.,:;arnple of h gam of working on cona 
flicting positive and negative re:sul a he sru.ne . ime, 
\ · e wen ha.ck.and.forth, working alternately on algo
ti hms and impossibilit proofs, for several da.ys_ A 
cou:ntere-xample a.rose for each algorithm we hou,gbt 
of, until finally one counterexample, as extended to 
an impossibility proof_ 

he basic idea of the proof i.s pret y simple_ Con~ 
sider the case of t.wo faults, j_e_ wher ; 2; we mus 
show that wo rouo ds can 't suffice to reach agre 
men . We can assume ,vit hou t J of gen r a'Ji y ha: 
the algarithm consi of v ry pro.c.es broad asting 
its valu . hen repe.a edl.y receiving messages from e -
eryone and reJaying v ryt.hlng that it received. o 
a.ti er wo roundsi each proc can record th infor
ma ion it bas received ,as a matrix of alues. 

If a prOC::e$ sees a matrh of all O's, it must decide 
0, and similarly for l. AJso i it is possible fo cons ruct 
a clui:in of ma.trices, Mi. M2 , • •• , M"s: starting with a 
matrix of all O's and ending wi h a matrix of all 1 s, 
whe for each i, the.re is some e:....ecution with a most 
2 fault.y processes, in which some 11011fa11l y process 
sees .~l[i and some noofaul ' proc: sees Mi+l (so 



the decisions would ha.ve to be the same). This is a. 
contradiction. he successive ma.trices in Lbe chain 
c.an be construe ed by converting one. 0 entry to a 
l at ea.ch step, moving dowri the columns:; at each 
tep, two faults are necessary to produce an execu-

tion in which. th two vie1"r--s can be presented to two 
processes . 

This construe ion was done using an explicit. c.on
tmction of h execu ions; I don't know whether an 

implicit coru3truction via. a. simple generator might be 
poS$ibk, as it was for the scenario work. 

Th.is lo er boun was ex · ended to the cas where 
the processes partidpating in he aJgarithm are per

mitted to authenticate messages, in [431 and [37]. The 
pMofs in those papeiS are also chain oonst ructions; 
however these constructions are much more compli
cated than he one in I 06] . Tl1er JS al o some diffi .. 
cul yin defining what it means for a. system to petmi 
authentication of messages. 

he lm:ver bound was fur her extended to the c.ase 
where the oolv kind of fault permitted was in l)ly a 
topping fa alt. Versions oft.his resul. app ared in v
ral unpublished notes (by Hadzila.cos by Fischer and 

Lamport and h. Merri t), so ha it became part of 
he folklore, before it was finally wri ten up by D vork 

and Moses. Th y incorpota. eel his ,vork into their 
work on knowledge [411, believing tha. using explici · 
formal dcfini jou of the "know]edg.e" tha. n. ptoc.ess 
has during an execu ion wou]d prov.id a helpful way 
of looking a. c.onstruc. ions such as t.hese chain argu
ments. (For ·ample if a prore$S caci see a r.ertain 
matrix in eith of two e,xec.u ions constnac:ted fm he 
chain in [56 w can say that the proc do no 
"know" which of the two ex~utions it's in.) W still 
llOt dear to me l/ hethe.1'.' or not tbe formal knowledge 
definitions he~ in explaining t be c.ombinatmiai con
s r1J.c. ion for the :stopping fa:ul lower bound; however, 
Dwork and Moses were sh]e to generalize this Jower 
bound to yield results for other problems of teaching 
'·comn1ou knowledge' in synchronous s_ stems. (Ill 
fact they were a.bl Lo o more, in par icuiar, to an
alyze xa<:t]y which pat erns of failu_res required he 
protocol to run for t + 1 rounds.) 

M a.nd Tut le extended the work in [411 to other 
faul models [ 6] . hey obtained algorithms ha el'
m.ma e as quickly as po ible in all ecutions; in fac , 
hey wete Jed to hese algorithms by considering h 

impossibility result . (Along the wayt they produced 
a simpler version of be t + l round lower bound for 
stopping fuul , ) 

Coan proved a. t + round wo-rst. ca.se lower bouncl 
for consensus for randomize-cl algorithms assuming 
that no erroneous an: w rs a.re allowed [34]. Io this 
case, the resru for deterministic aigori ·hms carri d 

o,,.er faidy easil~. (Por c.ompru-json, note tba.t Feldman 
and Micali [52] have a new con ant ~-xpected time 
rnndomized Byzantine a:gJ:"eemeot aJ.gorit hm for he 
case where a- small pro abili y of error is a.Uowed.) 

Babaoglu, teph nson and Di:u.mmond [17] showed 
similar lower bounds for modeJ in which broadcast 
c.ommunication , rather than point-tio.point communi.~ 
cation, is used. Their bounds depend on the broadT 
c-asl. degreei' . 

The paper [36] contains a Im.er bound for the 
number. of rounds :required for distr~ bu led processes 
to reach apptoxima a,,g,reement on a teal number 
(Fath t than xact a.greemen on a value). A chain 
ai-gument is used to bow ha no a.ppwxima.t agree
ment algorithm can converge too wt; in the case of 
By:zantine faults: for auy k-round approximate agree
men algorithm, thet mus be some ex.&ut.ion uch 
hat the ratio of the range of ou put \•a,lue o the 

range. of initial values is a.t least (t/nk)1: .. 
The simple t style of approxi:ma: a_greement algo

rithm~ one that repeats a imp e 1-round averaging 
algorithm k independent imes, does not meet this 
boond, but rather achieves a ratio o a.round (t/ nt. 
flt con \'erges more aJowl.y than the lower bound indi
cates). :\notber lowe.r bound in [36] shows that hi 
is the best that can be achieved by a11 algoritl~m with 
uch a round-by-round rnctme. The argument is 

anoth r chain argument. 
These imp ossi bill y rilsul l ill t op en h question 

of wbe her a b~U.er a]gori h.rn might be possible if 
i w r ~o, r,cquire to be ront11:l-by-round. Fekete 
answered t,his que tion pos;itivcly (50] giving a dever 
counterexample algorithm Lha.t uses information irorn 
prior round : some fault de ecticn i carded ou and 
then the resul of processes known tQ be fa.ult.y are 
iyio1 d. This i on of th firs xamples ,vhete de
Lection of Byzantine fauJ ts was shown to lead to im
prov d resul ; it cam about because of Ml impossi
bilit oonjecture. 

Fekete' work in f50] aud [51] contains: lower bounds 
on. the rate of oooVergence for crash and onussion 
fa.u lt mod.els, analogous o hose for Byzantine fauj s. 
Again, chain argumen are u d. 

Thus, there are 1:nany lower bound re uH.s fot the 
number of roun • quire o so]v consensu prob
lem , all based on ciilllll a.rgwnen~ . The kin& of 
model d here are prjmarily fairly · traightforward 
ynchr:onous- t~te mac.hine models, augmented rn 

itb kno ledge d fini ion . 

2.2.3 Numbex of Messages 

Dolev and Reischuk [42] proved low r bounds on the 
nwnber of messages and outober of imatur re-
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quired for Byzantine agreement algor jt.bms hat use 
aut_hen tic.ation, using sceil a:rio-style a.r gum.en ts. 

2, 2. Asynchronous Imp ossi bill ty Results 

So far, he bounds; r e described for consensus. pro
tocols have been ma.inly for synchronous algori hms, 
and hey have all been qna.ntitative (lower bound) 
:results. There has also been lot of work on ab
sofo t-e impossibility results for pure]y asynchronous 
algori hms. 

The 04Two Generals" result in 61] :should proba
bly be classified as the fust impossibility l'est1h for 
consensus in a.o asynchronous distributed • slem, al
though it isD 't so much t.he asynchrooy that is im
portant he:[e, bu · ta.thet he uncerl;aiDty of mess,.ll.ge 
deli very. This [esult says ha.t i is im!)ossible fot two 
distributed processes comnmn.icating via. an nn:reli
a.ble message sys em to teach cOllsensns. 

The proof presented in [61] is putty informal; when 
l worked it, out formally it iooked like a chain argu
ment, but of a slightly different. sor t from he cha.ins 
constructed for the round bounds. 

Starting from an execution in which both processes 
decide, sa.y on value Ti, a. c.hain of executions is wo:~ 

ructed by sucoe ively removing he las musag:e 
receipt event. Each pa.it of consecutive executions 
looks he same to one of he processes, and the two 
processes mu.st decide on the s a.me value in ea.ch exe
cu tion; it follows th.at a decision of u i::. reached by 
bo b prooesses, in all he x:ecutions in he chain. 
Among the executions in the chain is a "null exe
cution io which no messages are ever receh•ed; s art.
ing from this null execution, the chain can be further
e.xtende d to produce a.nothet null execution m which 
neither: process starts with ini ial value v, and yet 
a. decision or V is e.ached by both processes. u n
der some reasonable assumptions about initial values 
and their reJationship tot.he final decisions, it <:an be 
-shown tha. t such an execution shou]d not result in a 
decision of v. 

• similar argument is 1..1.Se di by Koo and oueg [69] 
to shOlv the .impossibility of a.drievin.g any knowledge 
gain in an asynchronous network I in the presence of 
even transient oommunicatfon failures. 

Halpem and Moses [64] have used formal notions 
cf know ?edge to describe the result of [81]. They also 
show that, in a precise s.ense co,mmon knowledge can.
not be gained in an as)'llcbronous system. The tech
niques a.re basica.lly similar to Gray'.,;. Chandy and 
1J, isra. [29} al.so show a. similar result . 

The next impossibility -result I know about for 
asynchronous consensus is my result with Mike F.is
cher and like P ater.mn in [55]. This r-esul shows he 

impossibility of re.aching conMnsus in asynchronow:; 
sys ems, e\•en when the message system is Ieliab1e 1 

and even if the processes communicate via broadcast 
primitives, if thete is the. possibility of even a. single 
stopping f.a.ult. 

Just as for the t + l lower bound on rounds, we 
began our work on this problem by guessing that a. 
solution was pos-sible (£or 1 faults 1f n ,vas suffidently 
large r,ela.tive o t) . We had already had experience 
extending some synchronous agreement algorithms to 
the asyn.chro.nolt'l setting; in. he asynchronous set
ting, processes can wait to heaz from all but t pro
cesses, so adding some ex~ra processes sometunes per~ 
nuts an algorithm to oompensate for he uncerta.incy 
of th missing mes ag;e:s. A~am, we worked on bo h. 
dire.ct.ions al ernately, until the fipal res.ult a.rose from 
a ooun t,erexample. 

The version of ouli:' proof that I like best was devel
oped by Bridgeland a.nd Watro; similar ideas a.pp ear 
in recen wor. of aubenfeld, Katz and Moran [9 J. 

For sim.plicity1 we restrict attention here to Boolean 
values only. 

If v is a Boolean value, we say ha.t a configura.-
ion C is "v-va1ent" if v is the on1y possible decision 

value reachable from C; we say hat C is "bivalent' if 
both valu.es are .reachable. First, it is shown ha: any 
asynchronous consensus protocol that is resilien t l.o a. 
single fau1 t has a. bivalent inhial configuration. Next 1 

it is shown that an,y asynchionous consensus p rota. 
col that has an initial biva.l.ent conflgura~ion and ha. 
works correct! y when there are no fanl ts must have a 
reachable configuntion C in ,,.,-hkh here is a decider 
proc.e3S P- his mea.ns that fror.p. C, it is possible for 
p to take some futlte sequence of steps leading to a 
"0..:vaJent" configur a; ion, and also some other finite 
sequence of steps leading o a. "1-,.,.a.!ent~ configura
tion- that is, p can make the decision on its own. 

The re.a.son tiiis ·s- true is toughly as follows. be 
pl'Oblem statement implies hat we can't have an in~ 
fin.i~ execution consisting of bivalent oonfigura.tion.s 
in which all processes oonLiuue taking steps !l.lld 1 
messages eventually get delivered, Therefore, there's 



a teachable bivalent configuration O and a. particu~ 
lar message m in h. message system such that any 
configuration resulting front delivering m is uni"·a,, 
lent. Th n tb:er it,te two "oei.ghboringtt con.tigura
tious D and E ( that is, one a. child of he other) such 
that delivering m from one lead~ to 0- alence and ~h.e 
o her leads to 1-vai.em:e. This can only happen if the 
•indghbor ed.ge" correspond to a step of the same 
process p that is the recipient of m. But his means 
hat p is a dee id.er. 

D 

~ :.:d~bo~ ,,:omlllJ.ffl),Uans D ~ 'E: !cadut; co, 
c:¢nJ½u~~ af ~l?PC!<:11 · .....:l~:x~ 

But such a.n algori bm wi.t.h a. decider, say p starting 
£tom configuration C, cannot be resilien o a. single 
fault. This is because b.e rest ot he system, operat
ing, on its own starting from C, is required to dedde 
either O 01' 1, but i can't tell whether p has ah-ea.dy 
decided differen ly. 

Here again, as for the shared memory work and 
all other work on asynchronous algorithms it is im
portant to be c.arefol about stating and using admis
sibility assumptions (the liveness a.ssumptions a.bout 
how the s rstem roI1S). Here he admissibility ~ 
sumptiops are bat the non-fa.iled process continue 
to take steps (as long as thecre: arce step to be per
formed) 1 and that ru] messages eventually get deliv
erec'I. I is possible to get much easier proofs, for ex
ample, if messages are no · requ.ire.d to be deli rmed; 
one. such proof is _given in [2 · ]. 

Out original proof was similar to this one, bu it 
turned the ideas around· we assumed he existen c.e 
of a. Ie~ilient algoritb.m and arrived at a. oon tnulio
'tiou. As usual, the contr:adktion involved oonstruct
ing a bad admissible e.1:ecution. The new proof or
ganization is bet .er because it i$ no just a. proof by 
contra.diction, but also gives some positive informa.-
ion about (non-fault-tolerant) asynchrouous consen

sus protocols. 
The gene:i:al technique used here is to analyze the 

ways in which he system configur a.tion c.~ move 
from being bivalent to being univcLleot, showing hat 
none of them can work properly in all cases . Or, 
tu.ming the ptoof ai:ound, starting with a. bi va.lent 
config,aration, cons~ud a.n adm.i:j,Sible execution in 

which the configuration stays bb•al.ent {by analyzing 
Lhe ways in which decisions are made:). 

'Ihe modeling issues were interesting here. As in 
the earlier papers o.n sha.1:ed memory, this pa,p er con
tains a carefully-developed fonnal model for asyn
cluonous computation, but this · ime specially tai
lored ta message c.ommunication. Tbe model iso.1t 
very complicated, but it is a little annoying tha he 
modeli:o g work starts from ·scui.tch borrowing no bing 
from previous work in model develoIJment for a.syn~ 
c.bronous sha.red memory systems. Since both kinds 
of systems deal i h ideas such as admissibiJity and 
control of actionsT it seems tha.t a common foundation 
cou Id have been used. le would be very nice if there 
we.re some body of common definitions that peop]e 
could use ror asynchronous computing impossibill y 
resttlts, hat would. r move some of the overhead of 
the model section of each pa.per. 

po her problem with the model in this pa.pee is 
ha. some of the particular aspec s of the m.odel1 suc,h 

as the p a.r iculai:: proto ool used by the nodes in in
teracting \\"ith the .mes5age system, seem v cy sp -
ciaL Perhaps a. more general model could have been 
useful here , in trying to app1y this result to slightly 
dilieren settings. I ha.ve since red.one his p1oof for 
my das.s using the general '1/0 automaton'' model 
for asynchronous concurten cornpu a-tion, (defined in 
[791 O]), but I cant yet tell how much of an improve
men t this is. 

This pa.p . unlike most impossibility results, has 
bad lots of attention, even from prac ·itioner . For ex'
ampleJ one sj-stell\ designer's teac. tion was to say "of 
cou[se" ~ this heorem formal.i~d a.n intuition thal 
she had alread:y had a.bont disLtibuted systems. This 
doesn't mean hat she "kne'\ the r;esolt in the sense 
hat theoreticians mean (tha.t bey can prove it) 1 but 

ra:t her that her experience with things like commit 
pro~ocols. bad led her o believe tba.t his kind of 
thing could not be done. She probably ,vmtld not 
have known exa,dly what couldn't be done - formu
la! ing the precise assumptions on which such results 
depend is '~he sort of delicate analytic.al task that will 
probably always be left to the theoreticians.. 

Distributed system designers do seem now lo be 
generally a.ware of the limitation expressed by this 
resul . I sometimes h.ear people deseri bing · heir sy 
tem designs by saying tha.t the system c.a:nnot a.cru.eve 
a. certain behavior because of his known limitation; 
bey then go on to describe he weake.r guarantees 

tha.L their systems do make. In. one case1 system de
signers were surprised tba: what they believed their 
system was guaranteeing: was in fa.ct impossible; they 
did not give up on their project, though- rather, they 
used the ne knowledge to help hem clarify their 



clwn. a.bou what Lhek system did. So it seems that 
his imposdbili y r ult bas bad he beneficial e:ffect 

of helping (or forcing) ystem designer'6 o clarify heir 
claims a.bou heir sys etn. 

This Tesu!t has seen some fo!Jmv-on t.echnica] work. 
here have been positiver ults, including counterex

ample aJgocithms fol' var iatioH of he pmble.m a.II d 
some aluorithm that may be interesting in them
selve . There have also been 1:elated impossibHity 
re ul . 

or exa:mpie Ben-Or [19} and later Rabin [91] d -
vised interesting r a.ndomiz ed algori t h:rm tha: circum 
vent tbe impossib'ility result; these al ori hm e\•en-
ually decide wi h probability one, and nev r viol te 

safe y properties. Also1 Dwork1 Lynch and · tock
meyer [46] d vised con e.n.sus algorithms £or he C;lSe 

where be problem dcfini ion is weakened to allow 
non nnina ion if cer ain nice iming condition (i.e., 
upp r bounds on message delivery time) fail. (A.a. in
tere ting t,echnicaJ open qu ion remai11 abou th 
time requiremen for consensus in t11e mod el 0£ (46].) 

Dolev, Dwo:rk and toi:kmeyer [41] noticed ba: 
here were evua! different kinds of a.synchrony in 

the execution model of [55], e.g., a~ynchrony oi mes
sages and ofptocesses . They classified sy terns, based 
on the various combinations of bese fact0rs 1 and ob
ained imp o i bilit results for many of these ~ 

(a.nd algorithms for- some). he impossibili y rcsul 
were proved using bivalence arguments similar Lo that. 
in [55]. 

Their proofs proceed by coo uidi.ct ion, construct
ing bad exeelHions; these e1-ecution had ob car 
fully designed not only to isfy a.d.missibility as-

sumption like the ones for asynchronou y terns, bu 
also to s tisfJi additional requiremen of par ial s:;.•n• 
chrooy as requir d by th va.rious c.ases. They ana
ly;ied the wa.y in which decisioll6 mu· b made e.g. 1 

Joe.ally to a sin«l proc ~. , and showed that none of 
them can work corn:ctly in a.U cases, .g ., a :resilient 
protocol must be able o proc d without he deciding 
process. ln ome cases, hey obtained impossibility of 
2-resilient coDSensus, rather than I-resilient consen
sus (because analysis o{ the decision point showed 
hat the rest of the ystem might have to proceed 

witbou 2 proc:es:s,es;, in order to produce a. contradic.
tion). 

The model used in [41] are quj e d tailed and pe
cialized, for example, in tlieir 1.LS. umption hat Lime 
has a minimum ranu]arity; it rnak me think that 
more abstract or rr neral mode.1 co 11 id ha.v been used 
here. For xampfo, ome .ec n · work on i:mpossibil
i • result for a omic regisler prob]ems elllS quite 
"milar to some of he \\"Ork in [4.l]i if the earlier work 

w re ta.ted in a. mor general vay, perbap it would 

imply some of the new register r ult . 
A ti:,•a Do?ev and Gil (9] extended som ofth work 

in [41] to consider Byzan 'ine. faul , not ju :s opping 
faults. They considered asJD cbronous processes wit-h 
time-bounded communication. They gave an impos
sibili t. resul that how th at a piooess cannot be 
guara.n teed to dee ide in a. bounded numb r of it.s own 
steps. The argwnent is a silnple biva.lence argument, 
similar to arguments: in [ l]. They also prm·ed a 31 
vs. t process impossibilt y r: ul , using a. scenario 
a.rgnment. 

Wekh {100] presented a nice reducibility a.r·gument 
that • ields one o[ the main impos ibility results of 
(41) directly from the result of [55,]. The reducibility 
uses a fa,ult-toleran version of Lamport's distributed 
clock idea [7 •1] . 

foran and Wolf.stahl { 5] ga ·e two generalize.I.ions 
of he result or [55], one nsmg a $imilar proof and 
one. using a redudbili y from he. resul of [55}. They 
defined wo graph o repre$1!1lt he problem being 
solved: an input grnph for h pos: ible input vector , 
and an output 9mph fot the a.!Jowable decision vector . 
(m each gra.phj an edge joins two vector if hey differ 
in exa.c.tJy one component.) TheiE results show the 
impossibility in he presence of one faulty ptocess 
of performing any task that has a connected inpu 
graph and a disconnected decision graph. 

Bridgeland a..nd Watro [24] presented more impos
sibility resut s generalizing [55], using sim.ila.r proofs. 

heir work a o or i i.na te d the noiion of a decide , 
describ d above. 

Att.iya, Bar-Noy, Dole.v, I oller Peleg and Reischuk 
(10] pres:eo cd luee impo ibility re ult.s for Ll1e 'l>w
ce renaming problem" 1 wherein anonymotIB pro
resses hat tart with dis inc .names from a l!ll'ge ID 
pace a.re supposed to decide on dis ·inct names f:rom 

a fixed ( malle.r) ID space. hey shO\~e<l tha.t renam~ 
ing ith n names is imposs.ible; 'be argument is again 
very similar to that of [55], u ing generalizations of 
the sort obfained in [ 5]. ( ome sp cial ar um.en 
is Qeeded o show he Mva.leme of an initial config~ 
uration. here is a very inter tin& open question 
remaining here, about whether the Iower bcnrnd for 
t faults can be ex ended from n + l to n ' t nam 
An algorithm in th ir paper show that n + t nani 
uffice. 

bey also show cl ha tae problem ca.nno be 
solved vi h 2t processes, using a imp! - enario ar~ 
gument. Finally, hey considered an order-preserYi:ng 
\'ersion of the prob]etn wbjch they howed to have 
an interesting and larg:e lower bound (for which they 
ha.Ye a matching upper bound). The reason o many 
names a.re required is that proc~ sorn.etimes ha. e 
to dee ide on names for t hemselv while there a;r,e still 
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t ilen proc · in this case, h y n d to r · ve 
enough pace for all p ibl relative orderings among 
ho proc and b " tho. e processes and he 

olh t . 

Bi.tan, loran and Z aks (20] e tended the [ 5] work 
t.o a cha.racteriza.t ion of w ha can be done ?.ith on 
faulty proc . Th ir characterization bas a pleas
ing graph-theoretic flavor, in term of inpu. graphs 
and decision graph . M.ore specifically, the. pro ed 
a variant of th [ 5] imp ibility results, phi a. new 
result giving a second graph- heoretic condition im
plying impo ibility. On the other hand, they were 
able o obtain a. protocol for the c where bot of 
these conditions fail. They al.so u ifoied the graph 
chatacteriz.abon to get a lo,,1rer bound on the number 
of m sag re.quir . Taubenfi Id, Ka z and Moran 
[9 ] have made preliminar. attempts to e.xten.d the 
work in [ 5] to characterize what can be done in the 
pr nee of t fau.l y proc 

Loui and • bu-Amara [76] prov d te ul about h 
imp ibili y of r ilient consensus in hared-memory 
r th r than distribu ed model , in case the allowable 
operations on sba.red memory are read and wri 
and also in case he are re t,.and-sets. The ideas 
u.sed here are very :iimilar to tho u ed. for · h related 
distributed result . The imiJadty b w en the ideas 
u.sed in these wo set in~ inforc m. intuition that 
here is an. awful lot that i fundamentally lie aroe 

in be two e.nvi:ronment . 
hey proved be imp ibility of 1-resilient oonsen-

us for read-write har d m mory. h cons ruction 
is very unilac to I.ha: in [55] and [41]: a bival nc ar
gum nt with a simpl c -analy · about the decision 
point. Tl1 y also pro..,·ed impcxs. ibility for 2-:r ilien 
con ensus for te.s -and-s hared memory, in he spe
cial case of binary valu . hi is anothe.r bh-alenc.e 
argumen , but, as in [41] hi im a.naly i of he de
d ion point show hat all except 2 process.es migb 
have to proceed in ord r to produce a con r · c ton. 
Bo h of bese result e.·t nd immediately t.o fully re-
ilient algori hms - a.lgori hms ha tolera arbitrar 

numb r of faul - a fact hat w u ful in · be ork 
on atomic registers tha 1 wit! describe later. hor 
I raeli and Li [30] al o proved the fir t oi he two 
impo ·bility t1! ul in 76). 

In the asym:hrnoou 0011: ensll!!i work based on 
share,d m mory, admissibility con iderations are si:m
ple-t ban the are in th dis ribut d work. lier i · 
only n cessa.ry to · ha.t (non-fail d) proc es 
continue to tak t p . it i not nece c:ary to worry 
ahou eli r . . 

Thu , th re are many cl ly related resul ha 
d cribe what canno be done in fault-tolerant asyn
chronou y Lem . 1 early all of hes.e results a 

pro ed u ing imilar bivalence ar ments. 

2.2.5 Commi 

Tb commit problem is a particular kind of binary
"alued consensus problem, where the two values are 
known as "oommit" and 'abor ". This problem re
quir agreement and termination; in addition, a 
"commit rule" should be sati fied, e .. , aying that 
if any initial values are "abort' be decision mu t be 
"abort while if all ini ial values a "commit'' and 
lhere at no fa.ilur , then he nal result is "com-
mi ". The imp ibili y r ult of [55] impli ha th 
ommi probl m cannot be solved in an async.hronou 

se Lting, o it is usu ally considered in ym:.hl'onou aocl 
partially ynchronous model . 

Dwork and k en [4 ) con icier d h commi prob
lem in a sync.hronou cornplete network model. They 
prov d a lower bound of 2n - 2 m aa for every 
failure-free execution tba result in a ommit de-
ct 10n. hi proof is based on a simple ar"'umen 
that there mus be a pa h of m ges from e, ery 
proc o every o b r ( or a wrong decision could 
resul ). This proof was redone using formal no-. 
tions of knowledge bj,• Hadzilacos [62]. Dwork and 

keen also proved lower bound on h number of 
rounds required in failure-free execution. 1 h d on 
the same fact (the existenc-e of paths of rne ag be-
tween pair of proc ) and an ump ion about 
bounded bandwid h. ega.11 and 'olf.son [96) gen-
eralized he Dwork- keen message bound r ul to 
give a lower bound on th number of m age hop 
needed for solving the commi problem in incompl te 
network . 

Coal! and \ ek:h [33) conside.red the commit prob
lem in a partially synchronon modcl, for randomized 
algori hms for which entual termioation · required 
with probability L lso a commit decision is only re
quired in case all proce es have initial valu "abort", 
the execution is failur .. fr e and all messages are de
livered wi hln a fixed bound time b that · known o 
the proc . he main point of tb ir pap r · actu• 
ally an upper bound r ul : a fas randomized com
mi protocol for n > 2t; in ord r to acgu tha his 

totocol is dose to optimal, hey howed two limita
ion . irs , th y bowed Uia.t no olution · p ible 

if n :S: 2't. This proof do not e m a be a scenario 
argumem li e th other proofs of lower boun<L on 
the numb~r of processe (al l not obviously); it. s 
a complex ex:plici con uction of bad admissible ex
ecutions. (Perhap a. high r-level Mgume.nt mi"h b 
possible.) 

The econd impo ibili y result in [33) a.y tha 
1 is not pos "bl for each process to make a deci-
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ion wiLhln a bounded expecled numbm- of its own 
steps. (The time ound for the protocol in th p.,_ 
per is measured i.n l.errns of a non-local asyndl.l'onous 
round measure.) The proof of this rooul · a bivaienrie 
ar«umen th at allows con trnction of not jus a. in gle 
noo-deciding e.."l:ecution, but of lo-Ls of long nonder.id~ 
ing e:N;ecuti.ons. (This is in order to obtain a bound for 
the average.) bis is au int-eres!..rng extension of he 
bi ..,-a.leooe technique. Note tha · he two impoiSl!ibili j' 

results of [33] are among he ve,y few impossibility re
sults that make interesting claims abou randomized 
pro ocols. 

2. 2.6 Sync.hroniza tion 

I am her grouping certain s~ ncllroniza, ion pro )ems 
together with h corn.en lil problems, since they in~ 
valve ptoc:esses a.greein.g on wb n o perform ac ion . 

Arjomandi , Fischer and Ly.nch [8] pro\'ed a. lo.vet 
bound on the time for a:n asynchronous , reliable net:.. 
work t.o carry out a simple synchroniz.ation task - to 
perform s '¾iessions~, in each of \\•hkh all the pw
ce.sses in the network rn11st perform at leas one ou 
put ev n . h result is a lower bound of approxi. 
matelv sd on the time for performing s ions, where 
dis he diameter of the network. Since as. nchronou.s 
y tem would only tequite hrne s, this amounts to 

a provabl difference in be time complexity of :syn
chronous and asyntluonou ys ems. 

The proof idea is simple. Fu: note that an ex-
ecution can be rep nted by a diagram ·with time 
lines for pt:ooe and con.nee ting edges for messages. 
Th e time lines and oonnecting edges presen de
p enden cie among C\'eots. uch a dia.gJ"am can be 
" retch d ~ wit hou vi olatin.g the dep 11dendes, and 
processes will oot be able to tell the difference. ow1 

if an execu ion takes too iittle time, it can be pa.rti-
ion.ed into 1· - l shor intervals, int, , l $ i ::5 ·r -1, in 

ea.ch of llich here is ins11ffi.cient time for a message 
o propagate between a. certain pair of processes, p. 

and q.. Th n i is possibJc to modify h • cu tion 
by stretching its diagram so ti.tat all steps of~ fo]
low aU steps of q, in interval intt · if the p1 and q1 are 
chosen appropria ely, he modifi d execution will no 
oootain r sessions. 

This resul demon ha tha fower bound can be 
pro\ d on · ime, even in asynchronous ne wo:rk:s. This 
is not usually done, but I see no good reason why 
not. A ppi:opriate wa.ys of measuring time are avail. 
able for a.synduonous systent$, such as those defined 
in [90],[81],[79]. and [ 3]. Proving such lower bolltlds 
i a good area for futo:re research, 

Awerbuch (16] proved a. time/communication 
tradeoff' lower bound foi: any network synchronfaer. 

i .
1 

a program designed to adapt s nchronous a.lgo
ril.hms [or use in (reliable) asynchronous networks . 
~ be techniques am generaUy s.in:rllar to those usro in 
I8], an are based on th n cessity of communica.t.ion 
be tween various pairs of nodes bet 11een pulses of Lhe 
synchronou algorithm being simula ed. bi:s proo[, 
bowever1 uses som fancier graph heory. 

Lundeliu and Lynch (77] proved a lower bound on 
how dosely software doc.ks of (nonfaulty) diskibuted 
pfocesses can be synchro11i-ied, in t.ernis of the uncer
tainty in the message delivecy time bet ween pairs of 
process . In par icufar \'le obtained an interesting 
tight bound of 2t(l - 1/n) for complete raphs. The 
idea is o represent an execution b. a diagram as jn 
[ ], but \Vith message dge-s tagged with message de
livery times. This dia,gr am can be "stwt.ched as be
fore1 but this ime keeping he new message deli very 
im wi bin the allowable bound~, .and everything 

will still look · he a.me o all the: processes. Appl:ing 
inequalities repre e'll ting the oonstraint .of th prob
lem o he variou tetcbed diagrams gives a conLrn.-
dic ion. 

Dolev, llaJpern and troog [ ] gave a. low r bound 
similar to that ill 17 ], bu chara.cterizin..- the closeness 
of yndironi,;a ion obtainable alon th O teal time 
a.xis. That is, they proved a lower b ouod oo how 
dose the real times can be when , o processes' ad
Justed clocks have the same value, .hereas onr teswt 
is a ]ower bound oo hO\v dose the a.cljust.ed clock aJ. 
ues can he at the same real time. 

l alpem, legiddo and_ faru.hl [63] extended Lhe re-
ul of [77] o otber I ind of graphs besides just com

plete graphs, using the same basic kind of tr tching 
argumen t:s. (The chara.cterization for general graphs 
i no " :niCJ! as for complete gracph , bowcvei.) 

2.S Shared Registel' 

l • o,~ l reconsider shared memory a.synchronous algo
ritlmis, in a ting si :nilar to the ooe I stavted this 
Lalk wi h. In he pas couple of year , he:re has been 
a lot of inte.re t in problems ab out impl menting dif
ferent kinds of s bared registers in tenns of other kind 
of shared registers" generall. in a "wait-Ire~ manner. 

ampor ':s paper {7 ] includ s one impossibility r -
sul - a result tba ay ha: atomic regi!lter can
not be in1plemanted ia. terms of cegular re:gi:st.er un-
1 th reader w:.i t . Th proof · based on a uew 
axiomatic pa.rtiaJ ordering mod I in troducec] in [TI}. 
The proof is only sketched; and invoh· an e.'q>licit 
con true tion of bad e.·ecu ions. A I hough the 1esu 1 
is probabJy conect, I do not b li ve ha i ac ually 
follow as claimed from the a.~iomatic model gi\·en in 
that paper. 
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Herlihy's intetes ing p.apei- {65] com ains impossi
bil.itv results and a.ho uni e[sality resuJts. He noted 
a c~nnection between (fully-resilient) consensus re
sults and the (wait-free) impl-ementation of atomic 
registers. amely, if one ype of data object ean im
pl ment fully resilicn consenswa, and another umnG 1 

then the first da.ta object can.not be implemented in 
terms of the se,cand in a wait-free manner. (There 
is a close c.onned1on between the full resilienc_ prop-
rty and he wa.it-iree prop r y, although they origi

nated in differ n contexts.) In. particular, the objects 
1 de.scribed above in conn c ion ""ith [,76] (read-write 
objects and binary est-w1d-set objects) plu others 
described by Herlihy, canno provide wait-tree imple
mentations of objec vi b mor powerful opera ions 
uch as general est-and-set. 
Tb proofs a.re bivalence arguments, but lhey ar-e 

a.c ualJy 5/lmewha simpJer than the roofs in [76], 
be.cau e the notion of a.dmissib'lity used here is less 
restridive ban that used in the re uJts on 1-resi!ient 
aod 2-re i1i 1t consens . The full resiliency assumed 
here 111Mns that the only liveness condition needed 
for admissibility is that some process continu taking, 
steps, i.e. that the execu ion be infinite. It i some
w ha. easier to, cons met infini e non-dedding ~ecu
t.ioru;; than non-deciding executions satisfying som 
extt admissibility condi ions. 

Agrun urning he proof around in hes le of [24], 
implicjt in Lhis work is a lemma Uiat says that folly 
resilien consensus implies tbe teachabili y of ano her 
kind of 'd cider" configura. ion: on tha is ivaienl 
but for which an~• tep cf any prooo I ads to a uni
valen t.ate (in one step) . .his is a dilfru:ent notion 
of a decider from he one used by Bridgeland and V a-

ro; hd rs in \I\Ol s a pa rti cu lar p roce forcing ither 
of · wo different decisions in some number of i own 
steps, whereas He:dil1:,r's me-ans thaet any proc: can 
force a decision in one step. This simplified not ion of 
decider leads to simpler proofs here han in [24] and 
[55]. 

hus, tl,e biva.lence techoiqu is n_sefu1 {indir c ly) 
in getting more hal1J. just consensus. impossibility .re
sults. · ere, reducibilities l1ow its utility in proving 
hat oom. kinds of objec can 'I. b implemenLed in 

tetms of other kinds . 
ome interesting modeling issues arise. For exam

ple amp ort' imp ibili y proof sket.ch iu [11] :iis 
based oo his axiomatic par ial. ordering modei. H t• 

liby 1s work , on the other hand, lllies I/O automata. 
His method of using I/O automata Lo model regis ers 
diffexs from the way they are llsed to model regis
~ers i [21] and [95] Herlih. uses special "sd1.edufor· 
machinety not used in he oth r work. Some work 
Still seems: o~eded o de rmine lhe best way io use 

b.i aener"al model to describe registers. E )S also no 
dear whether be a..xioto.a. k mode1 or lhe: I/ 0 a\1-
tomaton model is beLter for describing the r ult 
or w he her J1e [Wo shouJd om how be combined. 

The I/O automaton model · not ofLen used for 
reasoning about sbar d m mory algorithms. This is 
because that mod ~1 handles input and output events 
separately; for reasoning a.bou ha.red memor. algo
rithms, one would of ten like to avoid handling these 
M ·o ldnds of ev nts se.par ate]y, treating; an invocation 
of an operation on a. shared objec:t.s and a correspond. 
ing r ponse as indivis.ible. (For example the models 
in [ l] and i.n [i6] do .·his.) owever in. ~b work on 
wait-free har regi ters His a.ppropriat to handle 
h two event epara. ly, making 1/0 au om.a.HI. a. 

:reasonable model. . be ma.jo.r point about atomic ob
jer. ts is t.ha hey make i appear "as if' accesses were 
performed ind.iv isibly; this sugg Ila i might be 
useful o ha."'C wo models ( or two inst.anc s of en 
general model) , one like [ l] in which he ace es are 
indivisib1 and one like 1/0 automa a i.11 whicb they 
a.re not; 0011nec.tions between the o mode! should 
be pro,;ed. 

U is stiB not dear to me 1 ha he proper formal 
definition or the •·wait ... free ptoper· y should be. Per
haps it houlcl be defined ( as in [65)) in terms of a 
bounded number of pI"ocess steps perhaps in tetms of 
an as.ynclrronous t · measn re, and per b aps in ter'tl:IS 
of failu.re resiliency. Th.is need mo:r: work. 

2.4 Compu.ting in Rings and Other 
etwo.rks 

ow I switch to another area in hich the prooli 
are very different from the ones I a:ve considered so 
far. This area. contains many impossibility tesults, 
most involving the message cost of carrying out vari
ous compma.tions in e. net •ork. The case most- com,. 
monl_ tudicd is that of a ring network. 

ome of th resal ar based on a di tance ar-
gumeo ~ in ring, it tak many n g o ge in• 
formation from one pJa.ce co Wlothru:. Another basic 
idea· ymm try. Form tance, a riu containing in
mstingu.isha.ble processes i a very y nunetric configu
ra ion; if i · Lo accomp]i b ask involving re:ak.ing 
ymmetry, some process p mu send a. mes agej hen 

becasus of symmetry, all pro imli tingui babl 
from p will also send messages. 

here are so many .resu]t.s i11 this area ha J 
couldn' really classifi• hem ver. well. Many of the 
resul seem related; for in. tance , th r a:r many re
sul ·vmg low~r bounds of Q(nlog n) on th numb r 
of messages required o solve cer ain problems in 
ring. ome work ~till ~m to e r uir d in unify-
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2.4 .1 Absolu e Impossibility Result B ased 
on Symme:try 

The eiill'lies paper giving impossibilH.y ul i11 this 
area. seems o be he very inte ing p~per of An
glu.in [7] 1 , hlch proves the impossibility of ele.c.ting a. 
leader in various graphs. The pi:ocesses in. her model 
at i.ndistingui:shable1 and hey have no inputB1 so all 
that can be used o distinguish h m is heir p0$i
tion in th ne work graph. But many graphs ha.v 
symmetries that will pr vent a guarantee of d~ t.in
guishing any process - anyth.mg tha.t one proc can 
do, the othets ~•mmetric to it might do also. The 
pa.pet identili ·symmetry propetties of graphs that 
lead w impossibility of leader election. his paper 
can b credited for tb,e no\v wel.l-knowl! and simple 
folk theorem tha a.vs tha it is irnp~i ble to el,ect a 
leader in a dng (with a non-randomized algorithm) , 
if processes do not b ave unique ID s. 

One unusual eature of this pa.per is tha it uses a. 
model based on Hoare' C P. hi is the onJy example 

can think of of P being used for an impossibility 
r ul . It has many atures I.hat seem to me to be 
too distracting for uch proof: . 

Johnson and c:hneider [67] gave impossibility re
sul r lated o Anglum 's fot · v ral differen prob
lems using several dilferen models · he models ar 
based on CSP :r a,d.;w:ri · har d memory, and vari
ables with Jocks. 0 her rela ed resul appear in (23]. 

2.4.2 Lower Bounds for Ring 

{any lower bound .resu]ts ha.ve been proved expressly 
for ring 11etwork . 

Burns {25] proved an O(n log n) lower bound on the 
number of mess,ages requited to dect a lead r in an 

yn chro ous :ring. The key idea is he Li:mita ion 
of local knowledge based on how fa.:r infotmation can 
trave1 - it takes k m ag t.o propagat informa ion 
to a prnc distance k a. a;:. The proor does not 
require any special umption abouL proc ID's: 
process.::s can ha,.•e distinct ID chosen irom any ill 
pace. 

ughly sp a.king, Bum ' proof how inductively 
on n lhat there are a. large Pumber of se~en 
of length n acb of which · capable of generating 
r!(n log n) mes.sages on it.a own (witbou any commu
nica.tioo arriving from the endpoin ). For h induc
tive step, suppose there a~ many segmer1ts of size 
n/2 each of ,vbich can generate ]ots. of messages , and 
ry o get some of size n t.ha aJ~o can generate many 

messages. uppose they don · exist. Consider all pos-
si bl ways of concatenating pairs of the segments of 

size n/2. If uch a double segment jg unable to gen
erat le ,of messages on i s own , lhen con ider an 
execution in vruch he two halves first qui ce, then 
som addi fonaJ mes .ages flow s artm g a lbe merge 
points Beca.w;e of the limitation on number of mes
sages, ioforrna ion about the merge cannot piopagate 
as far a.s he middle o[ ei her of the ,.,.o halves before 
the double segment guiesces. 

'o his means that there must be a large set of 
Jeng b n/2 segments such that any double segmenL 
composed of segments in S quiesces withou ~ infor
m.a ion about he merge propaga ing as far as the 
midpoint of either half. ow consider what happens 
w hcIJ any number of eg:m n in are formed into a. 

ring. They have executions in which he Ieng h n/2 
segmen.ts quiesce first, then the adcli ional messages 
propagate from merge poin (but no far as the 
midpoin of the segments), llintil quie cence occur . 
This mean that ach individual process decision can 
only depend an h::al information; informa: ion. abou 
its own S egment and a.bou its 11e.filest a.dja. en 
segment. But then inconsistencies can arise based 
on different ring an:a.ngements~ the fact tha. sorn of 
hese ring,s elect a Jeader implies that others can elect 

more tba.n on.e leader. 
Much attention is devoted i.n this pa.per to the 

design of an appropriate formal model for message
passing systems, as is su"ested by the papers title. 

Pachl, Kor a.ch a.nd Rotem [ 7) e. tended the 
!J ( n log n) lower houp d of (25] to the ,uni rage ~e, 
for async:hronou deter1nini$ ic leade.r-,elect ion algo
ri t hms. The techniques a.r simiJar. b y also pro\•cd 
a lower bound for nnidirectionaJ rings in which pro
cesses are mtetrnpt-dri n, using a cliIB rent. ty! of 
arsumen based on the special structure or such al
goritb ms. uch algorithms are essentia11y determini$
tic, what happens aL ea.en prnces.s can be viewed as a 
trallsformation from input strin to outpu strmp. 
Pach! [ ] extended the results of [ 7] to the case of 
randomfaed algorithn where a nonzero probabiUty 
of erroneous ou put i permitted. Related resul~ 
were pro'1ed by Duris and a.Hl [45] a.nd Bodfaender 
[22] . 

Bum ' proof depend h ynchrony; 
for ins ance , construe ion of bad e.xec:u ions in eolv 
forcing subse1rn1euts to quiesc epara: ly, then o 
quiesce a.round the merge poin . tederickson and 
Lynch [5 ] consid r ·d th ·am problem for syn
duonous rin~. hi the synelu:onous case, the absence 
of a. mes age might b regard d as a special 'mill 
message" I and used to communicat-e sometmng. ,,re 
showed ha this apparen eixtra ca.pa.hilit_ doesn' t 
help - an n( n iog n) lower bound st iU holds. 

ow specia.:I restrictions are rieeded on he Igo-
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ri thm in order t.o o btatn t.he lower bound. i ame1y, 
the algor ithm is :required e:ither to be '-Omparillon
based1 or to use a. ve.-y latge ID space relative to the 
running time. The result for t.be second assumption 
foltows by a reducibility from the result for the first , 
by a. Ramsey's Theorem a'l' gnment · he a,rgumen t says 
Lb a. with enough ID 1s I the algoritb.rn must behave like 
a comparison algorit hm on some subset of tbe ID 1s. 

The idea of Lhe first proof ~ ha many me&
sa.ges are required to break symmetry. Consider for 
example the ring consts mg or processes wi h 10':s 
0,4,2~6 ,l,5,3 ,7. 

0 

1 

This ting is very symmf:tric, up to comparisons. 
In part.ic:ulM 1 adjacent seg,m.ell s of length 2 are 
comparison-equivalent . So everything looks the same 
(up to compatisons) o processes 2:1:: a.par& until some 
chain of (real, no · null) messages spans a. distance of 
a.t least 2.1::. Until hen if one process sends a. message, 
so does every process a. multiple of 21r aw~•. 

It is easy to produce highly symmetric rio gs of sire 
equal to any power of 2. r fuch. of the effort in the 
pa.per is devoted to producing highly sym.mettic .riogs 
when n is not a power of 2. 

This paper also ooatains a counterexample algo
rithm. This algori hm shows Ulat you cannot .remove 
all asstlll1p tfons ahou !D's or running time. For o th
el'wise there is a. very · ime-consuming algorithm (its 
LI.me eomplexi ty depending exponentially on the ID 's 
actually in use) with only O ( n) messages. This algo-
rithm does not :seem to be very inr.eresting in i~eJ , 
bu it is int~esting because it demonstrates the need 
for th assumptions in the lower bound_ 

A. t.iya., Snir and Warmuth, in [14] used similar 
ideas to tho~ in [58] bu took lhern much fur heJ'. 
They considered the case where there are no ID ~s bui]t 
in, but ( for cert a.in prob le.ms) processes ma.y start 
with inpu v'a!ues. The object is for t e p:roces-ses 
o compute some f u.nctfon (in vadan.t under cir cu.lax 

shifts) of the fn put vec or_ 
They considered bath a£Jnchronous and syn

chronous ring:s. Foe the as~ nduooous case , they ob
!iUlled an n(n2

) message low r b-ound for many in~ 

te.restiog compu tab 1e functions, including A D and 
lAX. This bound contrasts with the e ( n log n) 

bounds that. hold for the case where the pi'Ocesses 
have disti11ct 1D's. 

The p:roof involves constncting. a 1'foolillg pair" of 
rings , R1 and R:i, where Rt is very symmetric , but R1. 
need not be1 together with a process p whkh has a. big 
n ighborhood hat is the s&oe io both rings but which 
is Iequired to decide different!. in h two rings. Then 
messages must prop,a;ga.t,e top from outside: the c:om~ 
mon neighborhood (in both rings). However, when 
a. process sends a. messag~ in Rr many symme ric 
processes m11s also send messages. 

The proof for the :syochrooous case Wies a simi
lar argument, bu now it only yields a. lowe:r bound 
of Q ( n log n), be ea.use of the possible utility of ll uU 
messages. ow a. stronger definition is needed for a. 
fooling pair , in which both R 1 and .~ must be very 
symmetric:. Then it can be shown that the algor·thm 
causes ma.ny messages to be sen in bo h Ri and R2-

The lemmas used in [14} are slightly different from. 
hose used w (5 ] ; i11stead of anal zing chains of mes

sages in detail, they are stated iu er~ of less de-
ailed infonna.lion abo1:1t the number of round a: • 

which some mess.age is sent. As in [58] , much dfort 
is devoted he.re to producing tb:e s tong symmetTi es 
needed for tings whose sizes are nor: _powers of two. 

Several other recent papers contain results r.e
la.ted to those in [14] . loran and Warmuth [ 4] 
proved a lower bound of Q( n log n) :l'or the number 
of hits tequi:i:e<l to compute any "'nootriviaI" fnnction 
on a. deterministic ring with indistingui.shabte pro
~sses. A.ttiya and Mansour [12] gave a proof that 
any "non-quasi-permutation-free" re.gufac language 
re q me:s Q( n log n) messages using the synchronous 
heoi:em from [14]. Attiya. and Snir [13] considered 
he au~ragf ta.:se fot deterministic a.1got:ithms1 in the 

asynchronous setting. They show d a. Jowei: bound 
of Q(nlog n) for th average numb.et of m ·sages re,. 
quired by any deterministic a]gori,bm for computing 
an arhitrlJ,CJ "nonlocal" fow:.t.ion. Roughly speakuig, 
they showed tha ther are many sequences of pra
ces.ses of any given length k. in which messages a£e 

sen by the cent.er process in the sequence at round 
k (in a. synchronous exec.ution of the a.lgoriehm) i this 
implies that many messages are gene[a.ted in an av
erage ring'' . This lo, /'el' bound extends easHy to ran. 
domized algorithms that admit no probability oi er• 

ror using a simple reduction. However, if nonzero 
error probability is allowed then the ]ower bounds 
fail (and an O(n) acJgorithm exists). 

Abrahamson, Adler Higham and Kirkpatrick 
ptoved a. collection of amazing lower bounds for ran
domized algotithms fur so]ving certain p[O blems, e.g. 1 
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'aoli ude detection'', in a. ring. They allowed a 
noru.e.ro to ba bili y of errnr, and measure he commu
nication bi compiexity. The model is a.synchronous, 
bu i ' unidirectional and in terrupt--di:iven, so ( as in 
( 7]) its behavior JS very constrained. 

The studied many d1fferent cases, .g., in which 
the ring si2e is ei her known or unkorn n, and in which 
decisions are r,evoca ble or .irrevocable. The lower 

0 ll[Jds ~r quite complic.a e.d-looking functions, bl.lt. 
w ha ' most a.mazing is that he}' ar tigh . 

One key icle:a. · be following. If th expe-c. ed cos 
of compula.tioo ·n ~. particular ring is low, then for 
some fixed bou.ndm:y in th ring, and for some ftxed 
hor sequence of messages 1 oomputa. ion having tha.t 

~quence at tha boundary occur with reasonably 
hig;h probability. Then it is possible to plice oge her 
multiple copies of that ring by cut ing and plicing a 
he designated boundary. hen with reasonably high 

probability, solitude will be verified erroneously ill he 
spliced ring. This argument ca,n be thought of as a 
sophisticated form ofsymm try-breaking incorporat
ing ideas reminiscen or crossing equ en ce arguments 
in Tul'ing machine heory. ( ome of the echniques 
used in this work also xtend to proving lower bound-s 
on the best r::ast. bi compJexi y for a., nondetermmi.stk 
algoTithm.) 

The model d finiLion a?1 an important part of this 
\VOrk I because the resul s: al;"e very ensi ive to slight 
variations in assump ions. U nfor unateiy, hese d f
i ni ions do i1npose a lot of o,·erbead on he reader. 

his wotk contains diff. en sets of problem fate
men , rang ones for th.e algorithms and correspond~ 
ing weak ones for he impossibili yr cl bus mak
ing ea.ch result as stroog as possible. 

Mansour and Za.ks ['"'2] considered he case wbere 
he ring starts 'lith a leader, but where the ring size 

is unknown. Even with a lea-0er1 intcresti11g lower 
bounds s LiJI hold for other reasoos. The. showed hat 
recognition of any nonregular set requir,es CJ (n log n) 
bhs or c.ornmunication. 

inall. oldreich and hrna [59] proved an 
Q{ n log n) low r oun d 01:1 h number of messages 
for func ion computation m an a.synchronous rin in 
which one link nugbt. fail, even if Lbe ring has a lead r 
and he ring ·. ize is known. The bask idea is that Lhe 
leader needs to hear from everyone ; to ensure this, 
i mu initia., m ages in both i::fuections w h.ich 
need to propagate until hey reach the broken link (if 
any), and then responses mu.<Jt o back But a nod 
doesn't know if i ~ adjacent to a broken link; to be 
safe, i migh have · o behav as if 1 were e,•en if it is 
no , and send messages back toward the leader . This 
means that the leader might get messages reflected 
back from 1'fa.ke ex 1:emities" and st iU not have hear 

from all process.es. In that c:ase, the leader n eds, o 
initiate messages again . , be paper [59] also contains 
an R( n2) lower bound for he c. e w he.re th cing size 
is Wlknown. 

Thus, I have described a collection of bounds for 
ring computations th. depend mainly on ymmetry 
on be dU:1tance mes.sag ha.veto tra: el, and on cross
ing seguenoo a.rgum nts . [t seems lo me ha. there is 
some good work stiU to be done in coalescin.g gener
alizing, and simplifying this work. 

2.4.3 L w Bounds for Comple Gu.phs 

ome lower bound on the number of m ag have 
also been proved for comple e graphs. lforac:h, 
1 ocan ao d Zaks [701 proved bgh lower and llP

pe:r bounds for :some d.istribu ed problems in a i::om.~ 
pfote asynchronous ne work of processes. They ob
tain n( n Jog n) lower bounds for leader election and 
spanning tree determination, and O(n2) fm certain 
matching problems. Af. k and Ga.mi [3 proved simi• 
Im: bounds to those in roJ for leaider election; heirs 
however, extend to the synchronous case, and lhey 
also prove time bound . 

2.4. Low Bounds for Me hes 

Ahli Arnara. [2) showed a lower bound of ( 57 /32}n 
on he number of mes a«es required for comparison
based leader election in a. synchronous mesh consis 
mg of n nodes. 

2. • Lowe Bounds for Gen al Gra.pha 

Other rented bounds ha.ve been proved for gen~ 
e:ral graphs. autoro [94] proved a low~r bound of 
Q ( n log n + e) fo.r leader elec ion in general graphs. 

he n log n component results from the correspond~ 
ing bound for- rings. Th ~ component is based on a 
"foik ar gnmen t" that all ed aes need lo be tral'ersed 
in order to ensure that no o her node_. are hidden in 
the nuddJe. 

Awerbucll , Goldreich,, Peleg and Vainish [15] 
pro ·ed a •ety nice Jower bound that says that i 1s nec.
e al')' o "involve" all he dg in an twork in order 
to so]ve certai.o problems ucb 11.S broa.dcas L i;:ommu
nica fon, eJec ion, constructing a minimum spanning 
ree or counting he number of nodes in he ne -

work. Thi implies hat the number of fixed-length 
m ag needed is at ]east e. The a[gument is for 
compa.:rison-based algoritluns, but can be extended to 
mo:re general algoriilims using Ramsey heory tech
niques imlla.r to those u ed in [5 ] . Thi result builds 
011 an earlier weaker res\lt by Reis.chuk and Koshor 
in [93]. 
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The !tesult fol.low as in [94] in case no 011e knows 
idcn ity of neighbors, so lli: work supposes that each 
node knows he idel!ltity of i immediate neighbo.rs. 
Then i cannot be proved , as in [94), that a mes
sage actua.U. get sen on each edgej bowe er, bad 
executions based on duplica.t graphs with pairs of 
crossover edges demon.s.trat t.hat a.. node mus some
how find out adiditiona.l information about its neigh
bor; roughly peaking, this involves he nod receiv
ing a mepage containing th iden i y of he neighbor, 
to use for comparison. II e.xtern.ion of · h r ul 
giv - a weakel' lower bound on th number of mes-
sages if nodes now abou their oeighhors to distance 
up to b,b > 1. 

Yamashita. and f ameda [l 0 I I I 02] proved impossi
bility resul s about computation in general graphs in 
which he nodes are indis inguishable and have par
ial information about the graphs. 

2.5 Com.munka ion Protocols 

There bav been some isola d impo: -ib'lity fesult.s 
about coIDllluni,;:ation protocols; it eem as if the 
is much more to be done here_ 

AJ10 Ullman , '\Vi iner and Yannakak- [ 4] sho,..,'ed 
that certain kinds of data link b eha. vior cannot be 
acbie\•ed wi b protocol compose:':! of fo1ite ta.te ma~ 
chines of pa:rticu]a:rsizes. The a.rgumen ts are based on 
the limitations impose<l by small numbers of states. 
A.rgumen u case analysis. 

Lynch , fansom: and Feke :e [7 ] ga.,·e unpossibil
ity results for implemenling desirable da. a. Link b • 
ba.vio:r (reliable message delivery) in tenns of typical 
physical chann l b ha.vior (less reliabJe packet deliv
ery), in either of two cases: ( l) if er ashes can occtn:· 
ha: · ca:us a loo of m mory, or ( 2) if here are only 

a bounded number of packeL headers for use on th 
physical channel and a liut ca e bounded numb r of 
pa.eke · ar requir d o d li v c each m age. 

'Ih basic idea. of the proofs is tha the phys-ical 
channel can ' teal' some packets, while it accom
plishes the d livery of me ages. This is because he 
algol'ithms are uppos d to tolera. e pa.eke loss. 'l'hen 
the ''stolen p a.d;;e: s c.an be nsed to foo1 the feceive:r 
process in o thin king another message i to b deliv
er d. 

here the.orem::1 hav apparently seemed natu.raJ Lo 
people in the pr ac.f cal communication pro ocol com
munity in fad almost pa:rt cfth "folk · d.om~ . 01.11' 
proof: rv o make l bese intui ions dgorous. hey 
also mak he n cessary assumptions plidt, ome
thing that ne work designeni migb not think abou 
because hey ak hem for granted. For i.nst.ancei I 
doubt ha a ne ·ork designer would have realized 

tha a. bound on he best ca.se number of packets per 
message ould have been needed for a result snc.h 
as our second. We as theoreticians ate supposed to 
identify such hidden assump ions. 

In fac , al hough we did not think so at the time, 
i turns OU hat his Lechnica.Iasounding umption 
· ne<:essa:ry ! For , A tiy a., • is(: her , rang nd Zuck 
[11] have rec.en lv de\ "s.ed a cowi. erexample algo
ri nm ha works with finitely many l1eaderst but does 
not have such a best-case bound! (At he im ,ve 
found ou about this result , we w r trying to prove 
ha such an algorithm: .vas impossible.) Alibough 

t.bis a!g:oritl1m, ls veJ:y interestrng as a, counte?exam
ple algorithm i not practical 1 since it u~ more and 
more packets, even in the bes case, o send later and 
later messages. his means the network operation 
must geL slower , and s 1 o w e r a.nd s 
1 o w e r ... ome interestin« open 
questions temrun bout the rate at wbk h the oum
ber of packet.s required mu L grc:nv with the number 
or messages delivered_ 

We foun defining t.he roodel t.o be a diffit:ult part 
of Lhe work in [7 ] . 1 e tised I /0 au omata; in fad , 
his was our fiT t a. tempt o use r/ 0 automata. o 

prove impcr;sibility results. iN found ge ing the for
mal definitions right to be e..xceedingly 1..ricky, e pe
cially compared o the informal way in which w first 
discussed the ideas. luch of the difficulty, as usL1al 1 

invoh•ed the prop ru- handling of admw.ibili ty. An
o her diflicul.ty involved modeling the interaction of 
algorithms: t.he components about whkh we prove 
irnpossibil.ity results interact with other compon nt. , 
the j)hy ie-al channels.'. bus, constructing a coun-
erexample requires n.ot onJ. giving a. bad x cu ion, 

but al o constructing a particular pl1ysical channel 
ha io erac with the algorit.htn o generate the bad 

execution- Admi ibih y mu t also be handled prop
erly for: the physical channels . 

Il is not dea.r wha. imp.act the choice of the I/O 
au omaton model bad oo t he diflicul ty of this work . 

•lyre Jing i ha b model worked ta h r well; en 
though Lhe definitions rn [7 ) aie not eas. t.o undell'
stand. I think U1a:t some of the difficulty is due to he 
subtlety of the concepts and om due to he fac hat 
onr definitioru, could still use some polishing. But l 
think the basic model is well suited to ex pressing all 
the required concept . 

pinelli [97] also proved ential]y · he ame im-
possibility result a.s I.he fi[S one in [7 ] on crash-
olerance. A compl tely differ n tyle of impoo ibil

ity result about communication protocols- appear in 
{1 ]; Ute authors: prove a. lillea.r ?ower bound on the 
amoun of time requfred for deterministic broadcas 
in a mul iacces medium. 



2.6 M. sc Uaneous 

Coan, · oJodner and Oki [32] prcwed he ouiy e,,:am
ple I ha.ve of an impos.sibili y r:esu 1 for concuu nt.ly
acc ible data.ba.ie.s. It gi es simple proof: or limita
tions on ha yp of transactions can e... .... ecute in a 
partitioned ne 11 ork. Tb i loob like a good area. i'o.r 
future work. 

) ao [103] and ma.n. al.hers ha. e writ en a seri 
of papel"$ a.bou the communication complexiLy of 
compu ing particuhu functions I w her the input are 
distribu .,_d b ween several (usuaUy 2) par icipants. 
The result a.re lower bounds on the numbei!' of bits 
thai need o be transmitted. he a.rgumen ar 
information-the.or tic. 

be one e,xamp]e l kno'I\• involving cryptographic 
protocols ( outsid of the au henticated Byi an tine 
agreement work) is th work of Dwo:rk and tock
meye:r [49] giving limitations of the power of i.nterac-
ive proof systems in which he components a.re finite 

automata. The limi a..tion ate based on the sti:-uctwe 
of finite-state machin . 

Chandy and Misra [29] showed hat termination 
detection requires at least as man_ messages as the 
underlying computation whose termination i.-'l being 
detec ed. They also proved a simple Jowe.r bound 
on the number of messages Tequired for dis ributed 
wlution to the ining philosopher problem. be 
proofi u formal reasoning a.bout knowledge. 

· inall. 1 Ancle~o and Gouda [6] devised a new 
proof of the impossibility of building an arbiter out of 
Boolean gates (the "arbjtel" glitch") problem. heir 
proof is bl;l$ed on djs1;rete bival nee consid ra:t,ions 
rather th an cont i:m1ous considerations such as th 
o h r proofs in the literature. hey make a. restrictive 
asswnption tha. there not be 001)" gates wi h ou go
mg wires conn cted back to inpu of the same gat.e 
(even \-.;•i h delay on the wire). .I. would be intere-st
ing to understand wh.a.t hB!)pens irf thi restriction is 
rell'IOved . 

3 General Cotnments 

o w ha cao be distilled from this urvey? 

3.:t The Basic Ideas Tha Make The 
Proofs Wo,rk 

her i only on fundamenta1 underlying i ea on 
, hkh all of he proof in bi ar a are based, and 
ha i · h lintitafom imposed ~Y local fmowledge in a 

di trihted y te:m. IT a proce;» sees the a.me liing 
in wo execu jons, it w-ill behave he same in bot.h . 

Ideas relatell to 1oca1 knowledge have been used im
pliciUy in proofs since the beginning al hough in he 
pas few )•ears there has been ome work m trying to 
make · he use of know ledge explidt . 

ere are m~ r ason for the limits on locaJ 
knowledge in dis ribu d et in 11 • UncertainLy arises 
from asynchrony, failure , and unknown inpu • ln
formation ab ou o her parts oi he sy m migb no 
be communicated qukkl_r b cause of iimit.atiori on 
communka ion m di a, .g., the ize of hared mem
ory , the bandwidth of mes age c.hannefaj or the dis
tance information mus travel. 

Many specific terlllliques are w;ed , all manifest~ 
tions of the limitation 0£ local koow]edge. I ha. 1e 
mentioned pige.Qnhole ar91Jmtnts for bounds on the 
nu.mber of values of sharod memor~·, scenario argna 
m nt for bounds 011 the number of processes, chain 
argument , primaril for low bound 011 rounds for 
co11sensus prablemsr bfoal nee argumimt for impo -
sibility of decision proble1 , cc:immunic(dion diarram 
tretch;ng a:rgr.iment for ime arid message bound 

fo~ S}'llcluonfaation probJ n , ymm try argum nt 
for impo-ssibllity and message Jowel1' bounds for net
work compu a.tions, espec.ially for ring computations. 
distance aryume.nts for message bounds in low-degre 
network mcb as rings , cro sing equence (lrgume.nts 
for ring computations, 11H:ss.a9e-steaUng arguments 
for communication protocols , and finite -state argu. 
men for F ~ based algor'it h ms. 

Also, some proofs make us of reducibilities to infer 
impo Ibilily results from other that have previously 
been proved . 

3.2 Gonnec. ions 
ing 

ith Fo1·n a.I Model-

The work of doing irnpos.sibili y proofs is tightly in
tertwined Vlith th work of defining formal models. 

• ir$t , impossibility proofs need to be based on rig• 
orous and well-designed rormal models. IL may be 
possible to avoid using formal models if one is inter
es ed only in designing a.Jgo.rithms. Bu i:t is not po~i~ 
ble to fake an impossibility proof- such a proof make 
no sens ai all without rigorous des.criptiori. That .is 
not o sa that one shou]dn 'i work on an impossi bili y 
proof an illf'ormaJ 1 vel ; he final producL howe ·er, 
n ds o be carefitlly described. 

here. a.re. many featnr~ ba mak a mod I appro
priate for impossiblity proof:. Of tolll e, i need lo 
b r1goto . h must penni epa:rate. de cription of 
the problems o b solved and of he. allowa.b]e ilnple• 
mentation . It must pro¥ide a proper treatm nt of 
admissibilil.y and control of actions. roblem. sta e
ments mu t be uflk.iently ''tigh " to serve as a ~a-
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sona ble contr ac between a sp c.i:fier and an imple
mentor. {They should neither say oo li le nor too 
mu ch.) Problem statements must be sufficiently dean 
to be invoked repeatedly as justifi.ca ions for step of 
a construction. Fina,lly, implemeotatjon models need 
to be dean and simple. ( It i neither feasible not in
~res ting to prove impossibility results a.bou a messy 
implemon ation model.) 

A by-product of work on impossibility proofs is the 
deV"elopmeot of formal mod ls ,;'lfiU1 the nice features 
llilted above. If an area bas only algori bm , bu no 
impossibility resruts, I don't b lieve it. is likely tha. 
h models tba arise are likel oh ve the arne {ea-

true , ln particuJar, · h problem sts ement are no 
likely Lo be eii.her tigh or clean. 

\\ hen many peopJe get involved in proving upper 
and lower bound I"e$nlts in an area, the probl m sta 
ments and implem n a ion assumptions used in that 
area te11d t-0 get a. lot of earefo] disco ion, wbic.h in 
turn help Jea<l to convefgence on good sets of as
sump ions. 

be use of formal models fore.es p eopJe to make 
their assum ption explicit. This helps to ·xpose sub
tle differences in assumptions which often Jeads to 
many variations on the sam pro blern, with e.orre
sponding different re uJ s. 

On the negati . e ide, i •. is cer a.inly :rue that the 
use of rigorous formal models imposes o erhead on 
he presentation of results; for imp0;5sibility resul , I 

· hink hi · unavc;idable. 

3.3 Problem S atements 

I have some general remarks about appropriate kind 
of problem .statemen for imp ossi bilit results. 

Fir , tbe probJems mus · be stated precisely. This 
does not mean that they have to be stated in a formal 
1ang1.i.1.ge such a temporal logic. I does mean ha 
hey must make sense in terms of a basic mathemati

cal model that can be used for desci:ibing implemen a
tions and for ca.Hying out. the IH!cessary mathematical. 
a.r i:tum enb. 

i no enough for he problem state:ments to be 
precise; the problems also need to be \\·ell-cbos n -
crisp and imp1e. his makes i a lo easier invoke 
the problem tateme:nt when carrying out construe-
ions of bad e.xecutioru.. 1 also makes i more likely 
l1at he result obt ai:ned will. he fundame.11 tal. 

I is ver hard to work on a. direct impossibility 
proof £or solvinor a very complex distribut.ed com
put.ing problem. e.g. for implemen ing a fancy dis-
ributed I in the presence of certain fau1ts of the 

1mplemenHng processors perhaps with a certaiu cot. 
One needs to ex r act simple prototype problems from 

·an a.re.a t.o c-arry on lhe basic proofs. ( omet.imes 
comple.x and specializ d problems can be hown to 
be impos ible u iag reducibili i , or by being sp ial 
cases of a:. resul about i;rnple, more general ystelll,g.) 

It is also imp or tan for problem sta.temcn o be as 
general as possible I although ge:uerali ty ~ ldom comes 
011 he first t r , 

In a pa.per , ith contrasting possibilit. and inipos
sibilit)' resul it iii :not unusual to find wo d.ifferent 
statement for he ame"' problem - a strong state. 
men for the algorithm and a ,,.,eak statement for 
tl1e impossibility results. This s n.te.gy is a way or 
makiug ea.th result a,s trong as possible. 

3.4 The Process of · · orking on Such 
Pr,o-ofs 

llow does one go abou · working on an impossibility 
proof? The fi:l"St thing to do is to try to avoid solv
ing th problem, by using a reducibility to reduoe 
some other unsol able problem to i . If this fails, 
you next c:omrider- your intuitions abou he pro bl m. 
This miglll not h lp much either: in my ei,.rperience, 
my intui ions about wbic.h way the .result will go have 
b en wrong ab out 5'0% of th time. 

Then i is time o begin the game of playing the 
posi iv and nega ive diredioru; of a proof again 
each ot hi:r. My colleagues- and I have often v.;orked al~ 

rnately on one direction and the o her in each case 
until got tuck. It i not a good idea to work just 
on an impossibility result, hecause her · alway th 
unfortunate possibilitr ha: the ask you axe ryin 
o pro e is impossible is in fac po. ibl , and some 

algorithm may Slll'face. 
An in restin_g intetp1a.y cit.en aris when you work 

alternate! on both directions. The limita ions you 
find in designing an algorithm- e.g., the reason .a par
ticufa:r algorithm fails~ ma.y be generalizab1e to gjve a 
limitation on all algoritlu .. This is how we found the 
lower bound in [66]. Con verse 1 , he r~as.o11s tha.L an 
impossibility p:roo[ fails can sometimes be e..wloited 
to de\'ise wuntere.xarnple ail.gori bms. Thi is how we 
found be no lockout algorithm in [26]. 

Arriving a a ca.re[ul at 1e11 of h problem i 
rumall. an iterat.i e p{0c . H usually takes a whil 
just o g L iL corr c : iL' easy to make the prob
lem ta.t.ement too strong (e.g.1 by requiring hat a 
resource: b gun d without aying tba.t be envi~ 
ronment must always re urn he resmuce}, in which 
case impo ibility resitl s might hold for t r ivia] re~
sons. It' also easy ~ make he statement too we.ak, 
in wh.ic h case riv ia.l counterexample algorithm~ can 
Ml!Se, 

\ ith some luck, this it ra.ti1<,i process ventuallJ 
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l ads to an interesting probJem statetnen and a cone
spondi11g impossibility resuJ ; hen h problem. .st.ate
rnent should be ''poJished,, . nmpLion tha ace 
not neede.<l can be eliminated, w ha impossibility 
is proved based on the weakest p ossib!e set of re-
guirements. he p!.'ohlem :staternen t sbould be ma.de 
as gcner al and e1ega.n 1, as possible . ( • o:r example, 
in the impo 1bility re.suit of [ o] we weakened the 
u ual wnsensus validity conditions after the fact to 
indud any algori hm wi h the option of r aching ei
tbe:r of two di.ff. ren decisions. bis mean L that the 
r ult w· ong enough o apply o commi algo-
rithms. e 8ilso noticed after th fac that we oouJd 
strengthen the power of he message y tern from in
dividual sends to atomic broadcas ; bi rengtben
ing weakens the requirements of he al god hm, since 
it now is only required o work in a ;rong r environ
men .) 

1 find th at ooe of be batd t a.spec of work
ing out pi;oblem statements an d unpo ibility proofs 
(especially for asynchrooous .systems) .is the proper 
trea ment of a.dmissi bill y. Th defini io and proofs 
must ensure Lha all (non-failed} pTocesses contn1ue 
to take steps, or aU messages are delivered , or ha: 
o her appropriate liveness condition..s are satisfied., in 
he bad admissible executions that are con~tt ucted. 

3 .5 Wha , Good re I mposs:ihill y Re-
sults? 

\Vhat good a.re irnpOStiibi]ity resu! 1 anyway? They 
don seem very u ful a fitst , sin the don't alJow 
computers l'.io do any hing they conldo't prevjously. 

Mos obviously, impossibili results eU you when 
you should stop trying o devise or improve an algo
rithm. Thi information c.an be useful both for theo
retical research and for systems development work . 

is probably true ha most systems developers 
even when confronted with t.he prow.:d impossibility 
of what hey 11) trying to do, will still keep tr. in. to 
do i . This doesn't necessarily mean that they are ob
stinate buL l"ather tha hey have some flexibility in 
their goals. E . . , if hey c.an' accomplish something 
absolutely, maybe they caQ settle for a solution that 
works with "'sufficiently high proba ili ·". In ~uch a. 
case, th ffect of the impossibility result nught be 
to rna.ke a system developer darif his/her claims 
a.bou ,,, hat the sy tern a.ccornp li hes_ 

Ptoving impossibility results causel! us to take a 
very analytical approach to und r-standiug the area. 
I causes us o s ate carefully exact.ly wba.t ~ump
tioru;; (about the e:xecutio11 environment and the prob-
Jems) he results depend on, This sor of detailed in~ 
formation does not normall. ari5e from or algorithm 

or sy m. developme.n work alone. 
ome im impo ibili. proofs lea<l Lo interesting 

work on wa.v of get ing around h inheren limi-
a ion. For exampl , many randmm;,,ed algorithms 

have been produced in order to get axound lhe in
herent cost pr viously ptoVlld for determinist ic and 
nonde erministic algorithms. Examples include Ben
Or's a:synchronou.s fault-toleran com,eri;su.s algorithm 
in [19], llai and Rodeh's raodomfaed algorithms for 
lad r lecctron without identi:fi rs in [66] and Feldman 
and Mica.Ii' ·fas · a.lgori hm for synchronous consenl!aS. 
[52] . 

The do connections be w n impo ibiHty prool"s 
and modeling means tha impossibili y results: hetp in 
the development of formal models . l fodels ptoduced 
for impossibility proofs have many nic fea ures 1 as I 
di cussed earlier. They ar no only useful for prov
ing impossibility results; thev also ha. re o , her u e 
uch specification and verifica. ion of algorithms 

and soft.ware. 
Finally, I think that an understanding of impossi

bility results in mi ar~a is an impor an par of un
derstanding he fundamental ideas of tha area. 

3.6 Unifi ed M odels 

pet guest io11 of min is what we. can do tor duce 
th n e.cl for o much defici tianal ;md modeling woik 
for impossibili y r ul!:s . _ ho.se of us who prove im
possibility [esult get tited of writing hos long and 
formaliE 1-la.d n d fini io ction , and am 11re 
most people a.re tired of re.a.ding hem. ince uch 
precision i n ce ai·y, i seems that tl1e on.ly hope is 
lo try lo a.Yoid repeated work by using a tandard 
model as the foundation. I am no ur yet how ne
e fa] th at will be. 

A unified model coald provid a tandatd w.cy- of 
coping witli ideas tba appear repeatedly. or exam
ple he l/ O automaton model prm 'des more-,or-less 
standardized ways or present ing algorithms and prob
lem stat m t (for au asynduono11 tting), and has 
a. built- in trea.tment af admissibility snd of con rol of 
&ctions. These considerations arise in many dilfor
en results, in n1any areas , including shared memory 
algorithms, disi.rilmted consensus and network al~ 
rith:m . 

se of a unified model t.ha spans several areas 
could facilita e th,e applica: ion of r • ul from on 
area o another area, e.g., the a.pp]ica:l:.ion of c.ou,s.en• 
su re ult to mutual exdusion or register problems. 
(This is true not jus:t for irnpo:ssibility resultc.S .) 

l have tried using both of he general models I 
have been involved wit.h , in impossibility proofs. The 
model of [ 1] wa.s not ha successful for this purpose, 
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but in retrospec· I hink i· was mainly be,cause it is 
a sllared-memmy mod l and v..""e were rying o u 
i for inappropriat t in&$ suc.lt as message~passi:ng 
systems. Th l/O automaton mod.el h· been u:sed 
recently, and s.eems reasonably successf nL 

I have considered recasting some eadier resulLs iri 
terms of I/ 0 a.u omata. In the earI.v work Oil mu ual 
e. cJusion, the definition did not establish a clean 
boundary around the algorithms, allowing their inter
ac iw.!! beha.vio.r to be clearly specified at hat bound
iny and making it possible to c.ompose the algorithms 
,vith others t.o build a y m. 1/0 automata could 
remedy this. On the other hand, 1/ 0 a.utoma a have 
one drawback for hi area-: the fa.ct ha they tr ill
puts and outputs as ~p ra vent means that I.hey 
might tend ta reat som things non-atomically that 
could be eated a: oroicall). This could complica 
th pI'IJOfs. 

I hink tlia impossibjlj y [esult abou a omic reg
isters cou]d exp[essed well u ing l/0 automata.. or 
conseJ1sUS the result of [55] and o , her rel a ed results. 
c:!U) a.1:w he [edone u=amg I/0 automata.; the new pre
sentations seem to m to be a little simpler than the 
old. The synchrooiz-ation result o[ [ ] can also be 
redone using I/0 automata rather than our ha.red
memo.y model , a.nd he new presentation seems much 
impl.er and more na ura1 han th old. 

l don't expect a unified model to be a panacea,. 
here a·re many ideas tha are not common to all work 

in the a,ea., such as spec· al umptions about timin 
and failures. Ea.ch ~ ul would probably till ne d to 
be pre<:eded by 11. description of its own .set of special 
conditions. Hut. perhap he migh con titut le 
overhead han before. Perhaps he use of a geoeral 
mod I migh h Ip Lo identify which of the dilfe1ences 
are essential, and :remove he other . 

I do no actually seem tha. , h.inking a.bou a 
genetal model such as h 1/0 automaton mod l has 

t been very helpful in getting insigh while working 
oq the combinatorial t l · . o far, heir w,e has 
been solel. in producing clear and rigorous pres.en ,a,. 

ions (and finding mistakes in in ui ions). 

3. 7 Rando1nized Algorithms 

o far, thcr have b n vru:y few in Le-re.sting impos
sibility results for randomized alg-orithms. The main 
examples I have mentioned ue [6 1 60, 33 l]. Of 
cour e, one wouJd ei.."f)ect fewer im.possibili y r -ul · ~ 
for randomized algori hms, bee.au e less is impOS6i
b le wi h such algari · hms, bu some more should be 
provable than exist currently. 

It is much bard er to reason bout the limitations 
of randomiied algorithms than about Lbose of de-

ermini.:stic. algorithms; it see:ms necessary to analyze 
ver. complex proba.bilistk interactions beLween be 
algod hms a d ad ver a.ti having various amoun of 
koowle.dg: and power. Th area. of ad,.·ersarial com
puting i one Ura!. reall ' could use imp:roved und r
standing, a.nd impo ibility results for ca.ndomized al
gorithIDS wouJd surely coo ribute to that undevnaod
ing. 

3.8 They re Easy 

Impossibility proofs are much easier in our area than 
in most others- This is because the limi ation of local 
know ledge is the: funda eotal fact about th sc. ting 
in which we work, and tt i a ery powerful limita ion. 

4 Future Direction 

4.1 Technical Open Q:ues ions 

I men icmed a few open qu tioD a:rli r. b e ar 
ummarized b r . 

L In the no-lockout mu ual e.xdus.ion work in [26], 
he ''forgetting" assumption necessarv? 

2. In he conserums work in [ 46}, v here some as
s,umpti.on are ma.de abou Li.me l'or message de 
livery, ~ ha ar th xac tim bounds required 
for oon:sensns"? 

S. With wlu.L probability can cons nsus be guaran
teed by raodomiz.ed algori hms, in the presence 
or a Jarge nllrnbe-r t of faults i:elative o the total 
number n of processes? 

4. What i t.he exac number of process am.es re
quired by lhe process renaming problem of [10]; 
i it 11 + l or n +tor somewhere in be ween? 

5. In the da a link work of [7 ], how fast must dr 
number of pack t grow with time? ( ome new 
1:e:sults appeM nl [99), in the current. PODC.) 

6. More results ill he tyle of [65] should be possi
bl . Exactl what objec can and can', be im~ 
plemen ed in erms of whact o her objects, in a 
wait-free manner, or not in a wait-fr,ee manner? 
iN'Jui.t R!e the ~ociated time bounds? 

7. Can the r-esuJt in [6] be extended oo the i::ase in 
which Lhe cucuit does noL have a loop-free re
striction? 
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4.2 Other A reas 

lmpossibili y rcsul in distdhuted computing the,;iry 
hav been concentrated into a few subareas. It should 
be possible to ex.pan d the s.et of problems being con
sidered, by looking at other a.reas. There will be some 
initial work .required to identify c.ris:p problems, sui -

ble for imp os.sihilit :y resul . 
Although som of hese areas have alte.ady been 

well "mined'1 f.or basic algori h-ms the same is not 
true £or impossibilit results ( and cou11tetexamp le al
gorithms). om.e resuJts could aris bas don the f.olk 
wi dom of b areas. ome suggestions for areas a'[ : 

l. Oomm.unica tion protocols: o very much has 
been done ye . Th re is still more to under
st and a. bou l b r la fons h~p be \cveen he data 
link layer and the physical 1a.yer, and here ar 
lot of other lay rs to con idct, 

2. Real-t ime prmessing: U would be nice to hav a 
th ory to des ribe t.be fundarnen tal com bina..to
rial rop r i of real-time y tems_ lmpossi bi].. 
icy tesults bould be an .important. part of his. 

ot bat bo h his and h preceding area re
quir model for iming.-dependent algorithms , 

3. Paralful c.ompu ing: There bas been lots of o::om
binatorial work in this a rea, but I.be models 
( R.AI\Ps, e c.) are di.treren from thos-e coin~ 
monly u d rn our area. W might wan to con-
ider models for parallel computing tha are im

i Lar to he mode: hat haY b n considered in 
our area - iovoh·ing asynchrony and faihires for 
e:icample. 

4. Databases: Little bas be.co done ofar. bis area 
· charac teriz~d by complex problems and algo
rithms; ii. is necessary Lo identify imple, c:risp 
problems .. l might be pos ibl to prov limit~ 
tions on the ability of systems o guarantee s.e

rializ;ability wi h hv nes , ,g., based on limited 
information provided to each object, or ba5ed on 
kinds of faulty behavior. Results migh be ob
tained about specific data. type or ransac ion 
types. 

. . 3 Other Sty ]es ,of Results 

I would iike Lo see more lower ounds on im for 
asyncluonous algorithms, ·uch as [ ]. uch bounds 
have been unde1empbasiz.ed oo far . Time. mea
sure d fmitfons appropriate for asynchronou sys
tem.<::, such as those in [90, l, 79, 3] must be used~ 
_ fore work is also n d on impossibility resuJts for 

.randomized algorithms. More work is needed on con
ccp relating dilfer n problems, such as reducibili
t ies and comple..~ity or computability c~es. ( uch 
classes hav bem:i et y useful elsewh r in comple;cit_ 

theory.) 

4A Model ing 

lore work is needed in developing good model for 
use in pro\iog impo ibili y resul s for d.istribu ed 
computing. A general model is desirable; 1/0 a.u· 
toma. a are one possibility, bu there may be others. 
If I/O automata ru:e to be used hey need to be aug
mented in various: ways, e.g. with time definitions as 
in [ S] .. It will still sometimes be nec~a.ry to develop 
mod ls tailored for '!lpecifk areas. Pet haps a. gen ral 
model CM be used, with sp cial ructure ad ded on 
to fit i to a.ch area . 

4.5 Unifying and Ge, _eralizing Results 

It may be useful to t ry to unify the work thats al
ready been done, in the way ha. , [5 ] unified a large 
collect ioo of n !£ 3t lower bounds. In par icular, the 
results abou ring oomputa io11 cou]d use such coa
foscing. There seem to be oo many n{ n Jog n) lower 
bo11nds! 

The seems to be something v ry imilar about 
the prob]ems of mutual xdusion, conseI1s.u , eriruiz-
ahili~y, leadet election, and ei,'en lobal snapshot . o 
th.ere should be imilar inherent limitations on olving 
these problems. A ther common proof edmiq1,1es 
or- even reclucibilities here? 

Although. her arc 100 proof:, mayb her ar 
only si.x ideas - pe haps i is possible to prove the 

ix Fundamental Theorems of Distdbuted Comput
ing, from wruc.h all of 1.hes.e other results wiU follow! 

5 Conclu ion 

I've tried in I.his talk to gi,.·e you a good pie ure of the 
history, status and tla..vor of research in impossibility 
proofs for dis ribu d computin . I hope you 're con
vinced tbat it is an intere.sling and fruitful area for 
research. Now wi b some 1 uck, skill and inspira ion , 
we can continue to make great s rides , proving more 
and more things to be impossibl ! 
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