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#### Abstract

This thesis is concerned with the modelling and performance analysis of systems which consist of concurrently acting components, an example of which is an asynchronous pipelined processor. The work is divided into two parts.

In the first part, a suitable model is developed for describing the structure of asynchronous concurrent systems. In conventional automata theory, the finite-state machine model is used to describe the behavior of systems; the problem with this is that a large number of states results when practical systems are modelled. In this thesis, each system component is modelled as a finite-state machine, and a system is viewed as an ensemble of interconnected finite-state machines.This has the advantage that the size of a system model grows linearly rather than exponentially with the number of system components. A subclass of Petri nets known as SMD (State Machine Decomposable) Petri nets is identified in order to formalize the notions of finite-state machines and their interconnection. For convenience, systems of interest are divided into two broad categories: (a) Deterministic, or decision-free. (b) Non-deterministic, or systems with decisions.

SMD Petri nets are used to model both classes of systems; in addition, a subclass of Petri nets known as LSP Petri nets is used to model those deterministic systems that cannot be modelled by SMD Petri nets.

The second part of the thesis is concerned with finding the computation rate of activities in real-world asynchronous concurrent systems. Practical systems are constructed from devices which have a finite speed of operation. Since Petri nets do not have time parameters as part of their definition, they can model the structure of systems but cannot be used to study their computation rate. The definition of Petri nets is augmented to model the speed of operation of a device in a system by assuming that the corresponding activity in the Petri net has a finite, non-zero time duration. The resulting nets are termed timed Petri nets, and methods are given for finding the computation rate of activities in timed SMD and LSP Petri nets. The results are applied to the analysis of several asynchronous systems drawn from areas within and outside the domain of computer systems .
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## INTRODUCTION

### 1.1 Background

The philosophy of this thesis can be described very effectively by the following quotation from T.C. Chen [ C2]:

In the quest for performance above and beyond that deliverable by hardware componentry, two alternative multiprocessing approaches to computer design can be taken. One is to subdivide each oncoming job among many identically constructed mechanisms, and is commonly referred to as parallelism. The other alternative is to develop a collection of specialized mechanisms capable of working simultaneously to form a general purpose organization; this is commonly called overlap, and an extreme form of this is called pipelining.

It is well known that present day machines are very wasteful in terms of resource utilization. One of the original arguments for time-shared multiprogrammed systems was the fact that they could permit better utilization of system resources than a batch-processing system by overlapping the operation of the processor, primary storage and secondary storage. The processor in contemporary computer systems is treated as a resource unit which is allocated to a user job or a task within a user job. Each processor typically consists of smaller processing units like adders, multipliers, an instruction fetch unit and an instruction decode unit, all of which can potentially be operated concurrently with each other. If it were possible to achieve this degree of concurrency, a much greater processing rate could be realized as a consequence. Of course, the over-
all throughput of the machine depends not only on the-instruction processing rate of the processor, but also on factors like the speed of the main memory, its degree of interleaving, the type of secondary storage and finally on issues like the job mix and the scheduling strategy used. But by suitably reconfiguring main and secondary memory, the benefits of added concurrency in the processor could be realized as added throughput in the overall system. In most contemporary processors, overlapped operation of functional units within the processor is restricted to concurrent fetching and decoding of instructions. Many systems can be run in a multiprocessor configuration so that real parallelism is possible. However, this parallelism is between user jobs or between different tasks of the same user job, a situation which we term macro-parallelism. Dennis [D3] has advocated a computer organization in which parallel operation is possible right down to the level of instructions in a computer program or a user task. We term this micro-paralleliam and it is clearly impractical on contemporary machines because of the overhead involved in awitching the processor between instruction streams.

Jack Dennis has looked at the issues involved in designing a computer system to support micro-parallelism, and readers interested in his proposals for a memory organization and a representation scheme for programs and information structures are referred to his paper [D3]. We quote his remarks about the processing hardware:

The organization of the processing hardware is intended to permit extensive sharing of multiple specialized cells by many computations to ensure statistically high utilization. It is envisioned that there be tens to hundreds of units of each cell class, operating independently and asynchronously using a service on demand principle of control.

The control needed in such a large complex system would be too formidable to tackle with a centrally clocked or a synchronous organization. Dennis has rightly pointed out the need for asynchronous operation of such a system. Each "cell" in Dennis' system corresponds to a functional unit of a certain type, like an adder or an instruction decoder, and the operation of a cell type will be overlapped or pipelined with the operation of other cell types. Thus, by a combination of parallelism and overlap, a statistically high instruction throughput should result. We will refer to such systems as "asynchronous concurrent systems" and will have occasion to use this term often in the course of the thesis. Dennis and Patil [D1, D2] have addressed themselves to the problem of evolving tools for the description and implementation of such systems. They have made much progress, and their efforts have resulted in a systematic technique for both the description of asynchronous concurrent systems together with a methodology for their realization using a set of elementary modules [D1, D2]. In this thesis, we would like to address ourselves to the question of modelling such systems with a view to predicting their performance. The performance of an asynchronous processor such as visualized by Dennis will depend upon several factors, some of which are listed below:
a) The number of functional units of each type.
b) The speed of operation of each functional unit.
c) Statistical properties of user jobs, e.g., their degree of parallelism, relative frequencies of the different instructions.
d) Gross statistical properties of user jobs, i.e., job arrival rates, mean length of user jobs.

Before we can incorporate these factors into a model for performance evaluation of asynchronous computer organizations, we must come up with a
suitable descriptive tool or model which can represent the structure of such systems in a manner that is both simple and accurate. In particular, factors like (a) and (b) should be readily incorporated into the model.

Models for asynchronous systems as they currently stand can successfully describe the structure of asynchronous systems, i.e., the structure and interconnection of the parts of the system. However, they do not have a way of incorporating information about factors like (b) and (c) as part of their definition. In this thesis, we have developed a model in which factors (a), (b), and (c) can be described in a natural and simple way. Thus, given a description of the structure of the system and the speed of operation of its parts together with statistics on the utilization each part, we can obtain a measure of the throughput of the system. If the system we are considering is an asynchronous pipelined processor, we can obtain a measure of its processing rate, given that we have information of types (a), (b) and (c) available to us. The actual throughput of such a processor when connected to memory units and in the presence of user jobs is not easy to find. We will not study issues of type (d) in connection with the performance of asynchronous computer systems, but will concern ourselves with finding an index of performance which we will call its information processing capacity or computation rate.

Our approach will be to study an existing model for asynchronous systems and explore in depth its applications to the modelling of various types of concurrent systems, including pipelined organizations in which parallelism may be present in each stage. This model, while adequate for describing the structure of asynchronous systems, does not contain information regarding the speed of operation of system components or any
information about the statistical utilization of the parts of a system. We show how such information can be incorporated into the model. The properties of this augmented model are studied, and a technique is given for analyzing the throughput rate of a large variety of asynchronous processing or computing systems. The model we have developed and the analysis techniques for it were motivated by the desire to study performance issues in asynchronous computer systems. However, the work can be applied with equal facility to analyzing numerous systems outside the realm of computer systems; the best example is that of an assembly line, and we shall interchangeably talk about pipelined processing systems or assembly lines, because both share fundamental characteristics such as overlapped and parallel operation. In the next section, we pursue the modelling of asynchronous systems in some depth, and illustrate the spirit and flavor of the thesis by concrete examples.

### 1.2 Modelling Asynchronous Systems

Our study of various types of asynchronous concurrent systems has led us to the conclusion that, by and large, we would like to distinguish between two broad classes of systems:
a) deterministic
b) non-deterministic (i.e., having decisions).

Let us explain briefly what we mean by this distinction.

Deterministic Systems: We will call an asynchronous system deterministic if during the course of operation of the system, there is never a situation when a decision has to be made between alternative courses of action in the system. An example will explain what we mean. Consider an automobile assembly line in which only one kind of car is being manufactured, and each car is made from similar components using the same sequence of assembly operations. Thus, in the course of operation of this system every assembly operation is needed for the assembly of each car, there being no difference in the sequence of steps needed for the manufacture of the fourth or eighth car output by the assembly line. To give another example, consider a pipelined floating-point adder, arranged in, say, three stages (see Fig. 1.2.1). Each stage performs a certain operation on the pair of operands input to the pipeline for addition. Thus, each operand pair that is absorbed at the input goes through the same sequence of operations before being output as a result. Such a pipelined system is also a deterministic system because no choice has to be made between alternative courses of action. So far we have looked at systems in which the objects being assembled (or added, etc.) go through an identical sequence of operations. A more general class of systems consists


Figure 1.2.1
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of those systems in which the objects being processed do not necessarily go through the same sequence of operations, but the operation of the system is still deterministic. An example of such a system is an assembly line for the manufacture of automobiles which alternately turns out two kinds of autos, one fitted with a 200 HP engine and the other with a 350 HP angine. We shall assume that the car with the moce powerful engine has to be suitably braced and fitted vith extra gadgetry, so that after the engine has been bolted to the chasais, subsequent assembly operations performed on the two cars are different. Thus, even though there is a point in the system at which a decision has to be made, this decision cannot, for example, be made arbitrarily by an assembly line operator. The operation of the system is, so to speak, "preordained," i.e., there is no point during the operation of the system at which a choice can be exercised between alternative courses of action.

Let us now move on to the clasa of systems we have termed non-deterministic systems.

Non-Daterminiatic Systemg: We will loosely define mou-deterministic systems as those in which there does exist a choice between alternative courses of action. An example of such a system is the assembly line of Figure 1.2.2, minus the restriction that the tyo types of automobiles be manufactured alternately. Thus, at the bay at which alternate routing of the two types of partially assembled autos was done, this routing can now be made random or controlled by some decision process other than a purely deterministic one. The decision could, for example, be made on the basis of up-to-the-minute customer orders received from car dealers. The operation of an assembly line such as this is said to be non-deterministic. Let us now give a more computer-related example. Consider the
simplified model of a pipeline processor shown in figure 1.2.3.


Figure 1.2.3. A Simplified Model of a Pipeline Processor for a Computer with Three Instruction Types.

We shall assume that the instruction set of the computer has three types of instructions, termed types A, B, and C. Instructions are fetched at Stage 1, decoded at Stage 2 and processed according to their type at Stages 3 and 4. The reader will notice that we have chosen the same notation for representing both the assembly line of figure 1.2.2. and the pipelined processor of figure 1.2.3. Both these types of systems,
together with a large variety of others, all have the basic characteristic that they consist of a set of parts together with some mechanism for coordinating their operation. In addition, the system parts could be arranged to exhibit overlapped operation and parallelism. Let us explain these two terms in the context of Figure 1.2.3. Each stage of the system is a part, whose operation can be overlapped with that of the other parts. We will say that the parts of the pipeline processor operate concurrently or in an overlapped fashion. We now come to parallelism. Suppose Stage 1 consists of two identical hardware units, each of which can independently fetch an instruction, and the two can operate concurrently with respect to each other. Stage 1 will be said to have paral1elism of degree 2. In general, any stage is said to have parallelism of degree $n$ if it has $n$ physical hardware units available for processing.

## Brief Statement of Thesis Problem: The problem we have addressed in

 this thesis is to study in some depth how to model asynchronous, concurrent systems such as the ones shown above. We have chosen a formalism known as Petri nets [H1, H2] to express the sequencing relationships between events in asynchronous systems. The problem with Petri nets, as with other models for asynchronous systems or parallel computation that we could have used is that they represent only the sequencing or "cause-and-effect" relationships between events in a system. Such a systems description is not adequate if we wish to study performance issues. For example, the assembly lines and the pipeline processors modelled in Figures 1.2.1. through 1.2.3. are all real world systems built from components or devices which take a certain amount of time to operate. Thus, the production of cars or the processing of instructions in an actual system is not instantaneous. The rate at which processed objects appear atthe output depends upon several factors, some of which we outlined in section 1.1 in connection with an asynchronous pipelined processor. Recapitulating, the throughput rate of an asynchronous processing system will depend upon two kinds of factors:
(a) factors intrinsic to the system, like its structure, the organization of its parts and the speed of operation of each part.
(b) extrinsic factors, like availability of items in the input queues, statistics on the type of items input to the system for processing. The only extrinsic factor we will model will be statistics on the outcome of decisions during the course of operation of the system. In connection with Figure 1.2.3, this would mean the relative probabilities of occurrence of each of the instruction types $A, B$ and $C$ during the operation of the pipelined processor. As the reader will note, this is equivalent to the relative frequency of use of the system parts which perform the processing of these instruction types. We will not model other extrinsic factors, like arrival statistics for items in the input queues. The throughput rate that we thus calculate for a processing system will represent the maximum rate possible, assuming that it is connected to a balanced configuration of primary and secondary memory.

In the next section, we look at previous work in the areas of asynchronous systems, parallel computation and project scheduling which is relevant to the research presented in this thesis.
1.3 Re1ated Work

Considerable work has been done in modelling the sequencing or control aspects of asynchronous systems, but few workers have actually considered issues of timing or speed of operation.

The work of R. Karp and R. Miller [K1, K2] is concerned with the development of a mathematical model called parallel program schemata to represent parallel algorithms. A set of uninterpreted operations is defined over a finite set of memory cells. With each operation is associated two subsets of the memory cells called the domain and range cells. Upon activation, called an initiation, an operation reads the current values in its domain cells and evaluates a function with these values as arguments. An unspecified time later, the results are deposited in the range locations, the latter action being called a termination. Control is conceptualized as a possibly infinite directed graph consisting of a set of control states (nodes) together with a transition function that specifies for each state initiation and termination pair the succeeding control state. A computation is a sequence of initiations and terminations that corresponds to a defined path in the control graph (emanating from a designated starting state) and that satisfy other rules. With this formulation, parallel activation of operations is possible, but their work on the whole is more concerned with control structures for parallel programs that properly terminate than with the issues involved in being able to represent continuously operating asynchronous concurrent systems.

Dijkstra [D4] considers a method by which asynchronous sequential processes may operate concurrently and commonicate harmoniously. The processes are provided access to common integer values called semaphores.

The semaphores can be manipulated by means of two synchronizing primitives, the " P " and " $V$ " operations which decrement and increment, respectively, the value of a semaphore by one. The $P$ operation can be executed only when the current value of a semaphore is greater than zero. Conditions are investigated for an ensemble of interconnected sequential processes to operate without being deadlocked.

The work of Holt and Commoner[H2,C1] is very significant and has formed the starting point of our thesis. Their model, called Petri nets, is very simple to understand, and consists of two types of nodes termed places and transitions. A set of directed arcs connects places to transitions or transitions to places. Markers, called "tokens" are put on places, and each token that is put on a place corresponds to the holding of one instance of the condition corresponding to that place. When every input place of a transition has a token on it, it can "fire." A firing causes one token to be removed from each input place, and a token to be added to each output place. Commoner has investigated conditions for a subclass of Petri nets to operate in a deadlock-free manner. Hack has done an extensive investigation of a subclass of Petri nets termed Free Choice Petri Nets [H1].

So far, we have discussed models for asynchronous systems in which no mention was made of real time. Two bodies of work exist in which real time issues are entered into for asynchronous concurrent systems. The first is the PERT network used in project scheduling [F1]. A PERT network is an acyclic directed graph with an input vertex and an output vertex. All arcs in the system lie on paths from the input vertex to the output vertex. Each arc denotes an activity in a project, and a method is given for calculating the shortest amount of time that it
takes to complete the project (the critical path), and also the earliest and latest time that any given activity can initiate in order that the project be completed in the shortest time possible. While PERT networks can explicitly represent concurrent activity in a system, they do not have the power to represent systems which operate in a recurrent or repetitive fashion. Nor, for that matter, can they explicitly represent system components with parallelism within each component. Most important, there is no provision in the structure of PERT networks for representing a choice between alternative actions in a system. This makes the model inadequate for modelling the complex asynchronous systems we would like to handle.

Martin and Estrin at UCLA have studied a model of parallel computation called the program flowchart [B1, M1, M2, M3]. Program flowcharts are directed graphs consisting of nodes and arcs. Nodes represent operations in a computer program and arcs represent data paths between them. An operation can take place when sone suitable logical combination (and, exclusive-or) of its incoming arcs have data values on them. When an operation takes place, it absorbs data values from its incoming arcs and puts data values on some logical combination of outgoing arcs. The model is extremely powerful and can represent decisions explicitly. Martin and Estrin are concerned with modelling parallel computer programs, with a view to finding their mean computation time, i.e., the amount of time it takes to execute a computer program from start to finish, For this purpose, they assume each node to have a fixed (deterministic) time duration. A technique is given for finding the mean execution time of well-formed program flowcharts. Although the model is capable of representing recurrent processes, Martin and Estrin have confined themselves, in their
analysis, to models of processes which operate in a "one shot" fashion. Also, they have not developed their model to a point where it can be used for modelling complex pipeline processors or assembly lines. We will show in the course of our work the added generality that is possible with our approach to modelling asynchronous systems.

1) It is shown how asynchronous concurrent systems can be looked upon as an ensemble of suitably interconnected finite state machines. Petri nets are introduced to formalize this notion, and also as a graphical tool for visualizing the structure of asynchronous systems. It is shown what it means for an asynchronous system to be well-formed in terms of the corresponding notions of liveness and boundedness for Petri nets. The two classes of asynchronous systems, deterministic and non-deterministic, are formalized. Boundedness is shown to be a decidable property for Petri nets, and liveness in turn is shown decidable for bounded nets. (Chapter 2).
2) An in-depth discussion is given of the structure of asynchronous concurrent systems in terms of SMD (State Machine Decomposable) Petri nets. The notion of a "current assignment". is introduced for transitions in a Petri net, and a consistent Petri net is defined as one which can support a consistent current assignment. Subclasses of Petri nets are introduced, chiefly Event Graphs, LSP (Live, Safe, Persistent) Petri nets and SMA (State Machine Allocatable ) Petri nets. Deterministic and non-deterministic systems are studied in terms of these subclasses. (Chapter 3).
3) Timed Petri nets are introduced. These are Petri nets in which a transition executes for a fixed non-zero time called its firing time. The maximum rate at which an event occurs in a system is its computation rate. The computation rate of a large class of deterministic systems is found. (Chapter 4).
4) The general problem of finding the computation rate of non-deterministic systems is addressed. A bound is obtained for the computation rate of non-deterministic systems. Systems are identified for which this bound
is achievable. (Chapter 5).
5) Applications of our work to the modelling and analysis of real-world systems are given. (Chapter 6).
6) Unsolved problems are given, together with recommendations for future research. (Chapter 7).

PETRI NETS AND VECTOR ADDITION SYSTEMS

## 2. 1 Informal Introduction to Petri Nets

We will present the idea of the Petri Net model as an extension of the finite state machine model of conventional automata theory. The lateer model is based on the assumption that we can abstract from a system a total system state, and the action of the system is described by the set of all allowable states and a set of rules that governs the transition of the system from one state to another. Let us give a simple example here to explain what we mean.

Consider a stage of the pipelined floating point adder shown in Figure 2.1.1(a). Assune that it can handle one pair of operands at a time and that when it is performing an operation on an operand pair, other operand pairs in its input queues must wait until it is through with the current operand pair. We can thus represent the operation of the stage of the pipelined adder as shown in Figure 2.1.1(a).

Unit busy


Figure 2.1.1(a)

The stage can be in one of three states, denoted by circles in Figure 2.1.1(a):
(a) Ready for input operand pair.
(b) Unit busy (processing an operand pair).
(c) Ready to output result.

Figure 2.1.1(a) is drawn using the notation of finite-state automata theory, and a transition from one state to another is denoted by an arc. For reasons that will become clear soon, we will insert into each arc in Figure 2.1.1(a) a bar to denote the transition from one state to another. Also we would like to indicate what state a system is in at any given instant of time. We will designate this by the presence of a marker on the circle corresponding to that state (see Figure 2.1.1(b)).


The system shown in Figure 2.1.1(b) is in the state: "ready for input operand pair". When the system absorbs an input operand pair, it makes a transition to the state : "unit busy". Finally, when it is done with processing the operand pair, it becomes ready to output the result and makes a transition to the state entitled "ready to output result".

The system then outputs the result and becomes ready for the next input operand pair. This sequence of operations repeats.

Each stage of the system can be modelled in this fashion. We now consider how to model a two-stage pipelined adder, given that each stage is modelled in this fashion. Once again, by using techniques of conventional autonata theory, we see that the two-stage system can be represented by a finite state machine which is the cross-product of the two machines[H4]. Let us attempt to carry out this construction. We will assume that the states of the two machines are labelled $a, b, c$ and $a^{\prime}, b^{\prime}, c^{\prime}$, respectively (see Figure 2.1.2).


Figure 2.1.2

Figure 2.1.3 shows the resulting finite state machine. We see that it has nine states and a total of eighteen transitions between states. The problems with this representation are the following:
(a) The number of states grows as the product of the number of states in the individual stages.
(b) The identity of the individual stages has been lost. For all we know,
this could be the state diagram of a nine-state system consisting of only one system component (or stage).

The nine-state finite state machine obscures the structure of our twostage pipelined adder. We note that if the pipeline has $n$ stages, the number of states in the finite-state machine used to represent it would be $3^{n}$ : To represent a five-stage pipeline, we would need 243 states. We clearly need a formalism which provides more economical descriptions of concurrent systems.

Let us briefly discuss parallelism in a system like a pipelined adder. Suppose we consider a two-stage pipelined adder in which the first stage has five functional units in parallel, and can thereby support up to five concurrent computations. The second stage will be assumed to have eight parallel stages. We can represent parallelism of degree five in the first stage by placing a total of five tokens on the finite-state machine used to represent it. Similarly, we place eight tokens on the finite state machine used to represent the second stage. (See Figure 2.1.4). Each token is assumed to move from one state to another independently of all other tokens. The state of the first stage is now a vector ( $n(a), n(b), n(c)$ ), where each element of the vector represents the number of tokens on the corresponding place. Note that :

$$
\begin{aligned}
n(a)+n(b)+n(c) & =5, \quad \text { and } \\
n\left(a^{\prime}\right)+n\left(b^{\prime}\right)+n\left(c^{\prime}\right) & =8
\end{aligned}
$$

In order to model the first stage as a finite state machine, $3^{5}$ states are needed. Similarly, $3^{8}$ states are needed for the second stage, giving $3^{13}$ states in all for the cross product machine ! Suppose instead of attempting to model the above system as a finite state machine, we use


Figure 2.1.3 Finite State Machine Model of Pipelined Adder
the following artifiee : coalesce $t_{3}$ and $t_{1}^{i}$ together, givimg the diagram in Figure 2.1.5. The coalesced bar is relabelled 't'.

The output terminal of stage 1 is thus made the input terminal of stage 2. A transfer of an operand can take place when stage 1 is ready to output a result and stage 2 is ready for an input operand. In terms of the net in Figure 2.1.5, this is true when state $c$ in stage 1 and state $a^{\prime}$ in stage 2 each have at least one marker on them. Figure 2.1 .6 shows a configuration of the pipeline in which an operand pair can be transferred between the stages. Figure 2.1 .7 shows the configuration that results after an
operand páir has been transferred.
We are now ready to introduce some nomenclature. Each circle in the diagram of Figure 2.1 .5 is called a place, and the bars are called transitions. The act of transferring an operand pair between stages was achieved by an action called the firing of transition $t$.


Figure 2.1.4.


Figure 2.1 .6 shows a configuration of the system in which transition $t$ can be fired. When $t$ fires, a token is removed from each input place and added to each output place. (see Figure 2.1.7). In system terms, each input


Figure 2.1 .6


Figure 2.1.7
place to a transition represents a pre-condition that has to be satisfied (or hold) in order that the action corresponding to the transition may take place. If there are several tokens on a place, it represents several instances of the holding of the corresponding condition. Thus, when the action corresponding to $t$ occurs, it causes one instance of each precondition to cease and one instance of each output condition or postcondition to begin holding. When the finite-state machines representing Stages 1 and 2 are not connected, the stages they model are said to be mutually independent. In Figure 2.1.5, the finite state machines are said to be interconnected. Many other terms can be used instead of interconnected stages, for example, cooperating or mutually synchronized stages, but we will continue to use the term interconnected.

What we have done in the last few paragraphs is to introduce a way of modelling, in an economical way, systems of interacting parts in which overlapped operation and parallelism are both present. The terminology we have used is part of the definition of Petri nets, which are discussed more formally in the next Section. We have introduced the idea of Petri nets as a natural extension to the finite state machine model, and their advantages are obvious and considerable.

We would like to continue our informal approach in order to introduce some important notions that we will need in understanding the structure of asynchronous systems. Consider the finite-state machine in Figure 2.1.1(b). The state machine is strongly-connected, i.e., from every state there exists a directed path to every other state. The state machine in Figure 2.1.8 is not strongly-connected and we see that there is the possibility that the token can appear in place $p_{3}$, after which there is no way for the
token to appear in efther place $p_{1}$ or place $p_{2}$. What this implies is that once the token appears in place $p_{3}$, transitions $t_{1}, t_{2}$ and $t_{3}$ cannot fire.


Figure 2.1.8 A finite state machine that is not atrongly-connected.

We have seen that transitions can be used to represent operators in an actual system. In the systems we are interested in, we fasist that every operator always be usable. A system component those operation can be represented by the finite atate machine of Figure 2.1.8 has certain operators (represented by $t_{1}, t_{2}$ and $t_{3}$ ) which are not used after some transient behavior of the system. In the steady state, transitions $t_{4}$ and $t_{5}$ fire alternately, over and over again. We will insist that each finite state machine be gtronglyconnected, and the reader can see that this is necessary for the composite system to satisfy the requirement that every operator always be usable in the course of operation of the system. If it so happens that some of the operators can never be used (i.e. their corresponding transitions can never be fired), then those operators can be removed from the system without affecting its operation. Such operators are termed redundant.

The reader can verify that in the resulting net, transitions $t_{5}, t_{6}$ and $t_{6}^{\prime}$ are redundant.

A Petri net such as the one shown in Figure 2.1.9(b) has no redundant transitions and will be termed live. On the other hand, in the net shown in Figure 2.1.9(c), transitions $t_{5}, t_{6}$ and $t_{6}^{\prime}$ are redundant, whereas all others can always be fired. Such a net is termed pseudo-1ive. In some Petri nets, the operation of the net may lead to a configuration in which no transition can be fired. Such a net is termed non-1ive. In Figure 2.1.10(b) we show the construction of such a net from the two state machines of Figure 2.1.10(a).


Figure 2.1.9(a)

In the configuration shown in Figure 2.1.10(b), either transition $t_{1}$ or $t_{2}$ can be fired. If $t_{2}$ is fired, the net attains a configuration in which no further transitions can be fired (see Figure 2.1.10(c)). The net is an example of a non-1ive net, and the configuration shown in Figure 2.1.10(c) is a deadlocked configuration.

What we have done so far is to motivate a formal study of Petri Nets, which we now proceed to do in the next section.


Figure 2.1.10(a)


Figure 2.1.10(b)


Figure 2.1.10(c)

### 2.2.1 Petri Nets

We are now in a position to introduce the reader to the formal definition of Petri nets together with the related terminology that we will use in the rest of this thesis.

Definition 2.2.1 A Petri Net $\mathcal{P}$ is a three-tuple $\langle P, T, A\rangle$
where $P$ is a non-empty set of distinctly-labelled places $\left\{P_{1}, P_{2}, \ldots P_{n}\right\}$.
$T$ is a non-empty set of distinctly-labelled transitions $\left\{t_{1}, t_{2}, \ldots t_{m}\right\}$.

A is a relation; it corresponds to a set of arcs, where each arc is either from a place to a transition or from a transition to a place: $\mathbf{A} \leq \operatorname{PXT} \cup \mathbf{T X P}$.

Definition 2.2.2 A marking $M$ is a function such that $M: P \rightarrow \eta$, where $\eta$ is the set of non-negative integers. The non-negative integer associated with a place represents the token load of that place, or the number of tokens on it.

A Petri net with a marking will be referzed to as a marked Petri net (see figure 2.2.1 for an example).

## Notation and Terminology

A node of a Petri net is either a place or a transition. We now introduce a convenient notation for the predecessor or successor nodes of any node in a Petri net. We will refer to it as the dot notation.


Figure 2.2.1. A marked Petri Net
$\langle p, t\rangle \in A$ is written p.t.
$\{y \mid x \cdot y\}$ is written $x *$.
$\{y \mid y \cdot x\}$ is written $\cdot x$.

Example: In figure 2.2.1, $\quad \mathrm{t}_{2}=\left\{\mathrm{p} 1, \mathrm{p}_{2}\right\}$.

$$
p_{1} \cdot=\left\{t_{1}, t_{2}\right\}
$$

The dot notation is also applied to designate the successor or predecessor set of a set of places or transitions. Thus,

$$
\cdot\left\{t_{2}, t_{4}\right\}=\left\{\mathrm{p}_{1}, \mathrm{p} 2, \mathrm{p}_{3}\right\}
$$

$\left\{p_{3}, p_{2}\right\} \cdot=\left\{t_{2}, t_{3}, t_{4}\right\}$.

A transition $t$ in a Petri Net $P$ is said to be enabled iff every input
place $p_{i} \in \cdot t$ has at least one token on it. An enabled transition can be fired. When a transition fires, a token is removed from each input place and added to each output place $p_{j} \in t \cdot$. Suppose Ma is the marking that results when an enabled transition $t_{a}$ fires at marking M. We write this $M \xrightarrow{\text { ma }}$ 。

Now suppose transition $t_{b}$ can be fired at marking $M^{a}$. Let $M^{b}$ be the marking that results when transition $t_{b}$ fires. We write
$M \xrightarrow{E a} M_{a} \xrightarrow{t b}$. $\quad$ Continuing in this fashion, let us suppose that at every new marking that results when a transition fires, at least one transition can be fired. We can write this

$$
M^{t_{a}} M^{a} \xrightarrow{t_{b}} M^{b}-\cdots \quad \ldots . .
$$

The sequence of transition firings $t_{a} t_{b} t_{c} \ldots . t_{n}$ is termed a firing sequence. If $\sigma=t_{a} t_{b} \ldots . . . t_{n}$, we write

or


Example.

In Figure 2.2.2(a) transition $t_{2}$ is enabled. Figure 2.2.2(b) shows the marking that results when transition $t_{2}$ is fired at marking $M$. The reader can also verify that $t_{2} t_{4} t_{5} t_{1} t_{3}$ is a firing sequence for the net. Definition 2.2.3: A marking $M^{j}$ is said to be reachable from marking $M^{i}$ if there exists a firing sequence $\sigma$ such that

$$
M^{i} \xrightarrow{\sigma} M^{j}
$$



Marking M
(a)


Marking $\mathrm{M}^{1}$
(b)

Figure 2.2.2.

Definition 2.2.4: The forward marking class $\vec{M}$ of a marking $M$ is the set of markings that is reachable from M. i.e.,

$$
\vec{M}=\left\{M^{1} \mid \mathbb{B} \in \mathrm{T}^{*} \text { and } M \xrightarrow{\sigma} M^{1}\right\}
$$

Note: $T^{*}$ is the set of strings on the alphabet

$$
T=\left\{t_{1}, t_{2}, \ldots \ldots t_{n}\right\}
$$

Notation: We have defined $M$ as a function that assigns a token load to every place $p_{i} \in P . M$ can also be looked upon as a vector, the ith element of which corresponds to the token load of the ith place $p_{i}$ in the Petri net.

Example: The marking $M$ of the net in Figure 2.2.2(a) can be written as

$$
M=(1,1,0,0)
$$

The forward marking class of $M$ is seen to be

$$
\vec{M}=\{(1,1,0,0),(0,0,1,1),(0,1,1,0),(1,0,0,1)\}
$$

Definition 2.2.5: A marking $M$ is live for a transition $t$ iff for every marking $M^{1}$ in the forward marking class $\vec{M}$ there exists a firing sequence which fires t.

Definition 2.2.6: A marking $M$ is live for a Petri Net $\mathcal{P}_{\text {iff }}$ it is live for every transition in the net.

Definition 2.2.7: A marking $M$ is bounded for a place $p$, iff there exists an integer $N$ such that for every marking $M^{l} \in \vec{M}, M^{1}(p) \leq N$. If $N=1$, the marking is safe for place $p$.

Definition 2.2.8: A marking $M$ is bounded (or safe) for the Petri net $P$ iff $M$ is bounded (or safe) for every place in the net.

In Section 2.1, we pointed out that there exist marked Petri nets in which a marking is reached in which no transitions can be fired, i.e., the net can reach a deadlocked configuration. Suppose this deadlocked configuration is called $M^{1}$, and suppose that the net is in some configuration (i.e., has a marking) M. If $M \xrightarrow{\sigma} M^{1}$, then $\sigma$ is said to be a killing sequence for the net at the given marking M. A net with a live marking has no killing sequence.

There is one more important issue we would like to consider in this subsection. In Section 2.1 , we pointed out that the only Petri nets we will use for modelling asynchronous concurrent systems will be nets which have a live marking. We would also like the marking for a Petri net to be bounded. This means that the only Petri nets we would like to consider
are strongly-connected nets. Let us see why. Consider a non-strongly connected Petri-net $\mathcal{P}$. Then, there must exist in the net two portions of the net $A$ and $A^{\text {b }}$ such that all arcs between them are directed from $A$ to $A^{i}$, as shown in Figure 2.2.3. Each of the nodes a and $c$ in $A$ can either be a place or a transition. Suppose a is a place. Then $b$ must be a transition. Since the marking for the net is live, it means that $b$ an be fired repeatedly. But each firing of transition b removes a token from place a. Now suppose we do not fire transition $b$ at all. This would mean that all the tokens which were previously being removed by firings of $b$ can now stay on place $a$, which means that the number of tokens on a can become unbounded.


Figure 2.2.3 A Petri net that is not strongly-connected.

Now suppose that a is a transition and bis a place. Since the marking for $\mathcal{P}$ is live, we can fire transition a repeatedly, causing the token content of $b$ to become unbounded. Thus, if $\mathcal{P}$ is not strongly-connected,
the token content of some place in $\mathcal{P}$ becomes unbounded. Now, since we are concerned only with nets which have a live, bounded marking, all Petri nets we will consider will be strongly-connected, unless explicit1y stated otherwise.

In Section 1.2 , we said that there are two broad classes of systems that we would like to distinguish between. We now pursue that line of thinking formally.

### 2.2.2 Deterministic and Non-Deterministic Petri Nets

We would like to make an important distinction between two classes of Petri nets, which we term deterministic and non-deterministic. First, we look at a structural condition of Petri nets known as conflict.

Definition: Consider a Petri net $\mathcal{P}=\langle P, T, A\rangle$. Two or more transitions $t_{1}, t_{2}, \ldots . . t_{k}$ are said to be in conflict if there exists a place $p$ such that p.t ${ }_{i} \wedge p \cdot t_{2} \ldots . . \wedge_{p \cdot t_{k}}$
Note: ' $\Lambda$ ' denotes the logical "and" operatoo.


Figure 2.2.4

In Figure 2.2.4 transitions $t_{1}$ and $t_{2}$ are in conflict at place $p$. With the marking shown, a token in place $p_{1}$ can be removed by the firing of either transition $t_{1}$ or transition $t_{2}$. Thus, for the given marking, we have a choice between firing either transition $t_{1}$ or transition $t_{2}$, and when either transition fires, the other ceases to be enabled. Before we can go any further, we must make a few definitions.

Definition 2.2.9: A marking $M$ is persistent for a transition $t$ in a Petri net $P$ if $t$ has the property that once it is enabled at any marifing $M^{1} \in \vec{M}$, it cannot cease to be enabled by the firing of any transition other than itself.

Definition 2.2.10: A marking $M$ is persistent for a Petri net $\boldsymbol{P}$ iff it is persistent for every transition $t \in \mathcal{P}$.

The net in figure 2.2 .4 has the property that it has no marking which is persistent for transitions $t_{1}$ and $t_{2}$. Such a net is ternedia non-deterministic net, and represents a system in which there is a distinct choice between alternative actions (see section 1.2). In contrast, the net in figure 2.2 .6 is a deterministic net or a net with a persistent marking. We now introduce some convenient ways of referring to the nets we have been discussing.

A net with a Live, Bounded or a Live, Safe marking will be termed an LB or LS net, respectively. If a Live, Bounded marking is also Persistent we will call the Petri net an LBP net. A net with a Live, Safe, Persistent marking will be called an LSP net. The net in Figure 2.2 .5 is an LSP net.

Petri nets are a graphical representation of a mathematical system


Figure 2.2.5 A Petri net with a Hive, safe, persistent marking
known as vector addition systems. In the next section, we use some results in vector addition systems to prove the decidability of certain issues in Petri nets.

In this section, we give a brief description of vector addition systems, but a more thorough coverage can be found in Karp and Miller [K2].

Definition 2.3.1: An r-dimensional vector addition system $V$ is a pair

$$
V=(s, W) \text { where }
$$

(1) $s \in N^{\mathbf{r}}, \quad N=\{0,1, \ldots\}$.
(2) $W$ is a finite set of $r$-dimensional integer vectors

$$
W=\left\{w_{1}, \ldots, w_{k}\right\}, w_{i} \in\{0, \pm 1, \pm 2, \ldots\}^{r}
$$

The reachability set $R(V)$ is the set of vectors given by $R(V)=\left\{x_{i} \mid x_{i}=s+w_{i 1}+w_{i 2}+\ldots+w_{i k}\right\}$ where $w_{i j} \in W$.
a. $\quad w_{i j} \in W, j=1,2, \ldots k$.
b. $\quad s+w_{i 1}+w_{i 2}+\ldots+w_{i k} \geqslant 0, \quad k=1,2, \ldots t$.

The reachability set is the set of all points that can be reached by some path from $s$ using vectors from $W$ and never leaving the first orthant.

Example 2.3.1: As an example of a four element vector addition system, consider

$$
V=(s, w)
$$

where $\quad s=(1,1,0,0)$

$$
\begin{aligned}
W=\quad\left\{w_{1}\right. & =(-1,0,+1,0), w_{2}=(-1,-1,+1,+1), w_{3}=(0,-1,0,+1), \\
w_{4} & \left.=(+1,0,-1,0), w_{5}=(0,+1,0,-1)\right\}
\end{aligned}
$$

The reachability set $R(V)$ of this vector addition system consists of four vectors $\{(1,1,0,0),(0,0,1,1),(0,1,1,0),(1,0,0,1)\}$.

## Notation

Let us denote the vectors in the reachability set by $y_{1}$,
i.e., $R(V)=\left\{y_{1}, y_{2}, \ldots y_{m}\right\}$.

Also, if $y_{i}$ is a vector, then $\left(y_{i}\right)_{k}$ will denote the $k^{\text {th }}$ element of $y_{i}$. We will draw a directed graph with the elements of $R(V)$ as vertices, and an arc from vertex $y_{i}$ to $y_{j}$ if there exists a vector $w_{1} \in W$ such that

$$
y_{j}=y_{i}+w_{1}
$$

Each arc will be labelled with its corresponding vectoi $w_{1}$ above, and the resulting diagram shows at a glance the vectors in the reachability set and how they can be reached from one another. We' will call this diagram the reachability diagram of the vector addytion system. V.

As an example, we give the reachability diagram corresponding to the vector addition system of example 2.3.1.


Figure 2.3.1 The Reachability Diagram for the Vector Addition System of
Example 2.3.1

If the reachability set of a vector addition system is finite, the reachability diagram is a finite-state machine, and it is practical to draw it as we did for our example. If, on the other hand, the reachability set is infinite, we must find an alternative representational tool. For this purpose, we introduce the following terminology:
(1) We define a quantity $\omega$ such that if $n$ is an integer then $n<\omega$, and $n+\omega=\omega$. The quantity $\omega$ essentially represents infinity and we discuss its use shortly.
(2) A rooted tree is a directed graph such that one node (the foot node) has no arcs directed into it, each other node has exactly one arc directed into it and each node lies on a directed path from the root node. If $\beta$ and $\gamma$ are distinct nodes of a rooted tree and there is a directed path from $\beta$ to $\gamma$, we write $\beta<\gamma$. If there is an arc directed from $\beta$ to $\gamma$, then $\gamma$ is a successor of $\beta$. A node with no successors is called a leaf. With an $r$ dimensional vector addition system $V=(s, W)$, we shall associate a rooted tree $T(V)$. Each node $\beta \in T(V)$ is labelled with an r-dimensional vector $\ell(\beta)$, where each element of $\ell(\beta)$ belongs to the set $N\{\omega\}$. A recursive procedure is given below for the construction of $T(V)$. Note that the label for a node is assigned when the node is added to the tree.
(1) Create a root node and label it $s$.
(2) Let $\beta$ be a node in the partially created tree with no successors. If, for some node $\gamma, \gamma<\beta$ and $\ell(\gamma)=\ell(\beta)$, then $\beta$ is a leaf in $T(V)$. Otherwise, for each $w \in W$ such that $w+\ell(\beta) \quad 0$, add a node $\beta_{w}$ and make it the successor of $\beta$. For each $\beta_{w}$ the ith coordinate of $\ell\left(\beta_{w}\right)$ is assigned as follows:
(i) If there exists $\gamma<\beta_{w}$ such that $\ell(\gamma) \leq \ell(\beta)+w$ and $\ell(\gamma)_{i}<(\ell(\beta)+w)_{i}$ then $\ell\left(\beta_{w}\right)_{i}=\omega_{0}$
(ii) If no such $\gamma$ exists, then $\ell\left(\beta_{w}\right)_{i}=(\ell(\beta)+w)_{i}$.
(3) Repeat step (2) until no new nodes can be added to the tree. We show in Appendix I that for any vector addition system $V$, the tree $T(V)$ is finite.

Example 2.3:2. As an example (taken from Karp and Miller), consider the following vector addition system $V=(s, W)$.
$s=(1,0,0,0,0)$
$W=\{(-1,1,0,0,0),(-1,0,0,1,0),(0,-1,2,0,0),(0,1,-1,0,0),(0,0,0,-1,2)$ $(0,0,0,1,-1)\}$.

The rooted tree $T(V)$ is :

Figure 2.3 .2
All our decidable results about vector addition aysem reduce to inspecting the tree $T(V)$ and using the following theorem.

Theorem 2.3.1: For any vector addition system $V$ and any integer vector $x$ of the same dimension
( $\mathbb{H} y \in R(V)$ such that $x \leq y) \Leftrightarrow($ (团 $\beta \in T(V)$ such that $x \leq \ell(\beta))$.

Proof: Given in Appendix I.

Corollaries

The following questions are decidable:

Corollary 2.3.1.1
$\forall y \in R(V)$ is $(y)_{i} \leq n$ for some finite $n$ ?

## Corollary 2.3.1.2

$\forall y \in R(V)$, is a given set of elements of the vector $y$ simultaneously bounded?

## Corollary 2.3.1.3

Is $R(V)$ a finite set?

In addition, if the questions in Corollaries 2.3.1.1 or 2.3.1.2 are true, the bounds can be effectively computed. For the vector addition system in Example 2.3.2, we see that $\forall y \in R(V)$, there are elements which become unbounded, and hence $R(V)$ is infinite. Furthermore, the elements that can become simultaneously unbounded are (3), (5), $(2,3)$ or (4,5).

## Petri Nets and Vector Addition Systems

It is easy to see that for every marked Petri net there is a corresponding vector addition system. Let us explore this issue in detail.

Let $\mathcal{P}$ be a Petri net with initial marking $M$. We can construct an equivalent vector addition system $\mathrm{V}=(\mathrm{s}, \mathrm{W})$ as follows:

The dimension of the vector addition system is made equal to the number of places in the Petri net, and the starting vector $s$ is taken to
be the initial marking of the net. It now remains for us to show how to construct the set of vectors $W$. Consider a marking $M^{\prime}$ in the marking class $\vec{M}$, at which a transition $t_{h}$ is enabled. Since the firing of $t_{h}$ decrements the token content of each of its input places by one, and increments the token load of each of its output places by one, we can represent a firing of $t_{h}$ by adding a vector $w_{h}$ to the marking $M^{\prime}$ to yield the marking that results when Eransition $t_{h}$ is fired. The elements of the vector $w_{h}$ are given the following values:
+1 if the corresponding place is an output place of $t_{h}$.
-1 if the corresponding place is an input place of $t_{h}$.
0 otherwise (we are assuming that there are no self-loops in $\mathcal{P}$; see figure 2.3.3).


## Figure 2.3.3. A Self-100p

We now assert that the vector addition system $V$ is equivalent to the Petri net $\mathcal{P}_{\text {with marking }} M$ in the following sense:
(a) For every marking $M_{q} \in \vec{M}$, there exists a vector $y \in R(V)$ such that $y=M_{q}$.
(b) A vector addition sequence $v$ is a sequence of vector additions
$w_{j}+\ldots+w_{s}$ such that it transforms a vector $y_{i}$ to vector $y_{s}$. i.e., $y_{i} \xrightarrow{\nu} y_{8} \quad$ where
$\nu=w_{\mathbf{j}} \cdots \mathbf{w}_{\mathbf{s}}$.
We see that corresponding to every vector addition sequence $v$ there exists a firing sequence $\sigma=t_{j} \ldots t_{s}$ in the Petri net $\mathcal{P}$, and vice versa.

We now establish some decidable results for Petri nets based on the decidability of the corresponding issues for Vector Addition Systems.

Theorem 2.3.2 It is decidable if a given marking $M$ for a Petri net $\boldsymbol{P}$ is bounded.

Proof: Let $\mathcal{P}$ be a Petri net and $M$ its initial marking. By the construction above, we can find an equivalent vector addition system $V=(s, W)$. From Corollary 2.3.1.2, we know that the following is decidable:

Given any vector $y \in R(V)$, is a given set of elements of $y$ simultaneously bounded?

Thus, it is decidable if $M$ is bounded for the Petri net $\mathbb{P}$.

We can now establish the following result:

Theorem 2.3.3 It is decidable if a given marking for a Petri net is live and bounded (i.e., if a given Petri net is LB).

Proof: Since we can decide if the given marking is bounded, we proceed to show that there exists a decision procedure to decide if a given bounded marking is live. For a bounded marking, the reachability set of the corresponding vector addition system $V$ is finite. Hence, the
reachability diagram for $V$ is finite. The marking $M$ is live iff for any marking $M^{\prime} \in \vec{M}$ there exists a firing sequence that fires every transition in the net. In terms of the reachability diagram, this means that starting at any vertex $y_{i}$ and given a vector $w_{k} \in W$, there must exist a vector addition sequence that contains $w_{k}$.


Pigure 2.3.4

Consider figure 2.3.4. Find the set of vertices $\left\{y_{1}, y_{2}, \ldots y_{\mathbf{m}}\right\}$ in the reachability diagram which have $w_{k}$ an outgoing arc. We have to find if there exists a directed path from $y_{i}$ to at leat one vertex in this set. Since the graph is finite, this can be done by exhaustion. The procedure is repeated for every vector $w_{k} \in W$, starting at the vertex $y_{i}$. We now choose all the vertices in turn and carry out this test. The total number of tests involved is $|\boldsymbol{w}| \times|R(v)|$ where
$|w|=$ the number of vectors in the set $\boldsymbol{W}$.
$|R(V)|=$ number of vectors in the reachability set of $V$.

Since both quantities are finite, the algorithm must terminate. This proves the required result.

We now prove another theorem for a Petri net with a bounded marking.

Theorem 2.3.4 It is decidable if a bounded marking $M$ for a Petri net $\mathcal{P}$
is persistent.

Proof: To check if a bounded marking is persistent, perform the following test for every marking in the marking class:

Let $M^{\prime}$ be a marking in the marking class $\vec{M}$, and let $\left\{t_{1}^{\prime}, t_{2}^{\prime}, \ldots t_{n}^{\prime}\right\}$ be the set of enabled transitions. Let the firing of a transition $t_{k}^{\prime} \in\left\{t_{1}^{\prime}, \ldots t_{n}^{\prime}\right\}$ lead to the marking $M_{k}^{\prime}$, i.e., $M^{\prime} \xrightarrow{t_{k}^{\prime}} M_{k}^{\prime}$. For the firing of each transition $t_{k}^{\prime}$, we check to see if all other enabled transitions $t_{i}^{\prime} \neq t_{k}^{\prime}$ are still enabled. If not, the marking $M^{\prime}$ is not persistent. If the marking $M^{\prime}$ is persistent for all of its enabled transitions then we check the next marking in the marking class, and so on until all markings $M^{\prime} \in \vec{M}$ have been exhausted. The marking $M$ is persistent iff all markings $M^{\prime} \in \vec{M}$ are persistent for their enabled transitions. Since the total number of tests to be performed is finite and bounded, the algorithm must terminate.

This concludes our discussion of decidable issues in Petri nets. We have so far looked at Petri nets in terms of their markings and their marking class. In the next chapter, we look at Petri nets in terms of their structure.

## RELEVANT RESULTS FROM PETRI NET THEORY

### 3.1 State Machine Decomposable Petri nets

In Section 2.1, we saw how an asynchronous concurrent system can be viewed as an ensemble of interacting components, where each component is structurally similar to the finite-state machine of automata theory. Each component has a finite number of allowable states; since we are concerned with syatema which have no redundant operators (see Section 2.1), the Petri nets of interest are LB. We will use a restricted class of Petri nets known as LB STD (State Machine Decomposable) Petri nets to model asynchronous concurrent systems. In this Section, we formally define the notions of state machine and STD Petri nets.

Definition 3.1.1 A closed subnet II' of a Petri net $\mathcal{P}$ is a stronglycomnected Petri net $\left\langle P^{\prime}, T^{\prime}, A^{\prime}\right\rangle$ where $P^{\prime} \leq P$ is a aet of places, $T^{\prime} \subseteq T$ is a set of transitions, $A^{\prime} \in A$ is a set of arcs, such that $\cdot P^{\prime}=P^{\prime}=T^{\prime}$, and $A^{\prime} \quad=\quad\left[\left(P^{\prime} \times T^{\prime}\right) \cup\left(T^{\prime} \times P^{\prime}\right)\right] \cap$.

The Petri net $N$ in Figure $\mathbf{3 . 1 . 1}$ has five closed subnets $N_{1}, N_{2}, N_{3}, N_{4}$ and $\mathrm{N}_{5}$. Clearly, every strongly-connected Petri net is a closed subnet of itself, because the relation $\cdot P=P \cdot=T$ is trivially satisfied. We are interested in identifying components or parts of a system that can be represented by a Petri net, and for this reason we would like to define a minimal structure which is part of a Petri net and is still a
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Figure 3.1 .2
closed subnet.
Definition 3.1.2 A closed subnet is a minimal closed subnet if and only if no closed subnet can be obtained by deleting any portion of it. Example 3.1.1 N is not a minimal closed subnet because by deleting appropriate places and/or transitions, the four closed subnets $N_{1}, N_{2}$, $N_{3}$ and $N_{4}$ are obtained. However, the closed subnets $N_{1}, N_{2}, N_{3}$ and $N_{4}$ are minimal closed subnets, as the reader can easily verify.

Example 3.1.2 Consider the Petri net model of a pipeline processor shown in Figure 3.1.2(a). The closed subnets representing each individual stage are minimal closed subnets (see Figure 3.1.2(b)).On the other hand, the closed subnet in Figure 3.1.2(c) is not minimal. All the Petri nets considered 80 far have the property that their minimal closed subnets have disjoint places. Lest the reader be under the impression that this is a requirement on minimal closed subnets, we would like to emphasize that this is not so. Consider the net in Figure 3.1.3(a). It has the minimal closed subnets $S_{1}, S_{2}$ and $S_{3}$ shown in Figure 3.1.3(b). We will now formally define the notion of state-machine based on a suitable structural restriction on Petri nets.

Definition 3.1.3 A Petri net $\mathcal{P}$ is a state-machine if and only if every transition has exactly one input place and exactly one output place.

Example 3.1.3 For an example of a statemachine, see Figure 3.1.4. Definition 3.1.4 A Petri net $\boldsymbol{\rho}$ is said to be covered by a set of closed subnets $\left\{\Pi_{1}, \Pi_{2}, \ldots \Pi_{k}\right\}$ if and only if $\mathcal{P}=\left\langle\bigcup_{i} P_{i}, U_{i} T_{i}, \bigcup_{i} A_{i}\right\rangle$.

Example 3.1.4 The Petri net in Figure 3.1.2(a) is covered by the set

(a)
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Figure 3.1.4 A State Machine
of closed subnets $\left\{S_{1}, S_{2}, S_{3}\right\}$. Similarly, the in Figure 3.1.3(a) is covered by the subnets of Figure 3.1.3(b).

Definition 3.1.5 A Petri net $\mathcal{P}$ is SMD (State Machine Decomposable) iff every minimal closed subnet is a state machine and there exists a set of state machines $\left\{S_{1}, \ldots S_{k}\right\}$ which covers the net.

Example 3.1.5 The Petri nets in Figures 3.1.2(a) and 3.1.3(b) are SMD.

On the other hand, the net in Figure 3.1.1(a) is not SMD, because the minimal closed subnets $N_{1}, N_{3}$ and $N_{4}$ are not state machines. Definition 3.1.6 The token content of a Petri net $\langle P, T, A\rangle$ with a marking $M$ is the number of tokens on all places in the net, and is given by

$$
N(P)=\underset{p_{i} \in P}{\Sigma M\left(p_{i}\right)}
$$

Lema 3.1.1 The token content of a marked state machine is invariant under transition firings.

Proof Suppose we consider a state machine $\mathcal{P}=\langle P, T, A\rangle$ with mar-
king M. The only way in which the token content $N(p)$ of the state machine can change is by the firing of a transition. However, the firing of a transition removes exactly one token from the net and adds exactly one token to the net. Thus, the firing of a transition does not change the number of tokens on the net.

Theorem 3.1.1 Every marking for an SMD Petri net is bounded.
Proof An SMD Petri net has a finite number of state machine components. Let these components be $S_{1}, \ldots S_{k}$. Also, by Lemma 3.1.1, the token content of each state machine is invariant. Let the token content of the nth state machine be $N\left(P_{n}\right)$. Now, recall the definition of a bounded marking for a Petri net. We have to show that for each place $p$ in the net, there exists an integer $Z(p)$ such that $M(P) \leq Z(p)$ for each in $\vec{M}$.

Let $S_{p 1}, \ldots S_{p m}$ be the set of state wachinee which contain place $p$. Then, if $N\left(S_{p 1}\right), \ldots N\left(S_{p m i}\right)$ are their respective token contents, we see that $Z(p) \leq \min \left[N\left(S_{p 1}\right), \ldots N\left(S_{p m}\right)\right]$. If $Z(p)$ were greater than $\min \left[\mathrm{N}\left(\mathrm{S}_{\mathrm{p} 1}\right), \ldots \mathrm{N}\left(\mathrm{S}_{\mathrm{p}}\right)\right.$ ], it would imply that there exists a state machine $S_{k}$ such that $Z(p)>N\left(S_{k}\right)$, which is impossible. Hence, for each place $p$ in the net, we can find an integer $Z(p)$ which bounds its token content. This proves the Theorem.

Corollary 3.1.1.1 It is decidable if any given marking $M$ for an SMD Petri net $\mathcal{P}$ is live.

Proof By Theorem 2.3.3, it is decidable if a bounded marking $M$ for Petri net $\mathcal{P}_{\text {is }}$ live. Also, since any given marking for $\mathcal{P}$ is bounded, the desired result follows immediately.

Instruction type A


Figure 3.1.5 SMD Petri net model of a pipeline processor with decisions


Figure 3.1.6 State Machine components of net in Figure 3.1 .5

This result is useful because it tells us that we can decide if a given marking $M$ for a Petri net $P$ is live, but it does not give us an effective procedure for constructing a live marking for $\mathcal{P}$. We will look at this issue in Sections 3.3 and 3.5. Before we proceed to the next Section, we give the reader an example which illustrates the descriptive power of SMD Petri nets. The example of the pipeline processor we gave in Figure 3.1.2(a) was that of a deterministic system. In Figure 3.1.5, we give an SMD Petri net model of the pipeline processor for the computer system with three instruction types which we digcussed in Section 1.2 (see Figure 1.2.3). Figure 3.1 .6 shows the net in Figure 3.1 .5 split up into its state machine couponents, which are labelled $S_{1}$ through $S_{9}$. The reader will note that the decision about processing an instruction after it has been decoded can be made in the state machine $S_{3}$. Place $p$ in state machine $S_{3}$ has three output arcs, one for each instruction type. We said in Section 1.2 that in order to estimate the processing rate of such a pipelined processor, we must know the relative frequency of occurrence of each of the instruction types $A, B$ and $C$. In other words, we must know the relative frequency of occurrence (or the probability) of each of the output transitions of place $p$. Thus, on the average, the rates at which each instruction type occurs will be reflected in the nurber of times each of the transitions $t_{a}, t_{b}$ and $t_{c}$ fires in the long run. We continue this train of thought in the next Section, where we present the important notion of consistency. In the meantime, the reader should explore the descriptive power of SMD Petri nets by constructing examples of his own.

### 3.2 Consistent Petri Yets

In this Section, we will look at the number of times any transition in an LB Petri net can fire relative to the other transitions in the net. We will first need some definitions.

Definition 3.2.1 A current assignment for a Petri net $\mathcal{P}=\langle P, T, A\rangle$ is a function that assigns to each transition $t_{i} \in T$ a positive rational number $\varphi_{i}$ called its current. A current assignment for a Petri net must satisfy the following two constraints:
(1) Every arc carries a current equal to that associated with the transition it is connected to.
(2) At every place, the sum of the currents on the input arcs must equal the sum of the currents on the output arcs (i.e., Rirchoff's current law).

Definition 3.2.2 A Petri net is consistent iff it has a current assignment $\Phi$ with $\varphi_{i}>0$ for each $t_{i} \in T$.

Checking the Consistency of a Petri net


Figure 3.2 .1

Consider the Petri net shown in Figure 3.2.1. Let each transition $t_{i}$ in the net be assigned a current $\varphi_{i}$. For each place, we can write an equation that specifies a constraint on the input and output currents.

| $\mathbf{p}_{1}:$ | $-\varphi_{1}$ | $-\varphi_{2}$ |  | $+\varphi_{4}$ | $=$ | 0 | $\ldots$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathbf{p}_{2}:$ | $+\varphi_{1}$ |  | $-\varphi_{3}$ |  | $(1)$ |  |  |
| $\mathbf{p}_{3}:$ |  | $+\varphi_{2}$ | $-\varphi_{3}$ |  | 0 | $\ldots$ | $(2)$ |
| $\mathbf{p}_{4}:$ |  |  | $+\varphi_{3}$ | $-\varphi_{4}$ | $=$ | 0 | $\ldots$ |
| (3) |  |  |  |  |  |  |  |

From Equations (2), (3) and (4) we get,

$$
\varphi_{1}=\varphi_{2}=\varphi_{3}=\varphi_{4}=\varphi \text { (say). }
$$

This violates Equation (1), which requires that

$$
\varphi_{4}=\varphi_{1}+\varphi_{2}=2 \varphi .
$$

We conclude that the net in Figure 3.2.1 is not consistent, or is inconsistent. A slight modification of this net leads to the consistent net of Figure 3.2.2.


Figure 3.2 .2

The reader will note that all we have done is to feed another current of magnitude $\phi$ into the place $p_{1}$. The equations become

$$
\begin{aligned}
& P_{1}:-\phi_{1}-\phi_{2} \quad+\phi_{4}+\phi_{5}=0 \\
& \mathrm{p}_{2}:+\phi_{1} \quad-\phi_{3}=0 \\
& \mathrm{P}_{3}: \quad+\phi_{2} \quad-\phi_{3} \quad=0 \\
& \mathrm{P}_{4}: \quad+\phi_{3} \quad+\phi_{4}=0 \\
& p_{5} \quad: \\
& +\phi_{3} \\
& -\phi_{5}=0
\end{aligned}
$$

These equations are, indeed, consistent and we get the following consistent current assigament:

$$
\phi_{1}=\phi_{2}=\phi_{3}=\phi_{4}=\phi_{5}=\phi, \text { where } \phi \text { is any }
$$ non-zero real number.

Consider a consistent current assignment for a Petri net $\mathcal{P}$. Multiply all currents by the least common multiple of their denominators, and divide each resulting current by their greatest common divisor. The resulting currents are said to form a minimal integer consistent current assignment for $\mathcal{P}$. The reader will note that consistency is a purely structural property of a Petri net. The following Theorem and discussion explain the relationship between the notion of consistency and the structure of LB Petri nets. The ideas in the following material have been partly inspired by Baker [B4].

Definition 3.2.3 Let $\mathcal{P}$ be a Petri net with marking M. A cyclic firing sequence is a firing sequence $\sigma$ which fires every transition of $\mathcal{P}$ at least once and brings the marking of the net back to $M$.

Definition 3.2.4 The firing count of a transition $t_{i}$ in a firing sequence $\sigma$ is the number of occurrences of $t_{i}$ in $\sigma$. The firing vector $\psi$ of a firing sequence $\sigma$ is a vector whose ith element $\psi(1)$ is the firing count of transition $t_{i}$.

Theorem 3.2.1 A Petri net $\mathcal{P}$ is consistent if and only if there exists an initial marking $M$ for which there exists a cyclic firing sequence.

## Proof: Necessity

Consider the minimal integer consistent current asaignment derived from the given current assignment. Let this current-assigament be . We will show how to construct a finite firing sequence $\sigma$ whose firing vector $\psi$ is such that $\psi(i)$ is the current through transition $t_{i}$. We construct the marking $M$ as follows: $M\left(p_{k}\right)$ must be big enough so that firing its output transitions $t_{i} \in p_{i c}^{*} \psi(i)$ times does not drive the token load of $p_{k}$ negative, i.e., $M\left(p_{k}\right)=\sum_{i} \psi(i)$.

$$
t_{i} \varepsilon P_{\mathbf{k}}^{\dot{k}}
$$

Under this marking, a cyclic firing sequence $\sigma$ is given by

$$
=t_{1}^{\psi(1)} \cdots t_{n}^{\psi(n)}
$$

where $t_{1} \ldots t_{n}$ are the transitions in the Petri net $\mathcal{P}$. Since $\Phi$ is a consistent current assignment, the firing sequence $\sigma$ is such that for any place $p_{k}$, the number of tokens removed by $\sigma$ is equal to the number of tokens added by $\sigma$ to $p_{k}$. The marking $M^{\prime}$ after $\sigma$ has occurred is the same as the marking $M$ before the occurrence of $\sigma$, so that $\sigma$ is a cyclic firing sequence.

Sufficiency Let $\sigma$ be a cyclic firing sequence for the net, and let $\Psi$ be the firing vector of $\sigma$. With each transition $t_{i}$, associate an integer valued current equal to $\$(1)$. By definition of current, each input and output arc of $t_{i}$ has a current $\quad(i)$ associated with it. Under this assignment, every transition has been assigned a non-zero integer current, and each transition has been assigned a unique current. Now consider any place $p_{j}$. By the definition of a cyclic firing sequence, $p_{f}$ has the same number of tokens before and after the cyclic firing sequence has occurred. This implies that the sum of the tokens entering place $p_{j}$ is the same as the sum of the tokens leaving $p_{j}$, i.e., the sum of the input currents equals the sum of the output currents for every place $p_{j}$. This is the definition of a consistent current assignment.

We have pointed out in Chapter 2 that LB Petri nets are the only ones of interest to us. We now establish the connection between consistency and LB Petri nets.

Theorem 3.2.2 A Petri net $\mathcal{P}$ which has a live, bounded marking $M$ is consistent.

Proof We have to show the existence of a cyclic firing sequence which fires every transition at least once. Since the marking $M$ is bounded, its reachability diagram is a finite-state machine. Also, since $M$ is live, there must exist a strongly-connected portion of the reachability diagram that contains every transition name at least once. Let $M^{\prime}$ be some node (marking) in the strongly-connected portion of the reachability diagram.

(a)


Figure 3.2 .3

We know that in a strongly-connected graph, there exists a chain (i.e., a sequence of directed arcs, all arcs directed in the same sense) that starts and ends at $M^{\prime}$ and which goes through every arc once. This chain can be used to describe a cyclic firing sequence, and since $\mathcal{P}$ has a live marking, every transition name must be included at least once in this firing sequence.

As a Corollary to Theorems 3.2.1 and 3.2.2, we have the following: Corollary 3.2.1 If a Petri net $\mathcal{P}$ is LB , then there exists an initial marking $M$ for which there exists a cyclic firing sequence.

Proof Follows by combining Theorems 3.2.1 and 3.2.2.

For completeness, we mention that the converse of Theorem 3.2.2 is not true. The net in Figure 3.2.3 provides the necessary counter-example. The reader can verify that any initial marking of the net can lead to a marking like the one shown in Figure 3.2.3(b), at which no transition is * enabled.

We would like to consider the connection between consistency and the structure of LB SMD Petri nets, because that is the class of Petri nets we will use for modelling asynchronous systems. We will look at the concepts of cyclic firing sequence and consistency for SMD Petri nets in some depth in Section 3.5. Before we can do this, we look at a deterministic subclass of Petri nets known as event graphs. We do this in Section 3.3. In Section 3.4, we complete our study of those aspects of Petri net theory which are relevant to this thesis.

### 3.3 Event Graphs

Event graphs are what Commoner and Holt have called Marked Graphs[C1]. We have chosen to call them event graphs because we would like to preserve the distinction between the structure and marking of a Petri net. In this Section, we would like to define event graphs and to state some results that we will need in Chapter 4, where we look at the idea of timing relationships between activities in deterministic systems. Definition 3.3.1 An event graph is an SMD Petri net in which every place has exactly one input transition and exactly one output transition.

## Example of an event graph



Figure 3.3.1 An event graph

Recall the definition of conflict given in Section 2.2. It should be noted that no transitions in the net are in conflist. Every marking for an event graph is persistent, and every event graph is a deterministic Petri net. The structure of event graphs enables us to define them in
the following convenient fashion:
Definition 3.3.2 An event graph is a strongly-connected directed graph $\mathbf{G}=\langle\mathbf{V}, \mathbf{A}\rangle$
where $V=\left\{v_{1}, \ldots v_{m}\right\} \quad$ is the set of transitions
$A=\left\{a_{i j}\right\} \subseteq V \times V$ is the set of arcs, where arc $a_{i j}$ conne-
cts transition $\mathbf{v}_{\mathbf{i}}$ to $\mathbf{v}_{\mathbf{j}}$.

A marking of an event graph is a function that assigns to every arc $a_{i j}$ in the net a non-negative integer called the toinen load of the arc. Note that in this definition of event graphs, an arc corresponds to a place together with its inconing and outgoing arc in Definition 3.3.1 (see Figure 3.3.2).


An arc in Definition 3.3.2
Corresponding structure in Definition 3.3.1.

Figure 3.3 .2

Figure 3.3 .3 gives an event graph corresponding to the one in Figure 3.3.1.

Event graphs are seen to be conflict-free SMD Petri nets in which each simple circuit is a state-machine component. Theorem 3.3.1 (due to Commor and Genrich)

A marking for an event graph $G$ is live if and only if the token content


Figure 3.3.3
of every simple circuit is non-zero.

## Proof

Necessity If the token content of some simple circuit is zero, no transition in this circuit can be fired; since the token content does not change if other vertices are fired (leman 3.1.1), no vertex on this circuit can be enabled through transition firings.

Sufficiency Assume that the token content of every simple circuit is non-zero. Let $\nabla_{i}$ be any transition in the net. Consider the unarked arcs entering $\mathbf{v}_{\mathbf{i}}$.


Figure 3.3.4

If there are none, the vertex is enabled. If not, consider the vertices from which these arcs emanate. If each of these is enabled, then clearly $v_{i}$ will become enabled after all of them are fired. If some are not, consider the umarked arcs entering them, etc. As we continue this back-tracking, we are selecting a subgraph of $G$ which consists of $v_{i}$, the vertices from which these arcs emanate, the unmarked arcs entering them, etc. This process must terminate, since $G$ is finite. Now this subgraph
must be circuit-free (i.e., a tree, as shown in Figure 3.2.4), since there are no token-free simple circuits. Thus, the subgraph must have at least one transition that has no incoming arcs which belong to the subgraph. This vertex can be fired at the present marking of $G$. After firing it, the subgraph of token-free back-tracking from $v_{i}$ is reduced by one transition. By repeating this process, we can enable $\mathbf{v}_{\boldsymbol{i}}$.

There is one more result we will need in connection with event graphs, the proof of which is given in [C1].

Theorem 3.3.2 A live marking for an event graph is safe if and only if every arc is contained in some simple circuit containing exactly one token.

Example Figure 3.2.5 gives an example of an event graph with a live, safe marking. Note that every circuit has at least one token on it, and that every arc is contained in some one-token circuit.


Figure 3.3.5

It is easy to see that event graphs have a live, safe marking that is persistent, and are thus deterministic nets. However, event graphs are not the only Petri nets with this property. In the next Section, we study a larger class of deterministic Petri nets.
3.4 LSP Petri nets (Petri nets with a live, safe and persistent marking)

The class of Petri nets is a large one, but we will confine our attention to LSP Petri nets because their behavior can be represented by Petri nets whose structure is very similar to that of event graphs. The marked Petri net in Figure 3.4.1 is a good example of a Petri net which has a live, safe and persistent marking but which is not an event graph. The reader can verify that this net is LSP by drawing its reachability diagram, which we give in Figure 3.4 .2 . It is seen that in no marking in the forward marking class can there be more than one token on any place. Furthermore, at each marking exactly one transition is seen to be enabled. This verifies our claim that the net is LSP. In general, one can determine if a marked Petri net is LSP by using the results of Section 2.3. As we have pointed out before, the reachability diagram of a marked Petri net obscures the concurrency that is inherent in the system it represents, and this is precisely what happened when we drew the reachability diagram for the net in Figure 3.4.1. We now present an alternative means of representing the operation of LSP Petri nets. We will do this by constructing for LSP Petri nets a graph known as a behavior graph, and shall explain its construction by means of an example.

Representing the Behavior of LSP Petri nets: Consider the LSP Petri net $\mathcal{P}$ shown in Figure 3.4.3(a). We begin by drawing and labelling the set $P_{1} \subseteq P$ of marked places in $\mathcal{P}$, (in this case $\left\{p_{1}, p_{2}, p_{6}\right\}$ ). Let $T_{1}=\left\{t_{1}, t_{2}\right\}$ be the set of enabled transitions corresponding to $P_{1}$, and note that $P_{1}$ corresponds to the initial marking of $\mathcal{P}$. Let $P_{2}$ be the set of markedsplaces that results when all transitions in $T_{1}$ are fired. Draw
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all arcs $P_{1} \times T_{1}$ that are contained in $P \times T$. Draw the places $P_{1}^{\prime}=T_{1}^{\prime}$. Draw all the arcs $T_{1} \times P_{1}^{\prime}$ which are contained in $T \times P$.

Define $\mathrm{P}_{2}=\left(\mathrm{P}_{1}-{ }^{\circ} \mathrm{T}_{1}\right) \times \mathrm{T}_{1}$.

This process of constructing the marked places $\mathbf{P}_{k+1}$ that results when all enabled transitions for $P_{k}$ are fired is called extending the behavior graph from $P_{k}$ to $P_{k+1}$. Since $\mathcal{P}$ has a live marking, its behavior graph can be extended indefinitely. Figure 3.4 .3 (b) shows the behavior graph of $\mathcal{P}$. We now make some definitions.

Definition 3.4.1 A chain in a behavior graph is any directed path in it.

Example $\quad p_{1}{ }^{t} p_{3}{ }_{3}{ }_{3} p_{5}{ }^{t} 4^{\cdots} \quad$ is a chain in $\mathcal{B}$.
Definition 3.4.2 A slice of a behavior graph $\mathcal{B}_{\text {is a set of places }}$ that forms a cut-set of $\mathcal{B}$.

Note In a cut-set, no two elements of the set can belong to the same chain.

Example $\quad P=\left\{p_{1}, p_{2}, p_{6}\right\} \quad$ is a slice of $\mathcal{B}$.

Each slice of a behavior graph corresponds to a marking of the LSP Petri net.

Lemma 3.4.1 Each place in a behavior graph for an LSP Petri net must have exactly one input transition and exactly one output transition. Proof Suppose some place $p$ in the behavior graph $B$ has more than one input transition. Then, there must exist a marking $M^{\prime}$ in the marking class of
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the net $\mathcal{P}_{\text {in }}$ which more than one token is placed on $P_{1}$, implying that $\mathcal{P}$ has a marking that is not safe. Hence, every place in $\mathbb{B}_{\text {has exactly one }}$ input transition.

Also, suppose some place $p$ in $\boldsymbol{P}$ has more than one output transition. This implies that there exists a marking $M^{2}$ in the forward marking class for $\mathcal{P}$ at which more than one output transition is enabled. This violates the assumption that $\mathcal{P}$ has a persistent marking. Hence, each place in $\boldsymbol{P}$ has exactly one input and exactly one output transition.

Lerma 3.4.2 There exists a slice in the behavior graph $B$ of an LSP Petri net $\mathcal{P}$ that occurs repeatedly.
Proof Each slice of $\boldsymbol{P}$ corresponds to a marking of $\mathcal{P}$. Since $\mathcal{P}$ has a safe marking, the number of distinct markings in the marking class for the net is finite. Therefore, since the behavior graph is infinite, there must exist a silice in $\mathbb{B}_{\text {that }}$ occurs repeatedly.

The reader is now asked to refer to Figure 3.4.3. The slice $P_{1}$ represents the inftial marking of $P$. $P_{1}$ does not occur again in $\mathcal{B}$. $A$ behavior graph that has slices which do not repeat is said to have a transient, and such slices are termed transient slices. In terms of the Petri net $\mathcal{P}$, a transient slice represents a merking that cannot be reached after an initial occurrence. The slice $P_{3}$ (shown dotted) is a slice which has repeated occurrences in $\mathcal{B}$. A cyclic frustrum of $\mathcal{B}_{\text {is }}$ the portion of $\mathcal{B}$ between two consecutive occurrences of some repeated slice. In Figure 3.4.3(c), we show a cyclic frustrum of $\beta$ bounded by consecutive occurrences of the slice $\left\{p_{1}, p_{4}, p_{6}\right\}$ in $\mathcal{B}$. Since $\mathcal{B}$ is derived from a persistent marking of $\mathcal{P}$, only one way is possible of extending this
to $\left\{p_{3}, p_{4}, p_{6}\right\}$. In general, for any slice $P_{k}$ of the behavior graph, there exists a unique extension $\mathrm{P}_{\mathrm{k}+1}$. Thus, every cyclic frustrum bounded at each end by the slice $\left\{p_{1}, p_{4}, p_{6}\right\}$ is identical to every other cyclic frustrum bounded at each end by this slice. Hence, instead of drawing an infinite behavior graph $\mathcal{B}$, we will choose some cyclic frustrum of $\mathcal{B}$ and then coalesce corresponding slices together in the initial and terminal slice of the cyclic frustrum. The net so obtained is termed the steadystate equivalent net of $\mathcal{P}$, and is shown in Figure $3.4 .3(\mathrm{~d})$. The marking $M$ for the steady-state equivalent net $\delta$ is obtained by putting one token on each place in the initial slice. The construction of this net is such that the set of firing sequences of $\delta$ is identical to that of the net $\mathcal{P}$. Also, the reachability diagram of $\mathcal{S}$ is contained in that for $\mathcal{P}$, there possibly being some extra states in $\mathcal{P}$ corresponding to the transient. The reader can see this from the graph $\mathcal{B}$, and it is not necessary to construct the reachability diagram of $\mathcal{P}$.

We have shown that in $\mathcal{B}$, and hence in $\mathcal{B}$, each place has exactly one input transition and exactly one output transition. $\mathcal{D}$ thus has the structure of an event graph, with the difference that certain place and transition names occur more than once in it. Transition $t_{3}$ and places $p_{3}$ and $p_{4}$ occur twice, for example. Such an event graph is termed a multiply-1abelled event graph. We will not define multiply-labelled event graphs formally, but will merely say that they are event graphs in which certain places and transitions have repeated occurrences (or instances).

The LSP Petri net $\mathcal{P}$ has the property that it is possible to add tokens to certain places and still have a marking that is live and bounded, but no longer safe. Tokens can be added to all places except $p_{6}$ and $p_{7}$, such
(a)
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that the resulting marking is live, bounded and persistent. The steady state equivalent net for $\mathcal{P}$ with this new marking is simply the net $\mathcal{\&}$; the marking for $\mathscr{B}$ is constructed by adding the same number of tokens to a place in $\mathcal{\delta}$ as were added to the corresponding place in $\mathcal{P}$. If there are multiple instances of a place in $\mathcal{B}$, then tokens can be added to any of those instances, provided the sum of the tokens added to all instances of a place equals the number of tokens added to the corresponding place in $\mathcal{P}$. Figure 3.4.4(a) shows a live, bounded, persistent marking for and Figure $3.4 .4(\mathrm{~b})$ its corresponding steady-state equivalent net $\mathscr{\&}$.

We should mention that there exist Petri nets which have a live, bounded marking but no live, safe marking. Figure 3.4 .5 shows such a Petri net. Thus, the preceding technique cannot be used to construct a steady-state equivalent net.


Figure 3.4.5

### 3.5 The Structure and Consistency of SMD Petri nets

### 3.5.1 Existence of a live marking for an SMD Petri net

In Section 3.3, we saw that for event graphs a necessary and sufficient condition for a marking to be live is that there be at least one token on each simple circuit. Since a simple circuit in an event graph corresponds to a state machine in an SND Petri net, the reader may be tempted to ask if we can get a live marking for an SMD net by adding at least one token on each state machine component. The nets given in Figure 2.1 .9 (c) and 2.1.10(c) are counter-examples to this conjecture. In Figure 2.1.9(c), a subset of the transitions in the net can never be fired, whereas in Figure 2.1.10(c), no transition can be fired. Both are examples of Petri nets which do not have a live marking. We now give a necessary condition for a marking $M$ for an SMD Petri net $\mathcal{P}$ to be live.

Theorem 3.5.1 A marking $M$ for an SMD Petri net $P$ is live only if the token content of every state machine is non-zero.

Proof We will show that if the token content of some state machine is zero, then no transition in it can be fired. Without loss of generality, let $S_{1}$ be a state machine component of $\mathcal{P}$ and let $t_{i}$ be a transition in it, i.e., if $S_{1}=\left\langle P_{1}, T_{1}, A_{1}\right\rangle$ then $t_{i} \in T_{1}$. By hypothesis, the input place $p_{j}$ of transition $t_{i}$ in state machine $S_{1}$ must be unmarked. Also, by Lema $3: 1.1$, it must stay unmarked. This implies that there is no marking $M^{\prime} \in \vec{M}$ at which transition $t_{i}$ can be fired. Hence, the marking $M$ is not live. Note that no transition in $S_{1}$ can be fired at any marking $M^{\prime} \varepsilon \vec{M}$.

Hack[H5] has shown that a subclass of SMD Petri nets called SMA ( state machine allocatable) Petri nets are similar to marked graphs in that any
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Figure 3.5.1
marking that puts at least one token on every state machine is live. We proceed to describe the structure of these nets in what follows. The material in Subsection 3.5.2 is taken from Hack[H1, H5].

### 3.5.2 State Machine Allocatable Petri nets

Definition 3.5.1 A state machine allocation over a Petri net $\langle P, T, A\rangle$
is a function $B: T \rightarrow P$ such that
$\forall t \in T \quad B(t) \in{ }^{\circ} t$.

Informally, this means that for each transition in the net, we pick one of its input places and ignore the others. Given such a state machine allocation, we perform a reduction by deleting certain places and transitions in the following manner:

Step 1 Delete all places for which at least one output arc has been deleted.

Step 2 Delete all transitions that have all output places already deleted.
Repeat Steps 1 and 2 until neither is applicable anymore. What is left over is the reduced net. Each step eliminates some nodes and arcs that are not part of the reduced net, until no more nodes and arcs can be deleted.

A Petri net is said to be state-machine allocatable iff every state machine allocation gives a reduced net that is either a strongly-connected state machine or a set of strongly-connected state machines. We will abbreviate the last remark by using the contraction "SSM" to denote "a strongly-connected state machine or a set of strongly-connected state machines". In Figure 3.5.1(a) we give an example of a Petri net which is state-machine allocatable. In Figure 3.1.5(b), we show two allocation
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Figure 3.5.3(c) Non-SMA Petri net with a live marking
reduced $S S^{\prime}$ 's. Reduced net No. 1 results from allocating $t_{4}$ to $p_{2}$ and reduced net No. 2 results from allocating $t_{4}$ to $p_{5}$. Since each of the two allocation reduced nets is an SSM, the net is SMA.

Let us give another example. Consider the Petri net in Figure 3.5.2. Since each of the state machine allocation reductions is an SSM, the net is SMA.

We now give an example of a Petri net which is SMD but not SMA. Such a net is given in Figure 3.5.3. We see that two of the SMA reductions are SSM's and the other two are nu11; the net is not SMA. In case the reader is a little confused, we would like to point out that the property of a Petri net being SMA is a structural property of the net, and he will note that no mention has been made of markings so far.

The reason we have introduced SMA Petri nets is that they form the largest subclass of SMD Petri nets we know of that has the property that any marking which puts at least one token on each state-machine component is live. This is the result presented in the next Theorem. We present this Theorem without proof and readers interested in the details are referred to Hack[H1,H5].

Theorem 3.5.2 (The SMA Petri net liveness Theorem) A marking M for an SMA Petri net $\mathcal{P}$ is live iff it puts at least one token on each statemachine component of the net.

This Theorem is of interest because it tells us how to construct a live marking for any SMA Petri net- simply put one or more tokens on each state machine component of the net. The non-SMA Petri net shown in Figure 3.5.3(a) also has the property that any marking that puts at least one token on every state machine is live, as the reader can easily verify.

Figure 3.5.3(c) shows the Petri net of Figure 3.5.3(c) with a live marking. We present the following as an open problem:

What is the largest class of SMD Petri nets which has the property that any marking that puts at least one token on every state machine component is live?

We now turn to examining the issue of consistency for SMD Petri nets.

### 3.5.3 Consistency of SMD Petri nets which have a live marking

Recall Corollary 3.2.1, which we repeat here for convenience: Corollary 3.2.1 If a Petri net $\mathcal{P}$ is LB , then there exists an initial marking $M$ for which there exists a cyclic firing sequence.

In Section 3.4, we established the connection between a cyclic firing sequence and the steady-state equivalent net for event graphs and LSP Petri nets. We now introduce a concept similar to the steady-state equivalent net in connection with live SMD Petri nets. A firing sequence, as we have pointed out in Section 3.4, expresses an ordering relation on transition firings in a fashion which obscures the concurrency that is inherent in the Petri net. To preserve this inherent concurrency, we introduced the behavior graph for LSP Petri nets. We will now introduce a more general concept to study the behavior of SMD Petri nets- the occurrence graph. This notion is not a new one, having been studied extensively by Holt[H6]. As we did for behavior graphs, we shall illustrate the construction of an occurrence for an LS SMD Petri net by means of an example. We begin with a live, safe marking for an SMD Petri net(see Figure 3.5.4).


Figure 3.5.4


Figure 3.5.5

In the net together with a token on each place (i.e., places $p_{2}$ and $p_{5}$ ). Now, since a place may have more than one output transition, we may have several enabled transitions connected to the same place. In event graphs and LSP Petri nets, we saw that every place has at most one transition enabled at any marking. This is not mecessarily Erue for SMD Petri nets. As an example, consider the marked Petri net of Figure 3.5.4. Both the output transitions $t_{5}$ and $t_{6}$ of place $p_{5}$ are oedo be enabled; since we can fire only one of these transitions, we must make a choice between them and fire the one we choose. We will extend a place in an occurrence graph by drawing the output transition chosen for firtag, firing that transition and then drawing the new marked place(s) that result. A slice of an occurrence graph is a set of places that forms a cut-set of the graph. We can talk about extending a glice in the same way as we did for behavior graphs, the difference being that a choice may have to be ade between enabled transitions. In the construction of a behavior graph, there never occurs alice for which a choice has to be made between output transitions. Thus, there is only one behavior graph for an event graph or an LSP Petri net, and this graph is unique. On the other hand, several occurrence graphs may be possible for LS SMD Petri nets. In Figure 3.5.5, we show two possible occurrence graphs for the net in Figure 3.5.4. The reader will realize that an infinite number of occurrence graphs is possible for this net, or, for that matter, in any LB net with a non-persistent marking.

Now let us apply Corollary 3.2 .1 to the occurrence graph for an LS SMD Petri net. An occurrence graph is a concurrent representation of a firing sequence for a Petri net, and each slice represents a marking of the net. A repeated slice thus represents the repeated occurrence of
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Figure 3.5.7 Cyclic Frustrum


Figure 3.5 .8 c-equivalent net
some marking. The portion of an occurrence graph between two consecutive occurrences af a slice is termed a cyclic frustrum, and corresponds to a cyclic firing sequence for the marked net. Theorem 3.2 .1 tells us that for any consistent current assignment for an LB Petri net, we can find a cyclic frustrum in the occurrence graph of the net. The number of occurrences of any trangition in the cyclic frustrin equals its current in a consistent current assignment. .

Example 3.5.1 Consider the SMD Petri net of Figurej3.5.4. In Figure 3.5.6, we show this Petri net with a minimal ingeggr consistent current assignment. We draw the occurrence graph as aistussed earlier; and Figure 3.5 .7 shows a cyclic frustrum of this occarrence graph, in which the multiplicity of each transition equals iss associated current in the consistent current assignment exhibited in Figure 3.5.6. We now coalesce corresponding places in the repeated slice inf manner similar to what we did for behavior graphs. The resulting strongiy-connected net is termed a consistency -equivalent net for the SMD Petri net, abbreviated to "c-equivalent net" . The c-equivalent net for the cyclic frustrut of Pigure 3.5.7 is shown in Figure 3.5.8.

Let us now note sone facts about the relationghip between an SMD Petri net and its c-equivalent Petri net. Let us begin bs saying that we will consider only minimal integer consistent current assigments. Note that the c-equivalent net of an 8 MD Retrinnet Pignot uniquef Figure 3.5.9(a) shows an SMD Petri net $P$ with a minimal integer consistent current assignment. The net $\boldsymbol{P}$ has several c-equivalent nets, two of which are shown. We observe that in the construction of a c-equivalent net for an
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Figure 3.5.9(a) SMD Petri net $\mathcal{P}$.
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Pigure 3.5 .9 (b)

SMD Petri net $P$ with a minimal integer consistent current assignment, each state-machine in $\mathcal{P}$ correaponds to a circuit in the c-equivalent net. We formalize this in the following Lema.

Lemma 3.5.1 Let $\mathcal{P}$ be an LS SMD Petri net with a miaimal integer consistent current assignment and let be c-equivalent net for $P$. Then, every state machine component in $\mathcal{P}$ corresponds to a simple circuit in 6 . Proof Let $F$ be the cyclic frustrum corresponding to $\mathcal{J}$. Applying Theorem 3.5.1, we see that the initial slice of 7 must contain at least one place from each statemachine in $\mathcal{P}$. Now consider a chain in $子$ bounded at its extremeties by two consecutive instances of some place $p_{i}$. In \& this chain corresponds to a simple circuit. By the construction procedure for occurrence graphs, it is obvious that each state machine in corresponds to a chain in $\mathcal{F}$. This proves the Lemma.

Example Consider the LS SMD Petri net of Figure 3.5:6. Each of the two state machines corresponds to a circuit in the c-equivalent pet shown in Figure 3.5.8. Note that there are two circuits in the c-equivalent net which do not correspond to any state-machine in the SMD Petri net. An example of such a circuit is $\mathrm{P}_{2} \mathrm{t}_{4} \mathrm{P}_{5} \mathrm{t}_{5} \mathrm{P}_{4} \mathrm{t}_{4} \mathrm{P}_{3} \mathrm{t}_{3} \mathrm{P}_{2} \mathrm{t}_{2} \mathrm{P}_{1} \mathrm{t}_{1} \mathrm{P}_{2}$.

Since the c-equivalent net corresponds to a cyclic firingsaquence for an LB SMD Petri net, we see by applying Theorem 3.2.1 that the multiplicity of a transition in the c-equivalent net must aqual itf current in a minimal integer consistent current assignment.

To recapitulate the main results of this Section, we have the following:
(1) We have introduced the subclass of SMD Petri nets known as SMA Petri
nets, which have the property that a marking is live if and only if each state machine contains at least one token. This is the largest class of SMD Petri nets known to date that has this property.
(2) We have introduced the c-equivalent net of a Petri net which has a live, bounded marking. For SMD Petri nets, we have seen that every statemachine corresponds to a circuit in a c-equivalent net. The converse is not true in general.

We now turn to the issue of applying Petri net theory to the analysis of asynchronous concurrent systems.

## CHAPTER 4

TIMED PETRI NETS

### 4.1 Timing in Petri Nets

In our discussions so far, we have not entered into any timing considerations in connection with Petri nets. Thus, wile SMD Petri nets can model the structure of asynchronous concurrent systems, they do not contain enough information to be used for a study of issues of performance of the type discussed in Chapter 1. In defining Petri nets, we made no assumptions about the length of time it takes for a tranaition to fire. In real-world systems, activities do not take place instantaneously. Every activity in a system has a time duration which is different from zero, and in all the systems we will model, we will make the added assumption that all activities complete in a finite amount of time. In the Petri nets that we use to model these systems, we will assume that every transition takes a bounded, non-zero amount of time to fire. The resulting model of asynchronous, concurrent systems is termed Timed Petri nets, and is formalized below.

Definition 4.1.1 A Timed Petri Net is a pair $\langle\boldsymbol{P}, \Omega\rangle$ where $\mathcal{P}$ is a Petri net $\langle P, T, A\rangle$ and $\Omega$ is a function that assigns a real, nonnegative number $\tau_{i}$ to each transition $t_{i}$ in the net.
$\Omega: \quad T \longrightarrow R \quad\{\mathbb{R}$ is the set of non-negative real numbers \}.

This non-negative real number $\tau_{i}=\Omega\left(t_{i}\right)$ is termed the firing time of transition $t_{i}$.

The operation of the net can now be assumed to take place in real time. At any instant $T$ of real time, the net has a farking $M(T)$, with the understanding that we may view $M$ both as a vector and a function. We denote the initial marking as $M(0)$. We write $M(T, p)$ for $M(T)(p)$, i.e., the number of tokens of place $p$ at time $T$. A transition $t_{i}$ is said to be enabled at time $T$ if and only if every input placg of transition $t_{i}$ has at least one token on it, i.e.,

$$
M\left(T, p_{k}\right) \geq 1 \text { for all } p_{k} \in \bullet_{i}
$$

When transition $t_{i}$ is enabled, a firing can be initiatgd. When a firing is initiated, a token is removed from each input place of $t_{i}$ and transition $t_{i}$ is said to be executing. This execution phase lasts for $T_{i}$ seconds, where $T_{i}$ is the firing tioc of transition $t_{i}$. At the end of this time duration, the firing of transition, terminates, and a token is placed on each output place $p_{j} \in t_{i} \cdot$. This completes the firing of transition $t_{i}$ :

The three phases of a transition firing can be visualized by imagining every transition as consisting of two transitions and ap intermediate place as shown in Figures 4.1.1. The firing time of the transition $t_{1}$ can now be associated with the place $\pi$ in the follquing fashion: When transition $t_{i}$ initiates, $t_{i}$ fires ingtontanousiy, a token 1s removed from eqch input place of $t^{\prime}$, and a togen is deposited on place $\pi_{i}$. This token is held by place $\pi_{1}$ for a duration equal to $T_{1}$, the firing time of $t_{i}$. At tha fad of this interval, trgasition $t_{i}{ }^{\prime \prime}$ fires, corresponding to the termination of $t_{1}$.

The initiations and terminations of transitions in a Petri net mast


Figure 4.1 .1
satisfy the following balance equation:

## Notation

Let $p$ be a place in a Petri net $\mathcal{P}$. Let $t_{i l}, \ldots t_{i n}$ be the input transitions and $t_{j 1}, \ldots, t_{j m}$ the output transitions of $p$.

Let $I(T, t)$ denote the number of initiations of transition $t$ up to and including time $T$,
and $T(T, t)$ denote the number of terminations of transition $t$ up to and including time $\tau$.

Then, if $M(0, p)$ is the number of tokens on place $p$ at time zero, and $M(T, P)$ that at time $T$, the following must be satisfied:

$$
M(0, p)+T\left(T, t_{i 1}\right)+\ldots+T\left(T, t_{i n}\right)=M(T, p)+I\left(T, t_{j 1}\right)+\ldots+I\left(T, t_{j m}\right)
$$

We will refer to this as the token balence equation, and will make use of it in later sections. A word now about the cholce of a firing time for a transition in a Petri net.

We have defined $T_{i}$ to be a non-negetive mal mumber, theroby asuming that the duration of each activity is fixed. This may not be a very accurate picture of real-world systems, for, in practice, the execution time of an operator depends upon the data it ls called upon to handle. In a floating -point adder; for example, the wed time wil depend upon the arguments and their exponerte. Thue, it may tie more reasonable to assume that a transition firing time is a random variable whos distribution can be represented by a rectangular distribution of the fopu shown In Pigure 4.1 .2 .


We will return to a consideration of statistical firing times in Section 4.5 .

### 4.2 Dynemic Behoyiof of Timod. Retry Nets

In Chapters 2 and 3, we introduced the ideas af firing saquence and behavior graph to oheracterise the action of Petri netg. For timed Petri nets, we have postulated the exigtence of a real-time axis against which the firing of transitions can be noted. At tine gexp, the nat has a marking $M(0)$. Transition are allowed tofixa, and the time at which the firing of a tranation takes plaoe in seopded in a table knonn as a firing sohadule.

A firing schedule for a timed Petri net is a set of sequances of initiation and termination times for the transitions of a net. The firing of a trangition is feasible if the transition was enabled at the instant the firing was initiated. If every firing in a firing achedule is feasible, the firing schedule is feasible. A firing achedule is infeasible (or not feasible) if it calls for the initiation or ternination of an activity canlber than allowed by the termination of other activities. Figure 4.2.1 is an exalle of atimed Petri net and Figure 4.2 .2 gives a feasible firing schedule for it.



Figure 4.2.2 Feasible Firing Schedule for Timed Petri net in Figure 4.2.1.

|  | 1 | 2 | $3$ | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{t}_{1}$ | $(0,5)$ | $(12,17)$ | $(24,29)$ |  | --------- |
| $t_{2}$ | $(7,10)$ | $(19,22)$ | $(30,33)$ | ---------- | --------- |
| $t_{3}$ | $(5,7)$ | $(10,12)$ | $(17,19)$ | $(22,24)$ | $(29,31)$ |

Figure 4.2.3 Infeasible Firing Schedule for Timed Petri Net in Pigure 4.2.1.

Figure 4.2 .3 gives an infeasible firing schedule for the same net. The starred entry implies that the third initiation of transition $t_{\mathbf{2}}$ takes place at $T=30$; this is impossible, because the third initiation of $t_{2}$ cannot take place before the termination of the fifth firing of $t_{3}$, which happens at $T=31$ units.

Readers will note that in the feasible firing schedule of Figure 4.2.2, the initiations of transitions $t_{1}, t_{2}$ and $t_{3}$ take place at regular intervals. For example, consecutive initiations of transitions $t_{1}$ and $t_{2}$ occur at intervals of 12 time units. Transition $t_{3}$ behaves in a slightly different fashion. We notice that the first, third,fifth,... transition initiations occur every 12 time units, i.e., alternate initiations occur every 12 time units.

A firing schedule with this property is termed a periodic firing schedule. If all transitions in the net can have consecutive initiations at regular intervals, we would term this a strongiy-periodic firing schedule. The computation rate of a tranition is the average number of firings of that transition in unit time. We can see that transitions $t_{1}$ and $t_{2}$ have a computation rate of once every 12 time units, or 1/12. Trapsition $t_{3}$ has a computation rate of twice every 12 time units, or $1 / 6$. These conputation rates are the maximim rates possible for the transitions.

The Petri net in Figure 4.2 .1 is seen to be $\quad$ L\$p net, so that it represents a deterinistic system, and its steady-atate equivalent net is the multiply-1abelled event-graph show if Tigure 4.2.4. The multiplicity of transition $t_{3}$ is 2 , while that of both $t_{1}$ and $t_{2}$ is 1 . A consistent current assignaent for the net $\varphi_{1}=\varphi_{2}=1, \varphi_{3}=2$.


Figure 4.2.4 Steady-state equivalent net for the Petri net in Figuse 4.2.1

We note that the computation rates of transitions $t_{1}, t_{2}$ and $t_{3}$ are in the ratio of their currents in a consistent current assignment. Before we can justify this, we look informally at the computation rate of transitions in an event graph; successive generalizations of the ideas presented below will lead us to all results of interest in this thesis,
ing the computation rate of transitions in timed SMD Petri nets.

Consider the siuple circuit shown in Figure 4.2.5, in which each tramition $t_{i}$ bas an associated firing time $T_{i}$. We will begin by assuming that the circuit has one token on it, and will then extend the analygis to $n$ tokens. With one token on the circuit, each transition can fire
in turn over and over again. Suppose that the circuit is denoted by $p_{1} t_{1} P_{2} t_{2} \ldots P_{j} t_{j}$, and suppose (without loss of generality) that initially the token is on place $p_{i}$. Let $\pi=\tau_{1}+\tau_{2}+\ldots+\tau_{j}$. Then, the token fires every transition in the circuit in tyrn and reappears on $p_{i}$ every $\pi$ seconds, assuming that no time is allowed to elapse between a transition being enabled and being initiated. Under this assumption, every transition initiates at intervals of $\pi$ seconds, and $\pi$ is the period of the firing schedule for the circuit that realizes the maximum computation rate. The computation rate is easily seen to be $\rho=1 / \pi$. Now suppose that the circuit has $n$ tokens on it instead of 1 . For the comblned action of the $n$ tokens, the firing rate becomes $n / \pi$, or $\frac{n}{\sum_{i} \tau_{i}}$. Every transition in the circuit has a maximum computation rate given by this expression.

Let us now consider transitions tn a timed event graph. We know from Theorem 3.2.1 that in an event graph with a live marking, the token content of every simple circuit is non-zero. Thus, let the token content of a circuit $G_{k}$ be $n_{k}$, where $n_{k} \neq 0$. Also, let $\pi_{k}$ denote the sum of the firing times of transitions in $C_{k}$. If every circuit were by itself, the transitions in circuit $C_{k}$ would have a computation rate of $\eta_{k} / \pi_{k}$. However, in a strongly-connected event graph, the circuits are interconnected and intuitively it is clear that they will affect each others natural computation rate (i.e., the computation rate the transitions in a circuit would have if the circuit were isolated from the other circuits).

Now, without loss of generality, let $C_{1}$ be the circuit with the smallest natural computation rate $n_{n} / \pi_{1}$. Clearly, all transitions $t_{11}, \ldots{ }_{1 i}$


Figure 4.2.5.
$\in C_{1}$ have a computation rate that cannot exceed $n_{1} / x_{1}$ (see Figure 4.2.6).


Figure 4.2 .6

Extending this argument, we see that if there exists a directed path between any two transitions in the event graph, they must have the same computation rate. Since expiry transition is on some directed path from transitions $t_{11}, t_{12}, \ldots{ }^{11}$, we conclude that all transitions in the event graph must have the same computation rate, which cannot exceed $n_{1} / \pi_{1}$. What this means is that in any timed event graph $\langle G, \Omega\rangle$, all transitions have the same computation rate, which cannot exceed $\min \left\{n_{1} / \pi_{1}, \ldots n_{k} / \pi_{k}\right\}$
where $C_{1}, \ldots G_{k}$ are the simple circuits of the graph,
$n_{i}$ is the token content of circuit $C_{i}$, and
$\pi_{i}$ is the sum of the firing times of transitions in circuit $C_{i}$.

We have been able to obtain, informally, a bound on the computation rate of transitions in a timed event graph. In the next Section, we will show that this bound can actually be realized.

### 4.3 Timed Event Graphs

In the previous section, we saw informally how we could obtain a bound on the steady state computation rate of a timed event graph. Here, we will show that the bound we have obtained is actually realizable; furthermore, we will show that there exists a strongly periodic firing schedule for which the transitions have a computation rate equal to the bound.

We will use the notation for event graphs given in Definition 3.3.2. To recapitulate, let $\boldsymbol{f}$ be a timed event graph $\langle G, \Omega\rangle$ where G is a strongly-connected event graph (V,A).

Recall that $V=\left(v_{1}, v_{2}, \ldots v_{m}\right\}$ is the set of transitions.
$A=\left\{a_{i j}\right\} \leq V \times V$ is the set of arcs.
$a_{i j}$ is an arc that connects transition $v_{i}$ to transition $v_{j}$.
$\Omega$ is a function that assigns to each transition $v_{i}$ a firing time $\tau_{i}$, i.e., $\Omega: V \rightarrow$ (where $R$ is the set of non-negative real numbers). We write $\tau_{i}$ for $\Omega\left(v_{i}\right)$.

Let $M(0)$ be the initial marking of the net. Recall that $M$ is used interchangeably as a vector and a function. For event graphs,
$M\left(\tau, a_{i j}\right)$ will denote the number of tokens on arc $a_{i j}$ at time $\tau$. Arcs in event graphs will be treated in the same way as places in unrestricted Petri nets.

We now proceed to formalize the definition of a feasible firing schedule for timed event graphs.

Definition: A firing schedule $S$ for a timed event graph $\mathcal{G}$ is a pair $\left\langle S_{I}, S_{T}\right\rangle$ such that
$S_{I}: \eta \times V \longrightarrow R$
$S_{T}: \eta \times \mathrm{V} \longrightarrow \mathbb{R}, \quad \eta=\{1,2 \ldots\}$
and $S_{T}\left(n, v_{i}\right)=S_{I}\left(n, v_{i}\right)+T_{i}$.
$S_{I}\left(n, v_{i}\right)$ is the $n t h$ initiation time of transition $v_{i}$.
$S_{T}\left(n, v_{i}\right)$ is the $n$th termination time of transition $v_{i}$.

A firing schedule for a timed Petri net nay not be realizable because some transitions are specified to fire when they are not enabled. A feasible firing schedule is one that does not violate this requirement. We now show how to determine the marking $M(T)$ at any instant of time $T$ for a timed event graph $\frac{f}{f}$ which has feasible firing schedule $S$.

Notation: At any instant of time $T$ in a firing schedule $S$ for timed event graph $\}$,
$I_{s}\left(T, v_{i}\right)$ denotes the number of initistions of transition $v_{i}$ up to and including time $\tau$.
$T_{s}\left(T, V_{i}\right)$ denotes the number of terminations of transition $v_{i}$ up to and including time $T$.

Let $a_{i j}=\left(v_{1}, v_{j}\right)$ be an arc in the event graph G.
By token balance

$$
M\left(T, a_{i j}\right)=M\left(0, a_{i j}\right)+T_{8}\left(\tau, v_{i}\right)-I_{8}\left(\tau, v_{j}\right)
$$

Now consider the onpled transition $v_{j}$ hom in Figure 4.3.1. If an initiation of $v_{j}$ taken place at the ingtant $\tau_{\text {, then }}$ frmedistaly prior
to instant $\tau$, there must have been at least one token on every input arc of $v_{j}$. We will use the notation $T^{-}$to denote an instant $(T-\epsilon)$ where $\epsilon \rightarrow 0 . \tau^{-}$will, for all practical purposes, denote the instant $T$ itself.

Definition: A firing schedule $S$ for a timed event graph $f$ is feasible iff for any transition $v_{j}$ and for $k=1,2,3 \ldots$ we have

$$
\forall_{a_{i j}} \in{ }^{\cdot v_{j}}, \quad M\left(S_{I}\left[k, v_{j}\right]^{-}, a_{i j}\right) \geq 1
$$

where $S_{I}\left[k, v_{j}\right]^{-}$denotes the infant just $\operatorname{priox}$ to $S_{I}\left[k_{j}, v_{j}\right]$.


Figure 4.3.1 An instant when transition $v$, can initiate.

Suppose we now consider a run of the event graph $\mathcal{f}$. Consider an arc $a_{i j}$ that initially had $M\left(0, a_{i j}\right)$ tokens on it. Suppose tradition has fired $n$ times up to and including an instant of time $T$. It is
obvious that in the same interval of time, transition $v_{j}$ could have fired at most $M\left(0, a_{i j}\right)+n-1$ times without driving the token content of arc $a_{i j}$ negative. The $\left(M\left(0, a_{i j}\right)+n\right)$ th initiation of transition $v_{j}$ mast await the nth termination of transition $v_{i} . W \mathbb{W} 11$ show in the next Theorem that this is a necessary and sufficient condition for a firing schedule to be feasible.

Theorem 4,3.1: A firing schedule $S$ for a timed event graph $\boldsymbol{f}=\langle G, \Omega\rangle$ is feasible iff for each arc $a_{i j}$ in the graph $G_{, y}$ and for $n=1,2,3 \ldots$

$$
S_{T}\left(n, v_{i}\right) \leq S_{I}\left(n+M\left(0, a_{i j}\right), v_{j}\right)
$$

This can be stated equivalently as

$$
S_{I}\left(n, v_{i}\right)+\tau_{i} \leq S_{I}\left(n+M\left(0, a_{i j}\right), v_{j}\right)
$$

Proof:
Necessity: We prove this by contradiction. Suppose thare exists
a feasible firing schedule such that for somen and fone $a_{i j}$

$$
S_{T}\left(n, v_{i}\right)>S_{I}\left(n+M\left(0, a_{i j}\right), v_{j}\right), \quad \text { i.e., }
$$

$$
S_{I}\left(n, v_{i}\right)+\tau_{i}>S_{I}\left(n+M\left(0, a_{i j}\right), v_{j}\right)
$$

Let $T=S_{I}\left(n+M\left(0, a_{1 j}\right), v_{j}\right)$ and therefore

$$
I_{S}\left(\tau, v_{j}\right)=n+M\left(0, a_{i j}\right)
$$

Since $T<S_{T}\left(n, v_{i}\right)$, we hive $T_{S}\left(r, \mathcal{V}_{i}\right)<n_{\text {. }}$

Using token balance,

$$
\begin{aligned}
M\left(\tau, a_{i j}\right) & =M\left(0, a_{i j}\right)+T_{S}\left(T, v_{i}\right)-I_{S}\left(T, v_{j}\right) \\
& =M\left(0, a_{i j}\right)+T_{S}\left(T, v_{i}\right)-n-M\left(0, a_{i j}\right) \\
& =T_{S}\left(\tau, v_{i}\right)-n \\
\text { i.e., } M\left(\tau, a_{i j}\right) & <0
\end{aligned}
$$

This is the desired contradiction of feasibility of $S$.

Sufficiency: Suppose $S$ is a feasible schedule, and consider any instant of time $\boldsymbol{\tau}>0$ such that

$$
S_{I}\left(n+M\left(0, a_{i j}\right), v_{j}\right)=T
$$

We wish to show that for the instant $\boldsymbol{\tau}^{-}$just prior to an initiation of $\mathbf{v}_{j}$

$$
M\left(\tau^{-}, a_{i j}\right) \geq 1
$$

Now, at time $\boldsymbol{T}^{-}$,

$$
\begin{aligned}
M\left(T^{-}, a_{i j}\right) & =M\left(0, a_{i j}\right)+T_{S}\left(T^{-}, v_{i}\right)-\left(n+M\left(0, a_{i j}\right)-1\right) \\
& =T_{S}\left(T^{-}, v_{i}\right)-n+1
\end{aligned}
$$

but

$$
T_{S}\left(\tau^{-}, v_{i}\right) \geq n .
$$

Hence,

$$
M\left(T^{-}, a_{i j}\right) \geq 1
$$

We have introduced the idea of a strpngly periodic firing schedule in Section 4.2. We now give a formal definition of a strongly periodic firing schedule for a timed event graph.

Definition: A feasible firing schedule $S$ for a timed event graph $\mathcal{f}$ is strongly periodic with period $\pi>0$ iff there exist real numbers $x_{i} \geq 0$ such that

$$
\begin{array}{ll}
S_{I}\left(n, v_{i}\right)=x_{i}+(n-1) \pi & n=1,2, \ldots \\
& 1=1,2, \ldots m i
\end{array}
$$

The real numbers $x_{1}, \ldots x_{m}$ are the displacemente of the firing times of transitions from the instants $0, \pi, 2 \pi, \ldots$

Corollary 4.3.1.1: Let $a_{i j}$ be an arc in a timed event graph $\mathcal{f}$. Then $\mathcal{y}$ has a strongly periodic firfng schedule with period $\pi>0$ and with displacements $x_{1}, \ldots x_{m}$ iff $\forall a_{i j} \in G$, we have

$$
x_{i}+T_{i} \leq x_{j}+M\left(0, a_{i j}\right)
$$

Proof: Theorem 4.3.1 státes that $\mathcal{V}_{i j} \epsilon_{i j} G$ fad for $n=1,2, \ldots$

$$
S_{I}\left(n, v_{i}\right)+\tau_{i} \leq S_{I}\left(n+M\left(0, a_{i j}\right), v_{j}\right) \ldots[4.1]
$$

By the definition of strongly periodic firing schedule we have

$$
S_{I}\left(n, v_{i}\right)=x_{i}+(n-1) \pi
$$

and $S_{I}\left(n+M\left(0, a_{i j}\right), v_{j}\right)=x_{j}+\left(n+M\left(0, a_{i j}\right)-1\right)$.
Substituting into inequality 4.1 , we have

$$
x_{i}+(n-1)+T_{i} \leq x_{j}+\left(n+M\left(0, a_{i j}\right)\right.
$$

or

$$
x_{i}+T_{i} \leq x_{j}+M\left(0, a_{i j}\right)
$$

The inequalities of corollary 4.3.1.1 can be feiritten

$$
x_{j}-x_{i} \geq \tau_{i}-M\left(0, a_{i j}\right) \quad r a_{i j} \in G
$$

The quantity $\tau_{i}-\pi M\left(0, a_{i j}\right)$ is a constant for ach arc a ${ }_{i j}$. Let us write

$$
\tau_{i}-\pi M\left(0, a_{i j}\right)=c_{i j}
$$

Corollary 4.3.1.1 can be rewritten as follows:
A timed event graph $f$ has a strongly periodic firing schedule for displacemente $x_{1}, \ldots x_{m}$ iff

$$
\forall a_{i j} \in G \text {, we have } x_{j}-x_{i} \geq c_{i j} \ldots[4.2]
$$

where $c_{i j}=T_{i}-\pi M\left(0, a_{i j}\right)$.
We would now like to investigate under what conditions the set of inequalities [4.2] is true. In order to do this, we make a brief excursion into the theory of potentials for directed graphs. The development given here follows very closely the material in Berge and Ghouila-Houri, pages 144-145 and pages 155-157 [B3].

### 4.3.2 Existence of Potential Differences for event graphs

Suppose with each arc $a_{i j}$ of an event graph $G$ we asociate a real number $\theta_{i j}$ which satisfies the condition that for every cycle $S \in G$,

$$
\sum_{a_{i j} \theta_{i j}}^{\theta_{i j}}-\sum_{a_{i j} \in \xi^{-}}^{\theta_{i j}}=0
$$

where $5^{+}$denote the arcs of the cycle oriented in a given sense, and $\xi^{-}$ the arcs oriented in the opposite sense (see Figure 4.3.2). Then, we will say each $\theta_{i j}$ represents a potential difference across its corresponding $\operatorname{arc} a_{i j}$. Readers familiar with circuif theory will notice the similarity


$$
\begin{aligned}
& a_{12}, a_{23}, a_{34} \in \xi^{+} \\
& a_{14} \in \xi^{-}
\end{aligned}
$$

Figure 4.3.2 A Cycle
of this notion of potential difference to that used for electrical networks. In networks we can choose any trbitraty node to be a reference node and assign it a potential of sero. The potential of any node in the network is then equal to the potential difference between it and the referthce node. We will now ohew that if themen of an event graph can be given a potential difference assigmment, then it is equivalent to saying that eteh cransitibn $v_{i}$ ennotbestifncd a potential $x_{i}$ such that the potential difference $\theta_{i j}+\mathbf{m}_{\mathbf{j}}-\boldsymbol{x}_{\mathbf{i}}$ We heve used $\boldsymbol{x}_{\mathbf{i}}$ to denote the potential aseciated withrenstelon $v_{i}$, and have used $x_{i}$ earlier to denote the ileplacement associated with ${ }_{1}$ This has been done intentionally.

Theorem 4.3.2: A function $A \rightarrow$ R which aseigns real number $\theta_{i j}$ to each arc $\operatorname{aj}_{i j}$ is potential difference assigmant iff there exists a function $X: V \rightarrow R$ which associates with each vertex $v_{i}$ in the ovent
graph a real number $x_{i}$ such that for every arc $a_{i j}$ we have $\theta_{i j}=x_{j}-x_{i}$.

Sufficiency: If $\theta_{i j}$ is defined as given, then consider a cycle $\xi=\left(v_{1}, v_{2}, \ldots v_{k}, v_{1}\right)$.

Define $\xi_{a_{i j}}=+1$ if $a_{i j}$ is directed in one sense

$$
\xi_{a_{i j}}=-1 \text { if } a_{i j} \text { is directed in the opposite sense. }
$$

Then, $\quad \xi_{\mathrm{a}_{12}}{ }^{12}=x_{2}-x_{1}$

$$
\begin{aligned}
& { }^{{ }_{a}^{a_{23}}} \begin{array}{c}
\theta_{23}=x_{3}-x_{2} \\
\vdots \\
\vdots \\
\xi_{a_{k 1}} \\
\theta_{k 1}=x_{1}-x_{k} .
\end{array} .
\end{aligned}
$$

Summing, we get

$$
\sum_{a_{i j} \in \xi^{+}} \quad \sum_{i j} \theta_{i j}=0
$$

Thus, the assignment is a potential difference assignment.

Necessity: If is potential difference anignenty let us define the potentials $x_{i}$ ep by ep.

Take an arbitrary vertex $v_{1}$ and assign the coefficient $x_{1}=0$ to it. If $v_{i}$ has been labelled, and $v_{j}$ has not yotskeng labelled, and if ais is an arc in $A$, then we write

$$
x_{j}=x_{i}+\theta_{i j}
$$

Similarly, if a ${ }_{j i}$ is an arc in $A$, then we write

$$
x_{i}=x_{j}+\theta_{i j}
$$

or $x_{j}=x_{i}-\theta_{i j}$.
Since the event graphs we are interested in are strongly connected, the potential of every vertex can be assigned this way.

The potential assigned to a vertex $v_{i}$ is unilquely defined; for otherwise there would exist two chains $\zeta_{1}$ and $\zeta_{2}$ soing from $v_{1}$ to $\mathbf{v}_{2}$ such that they form a cycle around which the potential differences do not sum to zero (see Figure 4.3.3). This would violate the definition of potential difference.


Figure 4.3 .3

We now examine the conditions under which a potential difference assignment exists for directed graphs. The follewing Theorem holds for all connected graphs (i.e., not just strongly connected graphs).

Theorem 4.3.3: Let $G=(V, A)$ be a connected graph, and let us associate with each $\operatorname{arc} a_{i j} \in A$ an interval $\left[k_{i j}, 1_{i j}\right]_{\text {, where }} k_{i j} \leq 1_{i j}$. A necessary and sufficient condition for the existence of a potential difference assignment

$$
\theta=\left\{\left(a_{i j}, \theta_{i j}\right) \mid a_{i j} \in A\right\}
$$

euch that

$$
k_{i j} \leq \theta_{i j} \leq 1_{i j}
$$

is that for every simple cycle $\overline{\text {, }}$


Proof: (Suggested by Jack Dennis; we disagree with the proof in B3).
Necessity: The condition is necessary; for, suppose such a potential difference assignment exists. Then, we have, for a cycle 5 ,


If we use the lower bound of $k_{i j}$ for each arc in the first term and the upper bound $1_{i j}$ for each arc in the second, we have

$$
\sum_{a_{i j} \in \xi^{+}} \quad \sum_{i j} \leq 0
$$

i.e.,

$$
\sum_{a_{i j} \in \xi^{-}} \quad 2 \quad \sum_{k_{i j}}
$$

By doing the converse, we get the second inequality.:

Sufficiency: Here, we shall use the concept that each interval represents
a set of points on the real line. We will write

$$
Y_{i j}=\left[k_{i j}, 1_{i j}\right]=\left\{x \mid x \geq k_{i j}, x \leq 1_{i j}\right\}
$$

We will use the concept of the interval gum of two intervals $A$ and $B$, defined as

$$
A+B=\{a+b \mid a \in A \text { and } b \in B\} .
$$

Also, the interval difference of two intervals $A$ and $B$ is defined as

$$
A-B=\{a-b \mid a \in A \text { and } b \in B\}
$$

The conditions of the Theorem can be written as

$$
\sum_{a_{i j} \in \xi^{-}}^{1_{i j}}-\sum_{a_{i j} \in \xi^{*}} \geq 0 \ldots[4.3]
$$

and

$$
\begin{array}{cc}
\sum_{k j} & \sum_{a_{i j}} \in \xi^{-}
\end{array} \quad a_{i j} \in \xi^{+}
$$

Now consider the interval

$$
J=\left[\sum_{a_{i j} \in \xi^{-}}^{\sum_{i j}} \underset{a_{i j} \in \xi^{+}}{\sum_{i j}}, \sum_{1_{i j} \in \xi^{-}} \quad \sum_{a_{i j} \in \xi^{+}}\right]
$$

From [4.3] and [4.4],

$$
0 \in J \ldots[4.5]
$$

But J can be rewritten as


$$
=\sum_{a_{i j} \in \xi^{-}}-\sum_{a_{i j} \in \xi^{+}} \ldots[4.6]
$$

From [4.5] and [4.6],


Thus, the conditions of the Theorem can be written as in [4.7]. We shall show by induction that [4.7] implies the exiatence of a potential difference assigment $\theta$ auch that $k_{i} \leq \theta_{i} \leq 1_{i}$. This is true for a graph with one arc; we shall suppose that it is true for every graph with (m - 1) arcs and show that it holds for a graph $G$ with marcs (labelled 1,...m) with the intervals $Y_{1}, \ldots Y_{m}$ subject to condition [4.7]. Let $G$ be a graph with $(m-1)$ arcs that is obtained by deleting arc $h=\left(v_{i}, v_{j}\right)$ from G, and let $\overline{6}$ be the potential difference apiompent for $\overline{\mathbf{G}}$. Let $\delta_{h}$ be the potential diffarence across the vertices $\mathbf{v}_{\mathbf{i}}, \mathbf{v}_{\mathbf{j}}$ in the graph $\overline{\mathbf{G}}$ under the potential difference assignment $\overline{0}$. If $\delta_{h} \in Y_{h}$, then by adding arc $h$ to $\bar{G}$ and assigning it a potential difforonce $\theta_{h}=\delta_{h}$, we have constructed for the graph G a potential difference assigrment

$$
\theta=\left(\bar{\theta}_{1}, \ldots, \bar{\theta}_{m-1}, \delta_{h}\right) .
$$

If $S_{h}$ does not lie within the limits $\left[k_{h}, l_{h}\right]$, then there are two possibilities:

Either (a) $\delta_{h}<k_{h}$
or (b) $\delta_{h}>I_{h}$.
We will assume without loss of generality that for all simple cycles


Figure 4.3.4.
$\xi \in G$ which contain the arc $h, h \in \bar{\xi}^{-}$. In $\bar{G}$ these cycles correspond to simple paths from $v_{i}$ to $v_{j}$. Thus, for each simple path $S$ from $v_{i}$ to $v_{j}$ have

$$
\begin{aligned}
& a_{p q} \neq h \\
& \delta_{h} \in \underset{a_{p q} \in \xi^{-}}{-\sum_{\mathrm{Pq}}}+\sum_{\mathbf{a}_{\mathrm{pq}} \in \xi^{+}} \\
& \mathbf{a}_{\mathrm{Pq}} \neq \mathrm{h}
\end{aligned}
$$

or

We will refer to the set of simple path from $v_{i}$ to $v_{j}$ ea the bannock It $4=\left\{s \mid \varepsilon\right.$ is a ample path from $v_{i}$ to $\left.v_{j}\right\}$.

Case (a) $\delta_{h}<k_{h}$. We will show that it must be possible to reassign potential differences to arcs if the hamsock 30 that $\delta_{h} \geq k_{h}$. We do this by finding a cut set $C_{n}$ of the hamiock same Figure 4.3.5).


Figure 4.3.5. Hammock

With each arc $m=a_{p q}$ in the cut set $c_{n}$, we associate a slack $\partial_{\mathrm{in}}$ defined by

$$
\begin{aligned}
& \partial_{m}=k_{m}-\theta_{m} \text { if } m \in \xi^{+} . \\
& \partial_{m}=\theta_{m}-1_{m} \text { if } m \in \xi^{-} .
\end{aligned}
$$

Let $\partial^{n}=\min \left[\partial_{1}, \ldots, \partial_{r}\right]$

$$
1, \ldots r \in C_{n}
$$

We increase the potential difference $\theta_{m}$ of each arc $m \in \xi^{+}$by $\partial^{n}$ and decreage the potential difference $\boldsymbol{x}_{\mathrm{m}}$ of ench are me; $\boldsymbol{q}$ by $\partial^{n}$

Thus $\delta_{h}$ has been increased by $\partial^{n}$. If $\delta_{h}+\partial^{n}>k_{h}$, we axe done. Otherwise, repeat the above procedure for some other cut set, and $s 0$ on.

If no more cut sets are found for which this potential difference remssignment can be done, then there must be some perth In which the following is true:

$$
\begin{aligned}
& \theta_{m}=k_{m} \forall m \in \xi^{+} \\
& \theta_{m}=I_{m} \forall m \in \xi^{-} .
\end{aligned}
$$

For as long as there is no such path, there mast exist a cut set whose arcs do not have potential differences equal to either limit.

Now consider the cycle consisting of the path and arak.

$$
\delta_{k}=\sum_{m \in g^{+}}^{l_{m}}-\sum_{m \in \xi^{-}}^{\sum_{m}}<k_{h}
$$

Recalling that $k$ was defined to be in $\xi^{-}$, we see that

which contradicts the first condition of the Theorem, namely that

$$
\begin{array}{cc}
\sum_{i j} & 2
\end{array} \sum_{a_{i j}} \in \xi^{-} \quad, \quad a_{i j} \in \xi^{+}
$$

Similarly, we show that for Case (b), ie., $S_{h}>l_{h}$, it must be possible to reassign the potentials in the hammock so that $\delta_{h} \leq 1_{h}$. If not, we can show by method similar to that for case (a) that there must exist a path for which

which contradicts the second condition of the Theorem.
This proves the Theorem.

## Corollary 4.3.3.1

A potential difference assignment $\theta$ such that $\theta_{i j} \geq k_{i j}$ (for all $a_{i j} \in G$ exists if and only if, for every circuit 5 ,

$$
\sum_{a_{i j} \in \xi} \leq 0
$$

Proof: Set $1_{i f}=+\infty$ for every $a_{i j}$. There are two types of cycles:
(a) circuits, ie., cycles in which all arcs are oriented in the same direction.
(b) cycles which are not circuits.

For every circuit 5, we see that

$$
\sum_{a_{i j} \in \xi .} \leq 0
$$

For cycles which are not circuits, we see that

$$
\sum_{i j} \leq \infty \quad \text { which is vacuously true if all } k_{i j} \text { 's are finite. }
$$

We are now in a position to show that the bound we attained on the computation rate of transitions in a timed event graph is actually attainable. This forms the subject of our next theorem.

Theorem 4.3.4: Let $f=(G, \Omega)$ be a timed event graph. $f$ has a strongly periodic firing schedule with period $\pi>0$ iff

where $\left\{C_{1}, C_{2}, \ldots C_{k}\right\}$ is the set of all circuits in $G$.

Proof: From Corollary 4.3.1.1 we have the result that a timed event graph $f$ has a strongly periodic firing schedule with displacements $x_{1}, \ldots x_{m}$ and period $\pi$ iff

$$
\begin{equation*}
\forall a_{i j} \in G, \text { we have } x_{j}-x_{i} \geq c_{i j} \tag{4.2}
\end{equation*}
$$

where $c_{i j}=\tau_{i}-\pi M\left(0, a_{i j}\right)$.
Now with each arc $a_{i j}$, we associate $\theta_{i j}=\mathbf{x}_{\mathbf{j}}$ - $\mathrm{R}_{\mathbf{i}}$.
By Theorem 4.3.2, a function that assigns such a $\theta_{i j}$ to each arc $a_{i j}$ must be a potential difference assignment. The set of inequalities [4.2] now becomes

$$
\begin{equation*}
\theta_{i j} \geq c_{i j} \quad \forall a_{i j} \in G \tag{4.8}
\end{equation*}
$$

By Corollary 4.3.3.1, this system of inequalities has a solution iff, for every circuit $\xi \in G$,

$$
\sum_{a_{i j} \in \xi} c_{i j} \leq 0
$$

[4.9] now becomes

$$
\begin{aligned}
& \forall \xi \in G, \quad \sum_{a_{i j} \in \xi}\left(T_{i}-\pi M\left(0, a_{i j}\right)\right) \leq 0 \\
& \text { or } \sum_{v_{i} \in F}-\quad \pi \sum_{M\left(0, a_{1 j}\right)} \leq 0 \quad v \xi \in G, \\
& \text { or } \pi \geq \frac{\sum_{i} \Gamma_{i}}{\sum_{i\left(0, a_{i j}\right)}} \quad \text { veG } \\
& a_{1 j} \in 5
\end{aligned}
$$

This is true tiff

$$
\pi \geq \max \left\{\begin{array}{l}
\sum_{\boldsymbol{v}_{i} \in \xi} \sum_{i f} \\
\sum_{\left.i_{i j} \in \xi, a_{i j}\right)}
\end{array}\right\} \quad[4.10]
$$

Comments on Theorem 4.3.4: We note that there exits a strongly periodic firing schedule with period

$$
\pi=\max _{\xi \in G}\left\{\frac{\sum_{v_{i}} \in \xi}{\sum_{M\left(0, a_{i j}\right)}} \begin{array}{l}
a_{i j} \in \xi
\end{array}\right\}
$$

The computation rate $p$ of transitions in $G$ is given by $p=\frac{1}{\pi}$. Hence,

$$
\rho \leq p^{\prime}=\quad \underline{\min }\left\{\begin{array}{l}
\sum_{v_{i} \in \xi}\left(0, a_{i j}\right)  \tag{4.11}\\
\sum_{i j} \in \tau_{i}
\end{array}\right\}
$$

It is clear from the inequality [4.7] that there exists a strongly periodic firing schedule which realizes a computation rate

$$
p=o^{\prime}
$$

Thus, the timed event graph can be allowed to "run" at any "speed" less than or equal to $p^{\prime}$. In Section 4.2, we argued that the computation rate of transitions in a timed event graph could not exceed that of transitions in the circuit with the minimum ratio of

$$
\begin{aligned}
& \sum^{M\left(0, a_{i j}\right)} \\
& \frac{a_{i j} \in \xi}{\sum_{v_{i} \in \xi}}
\end{aligned}
$$

but our arguments were non-rigorous. In this section we have substantiated our claim in a rigorous fashion. The circuit with the minimum ratio of token content to sum of transition firing times is termed the critical circuit, and as we have seen, this is the one which determines the maximum computation rate of all transitions in the net.

## Section 4.4 Timed LSP Hets

We now proceed to apply the result obtained in the previous Section to determining the maximum computation rate of transitiong in a timed LSP Petri net. Our starting point will be to decide if a given marked Petri net is indeed LSP. This can be done by applying the results developed in Section 2.3.

Consider a timed LSP Petri net $\mathcal{L}=\langle\mathcal{P}, \Omega\rangle$, The timed Petri net in Figure 4.2 .1 is an LSP net, and we saw that we were able to construct a feasible periodic schedule for it. We now show that every LSP Petri net has feasible periodic firing schedule, and we ahow how to find the period and the copputation rate of every trangition in the net.

Recall from Section 3.4 that the steady atate behavior of an LSP net $\mathscr{P}$ can be represented by the steady-atate equivelent net $\mathcal{S}$. Furthermore, recall that has the structure of a multiply-labelled event graph. The only difference between event-graphe and multiplylabelled event-graphs is that that the latter may have multiple instances of certain transitions. We will begin by asauming that all transitions in a multiply-labelled event graph have distinct labels, and the steady-state equivalent net \& can be regarded as an event graph. Each transition is assigned the firing time of the transition it corresponds to before the relabelling was done. The computation rate of transitions in the resulting event graph can be found by applying the result of [4.11].

We showed in Chapter 3 that the steady atate equivalent net of a consistent LSP Petri net must have a number of occurrences of each
transition equal to its current in a consistent current assignment. We now show that the computation rate of transitions in a timed LSP Petri net must be proportional to their currents in a consistent current assignment. To show this, let us consider the steady-state equivalent net $\delta$. We have seen that we can find the coputitifon rate of transitions in the relabelled net by treating it as an event graph. We will call this the fundamental computation rate of sh, HSP net, and will denote it by $\rho$. If the multipltefty of any tranfition $Y_{i}$ is $u\left(y_{1}\right)$, it means that in unit time, cronsition $v_{i}$ in the thed usp oded efres $\mu\left(v_{i}\right) \times \rho$ times, because each firing of mantande of transition of transition $v_{i}$ in is also firing of transton $\boldsymbol{v}_{i}$ in $P$. Hence, we can find the couputation rate of any transition $v_{i}$ by imply multiplying $\rho$ by the multiplicity of that frgneftion in $\rangle$.

Sumarizing, the following steps are are involved in finding the couputation rate of transitions in a timed LSP Petri net $\mathcal{C}$ :

Step 1 Find the ateady state equirnatent net $\boldsymbol{d}$ of the underlying LSP Petri net $P$.
 rate $\rho$ by applying [4.11]. Thidgive che maximan fund mental computation rate of the tima zep Petri mpt $i$.
Step 3 If $\rho_{i}$ is the maximim computatidn rasforitrovition $\boldsymbol{v}_{\boldsymbol{f}}$ in $\mathcal{L}$, and $\mu\left(v_{i}\right)$ is its enltiplicity in $\mathcal{S}$, theit $\rho_{i}=\rho \times \mu\left(v_{i}\right)$.

We illustrate thid method by an examie.

Expalia Gongider the timed LSP Petri ngt of Figufg 4.2.1 (reproduced in Figure 4.4.1). In order to make our exmple as general as possible,


Figure 4.4.1 Timed LSP Petri net $\mathcal{L}=\langle\mathcal{P}, \Omega\rangle$ with a live, bounded marking $M$.


Figure 4.4.2 Steady state Equivalent net for Lsp Petri net $\mathcal{P}$ with marking M .
the net has a marking $M$ that is not safe, but which is live, bounded and persistent. In Figure 4.4.2, we show the steady state equivalent $\mathcal{S}$ of the net $\mathcal{P}$ with marking M. $\mathcal{S}$ can be decomposed into four circuits:
$C_{1}: \quad P_{1} t_{1} P_{4} t_{3} P_{1} t_{2} P_{4} t_{3} P_{1}$
$C_{2}: \quad P_{3} t_{1} P_{2} t_{2} P_{3}$
$C_{3}: \quad p_{1} t_{1} p_{2} t_{2} P_{4} t_{3} P_{1}$
$C_{4}: \quad P_{3} t_{1} P_{4}{ }^{t}{ }_{3} P_{1} t_{2} P_{3}$
The fundamental computation rate $\rho$ is seen to be $\rho=\min [2 / 12,1 / 8,2 / 10,1 / 10]$
or $\rho=1 / 10$.

Now, $\mu\left(t_{1}\right)=1$
$\mu\left(t_{2}\right)=1$
$\mu\left(t_{3}\right)=2$
Thus the computation rates of transitions $t_{1}, t_{2}$ and $t_{3}$ are as follows:

$$
\begin{aligned}
& \rho_{1}=1 / 10 \\
& \rho_{2}=1 / 10 \\
& \rho_{3}=2 / 10
\end{aligned}
$$

## A note on the Structure of ISP Petri nets

Although it is true that the LSP Petri nets that arise in the course of modelling practical systems will all be SMD there do exist Petri nets Which are LSP but not SMD. The net in Figure 4.4 .3 is an LSP Petri net, but it is not SMD as the reader can easily verify. The method we have given for finding the computation rate for timed LSP Petri nets holds for all LBP Petri nets which have a live, safe marking.


Figure 4.4.3 An LSP Petri net that is not SMD

### 4.5 Timed Petri nets with random firing times

The assumption of deterministic firing times for Petri nets has given us a great deal of insight into the action of practical asynchronous systems. We have been able to find the computation rate of transitions in timed event graphs and LSP Petri nets, and in each case we have been able to identify system components that limit the fundamental computation rate of the net (i.e., the critical circuit). The critical circuit represents a bottleneck in the system being modelled, and readers familiar with PERT networks will see the correspondence between critical circuits in timed event graphs and critical paths in PERT networks.

The assumption of deterministic firing times may not be sufficiently accurate for practical systems. In practice, an action in an asynchronous system like an addition will be a random variable, and in a large nuber of cases this can be approximated by either a rectangular or a Gaussian distribution (see Figures 4.5 .1 and 4.5 .2 respectively). A Gaussian distribution has the problem that it has a "tail" which extends for negative values of time. Since we cannot visualize an action taking less than zero time to occur, we would prefer to use the rectangular distribution shown in Figure 4.5.1.

It is possible to find out the mean computation rate of a timed event graph when all firing times are given by a distribution like the rectangular distribution. However, the process is very tedious, and we will work with the means of each of the firing times. By doing this, we get a timed event graph whose computation rate can be found by applying Equation [4.11]. It can be shown by using the results of Clark[C3] that the computation rate so obtained is an upper bound on the true computation rate of the timed event graph whose firing times are random variables.

The deviation of the true mean computation rate from this bound depends upon on the standard deviations of the random variables, but there does not appear to be any simple expression that relates these quantities. We now turn to Chapter 5, where we find a bound on the computation rate of timed SMD Petri nets.

COMPUTATION RATE OF ASYNCKRONOUS SYSTEMS WITH DECISIONS

### 5.1 Timed SMD Petri Nets

In Chapter 3, we illustrated the power of SND Potri nets in modelling asynchronous systems with decisions. We alsp established two important results about SMD Petri nets:
(a) It is decidable if any given maricing for an SND Petri net is 1ive.
(b) For SMA Petri nets, any marking which puts at least one token on every tate machine is live.

Thus, usigg the results presented in Chapter 3, we con design asynchronous processing systems for possible inqlementation by the techniques developed by Dennis and Patil [D1, D2]. We now show how we can estimate the computation rate of this more generaycless of systems. Recall that in Chapter 4 we developed a terinique for finding the maximum computation rate of a large class, deterministic systems. In this chapter, we look at non-deterninistia systems and see if we can obtain a bound on their computation rate. We do this by finding a bound on the computation rate of traplitions if a timed SND Petri net.

We have defined timed Petri nets in Section 4.1 (see definition 4.1.1). Thus, a timed SND Petri net is an SMD Het in winfh every transition has a fixed, non-zero firing time. For detafis of the firing mechanism and notation for the ingtantaneous marking of timed SND net, the reader is urged to re-read Section 4.1.

Stage 3
350 HP cars


200 HP cars
Stage 4

Decision made at place $4_{4}{ }^{\circ}$
Figure 5.1.1.

Let us now consider a timed SMD Petri net and examine its behavior. We do this by constructing airing pehedule for it, and interpreting the notion of computation rate of transition in connection with the firing schedula.

As a simple example to motivate this chapter, consider the SMD Petri net model of an assembly line with decisions of the týpe discussed in Section 1.2. Figure 5.1.1 is such a Petringet model. Let transitions $a, b$ and $c$ represent asembly operaflons, and let $p$ be a place which represents a bay at which a decision is madef pout which engine should be attached to a chassis. Thé engines are available in the input queues sonnected to transitiaps $b$ and $c$, and coupletely assembled autos are output into the queues marked "output queues." Each of the assembly oparations represented by the transitions $a, b$ and $c$ have associated time durations $T_{a} T_{b}$, and $T_{c}$ reppeotively. A partially assembled auto that appears at place $p$ can be routedione of two ways, by firing either transtion d or fransition e. We sald in Section 1.2 that this routing can be done in aeveral way, and the exact mechanism of making this routing decision does not concern us here. We have pointed out some of the ways in which this decision can be made for a practical assembly line. From a performance standpoint, we must know the relative numbers of each type of adonobile which are produced by the assembly line. Let us see why. Suppoie naxse proportion of all cars produced by the assembly line are 200 HP cars, and suppose that the final assembly process for attaching a 200 HP engine to a chassis is extremely slow (i.e., transition $f$ has a long firing time). This assembly stage will not be able to handle the load imposed by it,


Figure 5.1.2 Occurrence Graph for Petri Net in Figure 5.1.1.
and will slow down the operation of the whole line by choking off the absorption of subassemblies from the input queues. It is intuitively obvious, therefore, that this assembly line can be balanced by matching the speed of operation of an assembly station to its expected frequency of use. It can also be seen that there is a tradeoff between the number of physical processing units at an assembly station and the speed of each processing unit - a number of slow processing units can be used instead of a few fast ones, and vice versa. Our question in connection with this assembly line is - how do we estimate the rate at which it produces assembled autos?

Let us examine our model carefully and see what information is needed to specify the system in a way which is complete for our purpose. We have shown input queues connected to some of the transitions in the net in Figure 5.1.1. We pointed out in Section 1.2 that we will assume that there is always at least one item in each input queue, so that it is not necessary to indicate the queues, but we have shown the queues for completeness. Let us now see how to incorporate the relative frequency of use of the two alternative assembly stations into out model.

The action of the Petri net in Figure 5.1 .1 can be represented by means of an occurrence graph (see Section 3.5.3). In the occurrence graph shown in Figure 5.1.2, the probability or the relative frequency of occurrence of each of the outcomes of the decision made at place $p_{4}$ will be reflected in the number of occurrences of the corresponding transition in a long frustrum of the occurrence graph. For example, if the probabilities of occurrence of transitions $d$ and $e$ are $\frac{1}{3}$ and $\frac{2}{3}$ respectively, then, in a long frustrum of the occurrence graph there
will on an average, be twice as many occurrences of transition as of transition d. This means that in a consistent current assignent for the Petri net, the current assigned to transition e will be twice that assigned to transition d. Our problem is to find the maximan computation rates of transitions $t_{5}$ and $t_{6}$ in the net. In general, we would like to find the maximan couputation rate of any transition in a timed SWD net, for which a consistent current assignment is given. We whish to find a computation rate assignmant such that the conputation rate of each transition is proportional to its current in the given consistent current assignment.

The problem can be tackled by sinalation. In such a method the computation rate of any tramition can be found by letting the net "run" for a long time, and then dividing the number of times that transition has fired by the total amount of time that has lapsed since time zero. The method is extremely tiwe consuming and we would like an analytical technique wich enables us to find a good bound on the computation rate of transitions in the timed net.

Consider a timed swimet $x=\langle P, n\rangle$, having a minimal integer consistent current assignment 9 . We know fron Section 3.5 that several c-equivalent nets are, in general, possible for $X$ with consistent current assignment 1. In Figure 5.1.3(a) we reproduce the net shown in Figure 3.5.4. For the given minimal consistent current assigmant, several c-equivalent nets are possible, and we give two of them (see Figures 5.1.3(b) and 5.1.3(c). Each timed c-equivalent net defines a periodic schedule. We compute their fundamental computation rates, and get the following:


The SMD net $X$.

Minimal integer consistent current assignment:
$\varphi_{1}=\varphi_{2}=1$
$\varphi_{5}=\varphi_{6}=2$
$\varphi_{3}=\varphi_{4}=\varphi_{7}=2$

Firing time assignment:
$\tau_{1}=2, \tau_{2}=3, \tau_{3}=4, \tau_{4}=1, \tau_{5}=3, \tau_{6}=5, \tau_{7}=2$

Figure 5.1.3(a)


Figure 5.1.3(b)


Figure 5.1.3(c)

## Fiqune 5.1.3(b)

Applying the results of Section 4.4, Fundemental computation Rate $p^{\prime}=\ln \left[\frac{1}{1}, \frac{1}{29}, \frac{1}{8}, \frac{1}{22}\right]=\frac{1}{2} 9$.

## Fiquece 5.1 .3 (c)

Fundenent al Competation Rate $\beta^{\prime \prime}=\operatorname{man}\left[\frac{1}{19^{3}}, \frac{1}{22}, \frac{1}{19}, \frac{1}{24}\right]=\frac{1}{24}$.

Thus, the maximuin Fondacintal computation katee of the two c-equivalent nets are different. In order to find a boond on the maximain fundanontal computation rate of the timed not $X$, we mint find the timed e-equivalemt net wifleh haw the largest computation rate.

The manimalin fondomental computation rate of a c-equivalent net for the timed net $X$ represents the masimus fondmental compration rate of trangitions in the net $X$ for the behavior specified by that c-equivalent net. This leade to the following definition:

Definition 5.1.1 The maxime fundamental computation rate of transitions In a timed sem net $X=\langle\mathscr{P}, \Omega\rangle$ for a minimal integer consistent current aseignment is given by the fundamental computation rate of the $c$ equivalent net which has the largest fundamental computation rate.

Definition 5.1.2 The maximum computation rate of a transition $t_{i}$ belonging to a timed SMD Petri net $X=\langle\mathcal{P}, \Omega\rangle$ with a minimal integer consistent current assigmment $\Phi$ is given by

$$
p_{i}=\varphi_{i} \times \rho
$$

where $\varphi_{i}$ is the current assigned to $t_{i}$ by $\Phi$ and $\rho$ is the maximum funda-


Figure 5.1.4
mental computation rate of $x$.

We see that to obtain an exact value of the maximum fundmental computation rate of $X$, we must find all the c-anuivalent nets for $X$ and find the one with the largeat fumdmanal computation rate. This is a very tedious process, and we would like to find a simple method which gives a bound on the fundemental maximum computation rate of $X$. Conelder the timed SMB Patri nat $X=(P \cap)$ in which the underlying Petri net $\mathcal{P}_{\text {ha }}$ a live marking $M$. Let $S_{1}, S_{2}, \cdots S_{m}$ be the atate machine components of 9 . Let the trapsitiong of any state machine component $S_{i}$ be $t_{i 1}, t_{i 2}, \cdots t_{i k}$ their firing times be $\tau_{i 1}, \tau_{i 2}, \ldots \tau_{i k}$ and their currents be $\varphi_{i 1}, \varphi_{12}, \ldots \varphi_{i k}$ respectively. Also, let $p_{i 1}, p_{i 2}, \ldots p_{i k}$ be the places belonging to the state machine $S_{i}$. Let $n_{i}$ denote the number of tokens on atate machine $S_{i}$.

Consider the occurrence graph associated with one of the tokens on the state machine $S_{i}$ (see Figure 5.1.4).

Since there are $n_{i 1}$ tokens on the state machine $S_{i}$, the maximum natural computation rate of transition $t_{i 1}$ is thus $n_{i}{ }_{i 1}$ or $n_{i} \varphi_{i 1}{ }^{\Psi}{ }_{i}$. The quantity $\Psi_{i}$ is termed the maximum natural fundemental computation rate of the state machine, and to obtain the maximum natural computation rate of transition $k_{i 1}$, we multiply ${ }_{i}$ by $\varphi_{i 1}$. The term maximum natural computation rate of a transition $t_{i 1}$ refers to the computation rate it would have if the state machine $S_{i}$ were isolated from the other components of the SMD Petri net $\mathcal{P}$. However, as we saw in the case of timed event graphs, the components of a timed net affect each other's
fundamental computation rate. We now show that if two state machines $S_{i}$ and $S_{j}$ have some transition $t$ in common, then the fundamental computation rate of both state machines is min $\left[\Psi_{i}, \Psi_{j}\right]$. Let $\varphi$ be the current associated with transition $t$ in a consistent current assignment. Then, it is clear that the computation rate of $t$ cannot exceed $\varphi \times \min \left[\Psi_{i}, \Psi_{j}\right]$. For suppose without loss of generality that $\Psi_{i}<\Psi_{j}$. Then, the computation rate of $t$ cannot be greater than $\varphi \times \Psi_{i}$. If it could be greater than $\varphi \times \Psi_{i}$, it would violate the definition of the fundamental computation rate of $S_{i}$. Thus, the computation rate of $t$ cannot exceed $\varphi \times \min \left[\Psi_{i}, \Psi_{j}\right]$. Also, by consistency, the computation rate of any transition $t_{i 1} \in S_{i}$ must equal

$$
\frac{\varphi_{i 1}}{\varphi} \times \varphi \times \min \left[\Psi_{i}, \Psi_{j}\right]=\varphi_{i 1} \times \min \left[\Psi_{i}, \Psi_{j}\right]
$$

Similarly, the computation rate of any transition $t_{j m}$ in $S_{j}$ equals

$$
\frac{\varphi_{j m}}{\varphi^{-}} \times \varphi \times \min \left[\Psi_{i}, \Psi_{j}\right]=\varphi_{j m} \times \min \left[\Psi_{i}, \Psi_{j}\right]
$$

We conclude that if two state machine components $S_{i}$ and $S_{j}$ in a timed SMD Petri net have a transition in common, each state machine acquires a fundamental computation rate $=\min \left[\Psi_{i}, \Psi_{j}\right]$ 。

Let $\rho=\min \left[\Psi_{1}, \Psi_{2}, \ldots \Psi_{m}\right]$. Without loss of generality, let $\rho=\Psi_{1}$. We now construct sets $\lambda_{1}, \lambda_{2}, \ldots \lambda_{r}$ of state machines as follows:

If $\lambda_{p}$ is a set of state machines, then define $\lambda_{p+1}$ to be the set $\lambda_{p} \cup\left\{S_{p 1}, S_{p 2}, \ldots S_{p r}\right\}$ where $S_{p 1}, S_{p 2}, \ldots S_{p r}$ are state machines which have at least one transition in common with the state machines in $\lambda_{p}$. Also, $\lambda_{r}=\left\{S_{1}, S_{2}, \ldots S_{m}\right\}$, i.e., all the state machine components of $\mathcal{P}$.

Construct $\lambda_{p+1}$ from $\lambda_{p}$ until $\lambda_{p+1}=\lambda_{p}$. Then $\lambda_{P}$ mast include all the state mehines because $\mathcal{P}_{\mathrm{f}}$ strongly-connected.

The reader can now see that if the maximum fundamental couputation rate of $S_{1}=\Psi_{1}$, then the maximum fundmental compatation rate of all state machines in $\lambda_{2}$ is also ${ }_{1}$, and so on until we have exhausted all state machines in the net $\mathcal{P}$. Thus, all state machines in $X$ mast have a maximum fundmental computation rate $p=\Psi_{1}=$ min $\left[\Psi_{1}, \Psi_{2}, \ldots \Psi_{1}\right]$ where $S_{1}, S_{2}, \ldots S_{m}$ are all the atate machine components of $\rho$.

The maximun computation rate of any transition $t_{i}$ in the net is thus

$$
\varphi_{i} \times \mathbf{p}
$$

We have thus established the following reault:
In a timed SMD Petri net $\chi=\langle\mathcal{D}, \dot{\phi}\rangle$, the maximum computation rate $\rho_{i}$ of any transition $t_{i}$ is given by

$$
\rho_{i} \leq \varphi_{i} \times \rho^{\prime}
$$

Where $\rho^{\prime}=\min \left[\Psi_{1}, \Psi_{2}, \ldots \Psi_{w}\right]$
where $\Psi_{1}, \Psi_{2}, \ldots{ }_{m}$ are the maximum fundamental computation rates of $S_{1}, S_{2}, \ldots S_{m}$. The maximum fundamental computation rate $Y_{k}$ of state machine $S_{k}$ is given by

$$
\Psi_{k}=\frac{n_{k}}{\sum_{j=1}^{\sum_{k}} \varphi_{k j} \tau_{k j}}
$$

where $n_{k}=$ number of tokens on state machine $S_{k} \cdot t_{k 1}, t_{k 2}, \ldots t_{k r}$ are the transitions of state machine $S_{k} \cdot \varphi_{k j}, \tau_{k j}$ are, respectively, the current in a consistent current assignment for $\mathcal{P}$ and firing time of
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transition $t_{k j} \in S_{k}$.
The bound we have obtained here is based on the assumption that when a token appears at a place with conflict, then its further routing (i.e., which output transition to fire) is done statistically, using an a-priori probability measure proportional to the currents associated with the respective transitions. In the next section, we derive this bound by considering the c-equivalent nets for $\mathcal{X}$.

### 5.2 Rigorous Derivaticn of Bound on Fundamental Compatetion Rate for

## THed Son Petri Meta

In the previcue gection, sear hy we can find the upper houmat ca the marimum furdamental commatesticu te of a timen gar Fotyi mot $x$ with

 the largeat maximum fumamontal compoitation fate. 4n ve painted out, this is a tedicus procest. The folloing Theorem gives an unper bound fin the maximin fundamantal computations rite of mimen sion petri net in torm of ita otructure, maxing, minimal integer cematotent current ascignment and firing time andigmont.

Theoren 5.2.1. In a timed sin Petri net $x=\langle 9,0\rangle$ with a minimal integer conaistent current sasimament $t$, the maximm fumpamental computintion
 computation rates of the otate mashina compenants of. The fupdamental computation wate ${ }^{\prime}$, of state machime $\mathrm{F}_{\mathrm{k}}$ ia given by

where $n_{k}=$ number of takens on state machine $S_{k}$.
$t_{k 1}, \ldots t_{k r}$ are the transitions of state machine $\mathbb{S}_{k}$.
$\varphi_{k j}, T_{k j}$ are the current and firing time respectively of tranaition
$t_{k j} \in S_{k}$.

Proof: Consider the c-equivalent net $\mathcal{G}$ of the SMD net $\mathcal{P}$ for the ${ }^{*}$ consistent current assignment $\Phi$. We showed in Section 3.5 that for every state machine component $S_{k}$ in $P$, there exists a corresponding circuit $c_{k} \in \mathfrak{C}$ with the following property:

Every transition $t_{i}$ in $C_{k}$ has a multiplicity $\mu\left(t_{i}\right)$ equal to the current $\varphi_{i}$ assigned to transition $t_{i}$ in $\mathcal{P}$ by the minimal consistent current assignment $\Phi$. Now let $C_{1}, \ldots, C_{m}, C_{m+1}, \ldots C_{r}$ be the simple circuits in $\mathscr{C}$, where $c_{1}, \ldots c_{m}$ correspond to state machines of $\mathcal{P}$ and $C_{m+1}, \ldots C_{r}$ are simple circuits in $\mathscr{C}$ that do not correspond to state machines of $\mathcal{P}$. Let $\Psi_{1}, \ldots \psi_{m}, \Psi_{m+1}, \ldots, \Psi_{r}$ be their respective fundamental computation rates. For any circuit $C_{i} \in\left\{C_{1}, \ldots C_{m}\right\}$

$$
\begin{gathered}
\Psi_{i}=\frac{n_{i}}{\sum \varphi_{i j} \tau_{i j}} \\
\forall t_{i j} \in c_{i}
\end{gathered}
$$

Now, the fundamental computation rate $\rho$ of the timed net $X$ is given by

$$
\begin{aligned}
\rho^{\prime} & =\min \left[\Psi_{1}, \ldots \Psi_{\mathbf{r}}\right] \\
& =\min \left[\Psi_{1}, \ldots \Psi_{m}, \quad \Psi_{\mathrm{m}+1}, \ldots, \Psi_{\mathbf{r}}\right] \\
\text { or } \quad \rho^{\prime} & \leq \min \left[\Psi_{1}, \ldots \Psi_{m}\right]
\end{aligned}
$$

## Note:

There may exist some $\psi_{s} \in\left\{\psi_{m+1}, \ldots, \psi_{r}\right\}$ such that

$$
\psi_{s}<\min \left[\Psi_{1}, \ldots \Psi_{m}\right]
$$

Thus, while $\rho^{\prime}=\min \left[\Psi_{1}, \ldots \Psi_{m}\right]$ is certainly a bound, this bound may not be achievable. The computation rate $\rho_{i}$ of any transition $t_{i}$ is defined
to be

$$
\rho_{i}=\rho \times \Phi_{i}
$$

Once again, this value of $\rho_{i}$ is a bound, but this bound may not be achievable. Theorem 5.2 .1 enablen ue to find a bound on the computation rata of any tramsition in a timad sag Petri net by finding for each state machine compon nt $S_{i}$ the corroapendiag fundamental ormputation rate $\boldsymbol{\phi}_{\mathbf{i}}$. This is simpler than findins the maximin fundenantal computation rate of all the c-equivalent neta for the sm Retri met.

Example: Let us apply this reanlt to the timod sp Petri not of Figure 5.1.3. Theorem 5.2 .1 gives a bound on the manimm fundanantal computation rate equal ta

$$
\min [1 / 15,1 / 22]=1 / 22
$$

By drawing all the c-equivalent nets for the gno net, the reader can verify that the net of Pigure $5.1 .3(c)$ has the largeet maximem fundamental computation rate of $1 / 24$. The bound of Thaorem 5.2 .1 canmot actua$11 y$ be realized in any consiatent behavior of the got, but we see that it is certainiy a remsonable bound. The reason that the bousd is not schievable in that there is no state machine componat in $P$ that correaponds to the maltiply-1abelled cirouit $\mathrm{F}_{4} \mathrm{t}_{4} \mathrm{P}_{3} \mathrm{t}_{3} \mathrm{P}_{2} \mathrm{t}_{4} \mathrm{P}_{5} \mathrm{t}_{5} \cdots \mathrm{t}_{7} \mathrm{P}_{4}$. This circuit has a marimm natural fundmantal compritatien rate of $1 / 24$.

### 5.3 Achievability of Bound on Computation Rate for timed SMD Petri nets

The bound on the computation rate of transitions in a timed SMD Petri net that we have presented in the previous two Sections has been shown to be an upper bound on the computation rate for a given SMD Petri net with a minimal integer consistent current assignment. We have also shown that this bound may not be achievable, and in this Section we look at the issue of achievability.

When the reader examines the expression for the bound, he will notice that it is always achievable for event graphs. Since the multiplicity of every transition in an event graph is one, this means that there exists a minimal integer consistent current assignment in which the current assigned to each transition is unity. Also, since a simple circuit in an event graph corresponds to a state machine componant if we view the event graph as an SMD Petri net, we can rewrite Theorem 5.2.1 for event graphs to read as follows:

In a timed event graph $\mathcal{G}=(G, \Omega)$, the computation rate of all transitions in the net is the same and is given by

$$
\rho \leq \min \left[\psi_{1}, \ldots \psi_{m}\right]
$$

where $C_{1}, \ldots C_{m}$ are all simple circuits of the event graph and


This is the same bound as the one we obtained in Expression [4.11] in Section 4.3. We also showed in Section 4.3 that this bound is achie-
vable. Thus, the result in theorem 5.2 .1 represents an achievable bound if the SND Petri nets we consider are restricted to being event graphs. Our question is - how good a bound is it for more general SMD Petri nets? The largest class of sid Petri nets we have been able to preve achievabillty for is the class we term $\alpha$-swid Petri neta.

Definition 5.3.1 An $\alpha$-winimal integer consistent current assignoment is one in which all tranitions with wove than one imput place are assigned unit current.

Definition 5,3.2 An sma Petri net is $\alpha$-SMA iff there exists an $\alpha$-minimal integer consistent current assignment for it.

Leman 5.3.1 Let $\mathcal{Q}$ be the $c$-equivalent net of an $\alpha$-SMA Petri net $\mathcal{P}$ for the $\alpha$-minimal integer consistent current assignment $\Phi$. Then, every circuit $C_{k}$ in $\sigma$ corresponds to a state machine component $S_{k}$ in $\rho$ and vice versa.

## Proge

Consider a state machine component $s_{k}$ in $\mathcal{P}$. Let $\neq$ be a cyclic frustrum for $E$. We know that the initial slice of $\mathcal{F}$ mist contain at least one place from every state machine coaponent (follow from Theorem 3.5.1). Choose some place $p_{k i} \in S_{k}$ from the places in the initial slice of 7 . When two consecutive instances of this place in a cyclic frustrum for the given current assignment are considered, every state machine containing $p_{k i}$ must unfold into a chain that begins and ends at $p_{k i}$. In the c-equivalent net constructed from the cyclife frustrum, each chain corresponds to a circuit.
$\Rightarrow$. Consider the cyclic frustrum for the given c-equivalent net. Since $\mathcal{P}$ is SMA, every closed simple directed path is an SSM. Also, since every transition which has multiple input places has unit current, there is exactly one instance of each such transition in a cyclic frustrum. Every allocation reduction on the c-equivalent net results in exactly one $\operatorname{SSM}$ (a multiply-labelled circuit) for each SSM in $\mathcal{P}$.

Suppose some closed directed simple path does not correspond to any SSM. Then it must correspond to some closed structure in which there exists a transition $t$ with multiple input places. The only way in which such a closed structure could map into a circuit is for there to be more than one instance of it in a cyclic frustum, which is the desired contradiction (see Figure 5.3.1).


Multiple Instances of $\mathrm{t}_{2}$
Figure 5.3 .1

As a consequence of Lemma 5.3.1, we have the following theorem:

Theorem 5.3.1: The bound on the computation rate of transitions attained in Theorem 5.2.1 holds for every timed $\alpha$ - SND Petri net $x=\langle P \Omega\rangle$

Proof: By Lemma 5.3.1, the c-equivalent net $e$ for an $\alpha$ - 3MD Petri net $P$ is a mitiply labelled event graph in which every simple circuit corresponds to a sate machine component of $P$ and vice verea. By attaching firint time to each transition in $\mathcal{P}$, the desired result follows.

Example: Figure 5.3.2(a) gives an example of a timed $\alpha$ - SNA net, shown with a consistent current assignment. Figure 5.3.2(b) gives a c-equivalent net which realizes the computation rate given by the expression of Theorem 5.2.1. The reader will note that each state machine in the $\alpha-$ SMD Petri net of Figure 5.3.2(a) maps into a multiply labelled circuit in Figure 5.3.2(b) and vice versa.

In Figure 5.3.3(a) the timed SMD Petri net of Figure 5.3.2(a) is shown with a minimal integer consistent current assignment in which transition $t_{4}$ has a current equal to 2. This net is no longer $\alpha-5 M A$, and the bound of Theorem 5.2.1 can no longer be achieved, as can be verified by examining its c-equivalent net which has the largest maximum fundamental computation rate.

Bound from Theorem 5.2.1

$$
\rho^{\prime}=\min \left[\frac{1}{20}, \frac{1}{25}\right]=\frac{1}{25}
$$



Current Assignment

$$
\begin{aligned}
& \varphi_{1}=2 \\
& \varphi_{2}=2 \\
& \varphi_{3}=1 \\
& \varphi_{4}=1 \\
& \varphi_{5}=4 \\
& \varphi_{6}=4 \\
& \varphi_{7}=1
\end{aligned}
$$

Firing Time Assignment
$\tau_{1}=3$
$\tau_{2}=5$
$\tau_{3}=4$
$\tau_{4}=2$
$\tau_{5}=7$
$\tau_{6}=8$
$\tau_{7}=3$

$$
\tau_{7}=3
$$

Figure 5.3.2(a)


Figure 5.3.2(b)


Figure 5.3.3(a).

$$
\begin{aligned}
\tau_{1} & =3 \\
\tau_{2} & =5 \\
\tau_{3} & =4 \\
\tau_{4} & =2 \\
\tau_{5} & =7 \\
\tau_{6} & =8 \\
\tau_{7} & =3
\end{aligned}
$$



Figure 5.3.3.(b)

Bound for c-equivalent net of Figure 5.3.3(b)

$$
\rho^{\prime}=\min \left[\frac{1}{20}, \frac{1}{25}, \frac{1}{26}, \frac{1}{19}\right]=\frac{1}{26} .
$$

Thus, the bound from Theorem 5.2.1 is not achievable by any c-equivalent net for the given timed SMD Petri net.

Section 5.4 Review of Results Obtained

In this Section we will put our work in perspective and will point out its relationship to PERT networks [F1] and the program flowcharts of Martin and Estrin [M1, M2, M3].

In Chapter 2 we have argued that practical systems can be viewed as an ensemble of interacting components and that each system component can be viewed as a state machine. Subsequently, we investigated the modelling of such systems using Petri nets. We introduced SMD Petri nets as being the class of Petri nets which can model practical systems. The type of systems we wish to model do not have any redundant functional operators, and are free of deadlock. This translates to the problem of choosing only those SMD Petri nets which have a live marking. We have pointed out that we still do not understand how the state machine components of an SMD Petri net should be interconnected to ensure that the net has a live marking. Currently, the largest subclass of SMD Petri nets we know of with this property is the class of SMA Petri nets.

Since any live marking for an SMD Petri net $\mathcal{\rho}$ is bounded, a consistent current assignment can be made to the transitions in $\boldsymbol{P}$. By multiplying all currents in a consistent current by the least common multiple of their denominators and dividing them by the greatest common divisor of their numerators, we get the minimal integer consistent current assignment. The current associated with a transition in a minimal integer consistent current assignment is the maltiplicity of the transition in a c-equivalent net of the SMD Petri net for the given current assignment.

We have also looked at the entire class of LSP Petri Nets (i.e., Petri nets which have a Live, Safe, Persistent marking). Even though
the LSP Petri nets of interest are likely to be SMD, there do exist LSP Petri nets that are not SMD. A steady state equivalent net exists for any LSP Petri net. Furthermore, the steady state equivalent net of an LSP Petri net is unique, and corresponds to the c-equivalent net for an LB SMD Petri net with a minimal integer consistent current assignment.

Figures 5.4 .1 and 5.4 .2 are Venn diagrams which exhibit the relationship between the various subclasses of Petri nets that have been considered in this thesis.


Figure 5.4.1


Figure 5.4.2

We have introduced timed Petri neta in order to model the finite speed of operation of practical systems and have shown how to find the computation rate of transitions in LB SMD Petri nets and LSP Petri nets. For both kinds of timed Petri nets, the maximan computation rate of a transition is the fundamental computation rate of the timed c-equivalent net for the timed Petri net multiplied by the multiplicity of the transition in the c-equivalent net.

In order to find the maximum fundmantal computation rate of a timed c-equivalent net (or a steady-state equivalent net for an LSP Patri net),


Figure 5.4.3
we assume that all transitions are dictinctly labelled, and we find the maximum computation rate of the resulting timed event graph. The maximum computation rate of a timed event graph can be found by applying Equation [4.11].

We illustrate the various terms used and the relationship between the computation rates of timed event graphs, multiply-labelled event graphs, LSP Petri nets and SMD Petri nets by means of Figure 5.4.3. The diagram is self-explanatory and shows that the bound of Equation [4.11] forms the cornerstone of our work, the fundamental computation rate of timed SMD and LSP Petri nets being obtained by finding the fundamental computation rate of an equivalent multiply-labelled event graph.

We are now in a position to point out how our work relates to the following models of parallel processing and parallel computation:
(a) PERT networks
(b) Martin and Estrin Flowcharts.

Let us begin with PERT networks [F1]. A PERT network consists of an acyclic directed graph with an input vertex and an output vertex. A11 arcs in the network 1ie on paths from the input vertex to the output vertex. Each arc denotes an activity in the project being modelled by the network, and each activity takes a certain amount of time to occur. We can model a PERT network as a timed acyclic event graph by replacing each arc with its two end vertices by the structure shown in Figure 5.4.4. The time associated with the activity ab is now associated with the timed transition $t_{a b}$ introduced into the arc ab. Transitions a and $b$ are assumed to have zero firing time. In Figure 5.4 .5 we show this transformation carried out on an example PERT network.


Figure 5.4.4.

(a) A PERT Network.

(b) Equivalent Timed Acyclic Event Graph.

$\bar{\Longrightarrow}$

$\bar{Z}$


Figure 5.4.6.

Suppose we draw an arc from f to a in Figure 5.4.5. The resulting graph is a strongly-connected event graph, whose critical circuit corresponds to the critical path of the PERT network. In Chapter 6 we will see how strongly-connected timed event graphs can be applied to many practical situations where PERT networks are inadequate.

We now turn to the program flowcharts of Martin and Estrin [M1, M2, M3]. These are directed graphs consisting of arcs and nodes. Nodes represent operations in a computer program and arcs represent data paths between them. The presence of a data value on a data path is represented by a marker. Each node has logical conditions (and, exclusive-or) on data values on the input arcs that must be satisfied before the node can act. The action of a node consists of removing a data value from the specified logical combination of input arcs, performing a computation, and then depositing data values on the specified logical combination of output arcs. The action of a node is assumed to take some finite amount of time. In Figure 5.4 .6 we show how to model these timed nodes by means timed acyclic Petri net structures. A Martin and Estrin flowchart models program constructs like decisions and iteration together with aspects of parallel programs, like the fork and join operations [D6]. A test is performed to check if the operation of the flowchart can proceed in a deadlock-free manner; if an arc is drawn from the output node to the input node, this test turns out to be similar to the one for deciding if an SMD Petri net is SMA. Our work can be viewed as modelling cyclic or recurrently acting systems, while the work of Martin and Estrin is concerned with finding the mean execution time of parallel programs. The two pieces of work taken should provide
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" good bag of tools for the analysis and design of asynchronous coilputer systems.

## CHAPTER 6

## APPLICATIONS OF TIMED PETRI NETS TO THE MODELLING OF ASYNCHRONOUS CONCURRENT SYSTEMS

## Deterministic Systems

We will now consider applications for our work drawn from diverse disciplines such as cmputer systems modelling and operations research. Throughout this discussion, we will keep in mind the distinction we have made between deterministic and non-deterministic systems. We begin by presenting several types of deterministic systems. The simplest system we wish to consider is a set of adder units whose action can be represented by the timed event graph shown in Figure 6.1.1.


Figure 6.1.1

Each token on the circuit represents a physical hardware adder unit which can be in one of three states shown (i.e., "ready to pick up operand pair", "ready to perform addition" and "ready to output result"). We will make the assumption that there is always an operand pair available in the
input queues, so that a hardware adder unit never has to be idle for want of operands, i.e., the enviromment does not introduce delays into the operation of the sytem. Applying Equation [4.11], the maximam rate at wich results appear in the output queue la given by $n /\left(\tau_{1}+\tau_{2}+\tau_{3}\right)$ where $n$ is the number of physical hardware adder units.
$T_{1}, T_{2}$ and $T_{3}$ are the times required to parform the actione modelled by trangitione $t_{1}, t_{2}$ and $t_{3}$.

Let us asenme somp valuea for the above paxmetert.
Let $n=4$.

$$
\begin{aligned}
& T_{1}=500 \text { neec. } \\
& T_{2}=2 \text { usec. } \\
& T_{3}=500 \text { naec. }
\end{aligned}
$$

The maximum throughput rate of the adder ta then $4 / 3 \quad 1.33$ million additions per second.

A more interesting example is the timd Petri Net model of a three-stage pipelined floating point mder shown in Figure 6.1.2.


Figure 6.1.2

This pipelined adder has only one hardware unit per stage, so that there is overlapped operation of the stages without any parallelism in each stage. The maximum throughput rate of the system is seen to be

$$
\min \left[1 / \tau_{a}, 1 / \tau_{b}, 1 / \tau_{c}\right]
$$

Let us examine the above expression. Suppose $1 / \tau_{a}$ is the smallest of the three quantities in parenthesis. Then stage $A$ has the slowest hardware unit, and the natural computation rate of this stage determines the throughput rate of the system. This means that having hardware units in stages $B$ and $C$ that are faster than the hardware unit of stage $A$ is wasteful, since their added speed does not result in any extra system throughput. We will say that a determbaistic system is balanced if the natural couputation rate of all system parts is equal. In the context of the pipeline adder in Eigure 6.1.2, this means that $\tau_{a}=T_{b}=\tau_{\dot{c}}$

A more complex pipelined adder would be one in which there are multiple hardware units in each stage. Such a pipelined adder is shown in Figure 6.1.3.


Figure 6.1.3

Stages $A, B$ and $C$ have $n_{a}, n_{b}$ and $n_{c}$ hardware functional units, respectively. In this case, the throughput of the sytcem ia given by
$\sin \left[n_{a} / \tau_{a}, n_{b} / \tau_{b}, n_{c} / \tau_{c}\right]$.
For the syatem to be balanced, we see that $n_{a} / T_{a}=n_{b} / T_{b}=n_{c} / \tau_{c}$ This iupliee the following:

If a stage consists of slow hardvane functional units, a proportionately larger namer of unita should be present in the otage to enaure that the syotem is balanced. Abeence of oyntem balence tmplien that there are parts of the system with excess cepacity that camant be used. our rasults can thes be used to test for myoten balance in determiniatic greteme, and they aerve to formalize the intuitive notions of balanee that a mardure deaigner, would, no doabt, uee in the design of pipelinad syatans.

## PIRT Networiss and Proiect Scheduling

PERT charts are used in Project scheduline to deternine the shortest time that it take for an enomble of concurrent activities to complete, given the precedence relationahipe between the activities and the time duration of each activity. We examined the relationehip between Pinf charts and timed Event Graphs in Section 5.6. We now see that by using timed event graphs, ve can model aspects of project schediling and assembly lines that are not within the power of PERT charts. The two main advantages of timed event graphs over PERT charts is their ability to:
(a) model systems that act recurrently.
(b) model physical resource units explicitly.

Suppose we consider the project represented by the PERT chart in Figure 6.1.4. The project consists of activities "a" through " 8 " with the precedence constraints expressed by the PERT chart. We begin by drawing the equivalent acyclic event graph for this PERT chart; using the method given
in Section 5.6. This acyclic event graph is shown in Figure 6.1.5.


Figure 6.1.4 A PERT Chart.


Figure 6.1.5 Equivalent Event Graph.
Now suppose we want the PERT chart in Figure 6.1.4 to represent a manufacturing process, where $t_{i}$ represents the start of the process, and $t_{0}$ the end. We assume that each activity in the system requires the use of a unit of resource, like a lathe, a milling machine, etc. We wish to express
the fact that there are only a finite number of units of each resource type. Also, some resource unite may be very expensive and may have to be shared among several activities (e.g. a high precieton lathe). How are we to express such system constraints using a PERT chart? The answer is that there is no way of doing this without augmenting the structure of PERT charte. Let us see what added descriptive power can be had by using timed event graphs. Around each of the transitions $t_{a}$ through $t_{g}$, we draw a loop. Each loop is marked with a number of tokens equal to the number of physical processing units available for the corresponding activity. The resulting event graph is shown in Figure 6.1.6.


Figure 6.1.6 Event graph which models limited resources available for each activity in PERT chart.

In addition to the transition representing an actixity, each loop consists of a second transition, which we will interpret as the act of allocating a resource unit to the activity. Since we wish to model a recurrently acting production facility, we complete the loop between $t_{0}$ and $t_{i}$ and add a large number of tokens to place $p$ as shown in Figure 6.1.7. One of the self-loops


Figure 6.1 .7
(i.e., loops around each of the transitions $t_{a} \ldots t_{g}$ now becomes the critical circuit. The system can be balanced by assuming that the natural computation rate of each of these circuits is the same, i.e.

$$
n_{a} /\left(\tau_{a 1}+\tau_{a 2}\right)=n_{b} /\left(\tau_{b 1}+\tau_{b 2}\right)=n_{g} /\left(\tau_{g 1}+\tau_{g 2}\right)
$$

The n's denote the number of tokens on the corresponding circuits. If all the $n$ 's are infinite, then the processing capacity of the production facility becomes infinite. This is the situation represented by Figure 6.1.5. Since any production facility in real life has only finite resources available to it, these resources can be explicitly represented as we did in Figure 6.1.6.

A word now about adding an infinite number of tokens to the loop formed by joining $t_{0}$ to $t_{i}$ through place $p$. Each token represents the possibility
of a set of subassemblies being input to the production facility for processing. Our assumption that we can add an infinite number of tokens to place $p$ is equivalent to 8 aying that there is an unbounded amount of buffer capacity between the activities $t_{a} \cdots_{g}$. In practice the amount of buffer space (In the form of storage bays) between work stations in a production process Is bounded, and this would place a limit on the number of tokens we can put on place $p$. In that case, we would have to consider the natural computation rate of all circuits in Figure 6.1.7 including circuits like

$$
t_{1} t_{a} t_{b} t_{c} t_{0} t_{i}, \quad t_{i} t_{d} t_{f} t_{g} t_{0} t_{i}, \text { etc. }
$$

Let us give an example of how the buffer capacity of the syatem may affect the maximum throughput rate of the syatem. We do this by considering some actual values for system parameters.


Case (1) We assume that $M(p)$ (i.e., the number of tokens on place $p$ ) $=6$. The throughput rate of the system $=\min [2 / 31 / 2,2 / 4,3 / 6,2 / 5,3 / 8$, $2 / 3,6 / 9,6 / 11,6 / 17]=6 / 17$. We see that circuit $t_{i} t_{d} t_{f} t_{g} t_{o} t_{i}$ limits the throughput rate of the system.

Case (ii) Now let $M(p)=100$ (i.e.,"very large").

The throughput rate of the system becomes $\min [2 / 3,1 / 2,2 / 4,3 / 6,2 / 5$, - $3 / 8,2 / 3,100 / 9,100 / 11,100 / 17]=3 / 8$.

The loop around transition $t_{f}$ now becomes the bottleneck in the system.
The production facility we have considered so far was arranged in such a way that each activity has its own set of resource units available to it. We now consider the issue of resource sharing.


Figure 6.1 .8

Consider the production process shown if Figure 6.1.8. Once again,
letting $n_{a}, \ldots n_{e}$ denote the number of tokens on the loops around transitions $t_{a} \ldots t_{e}$ respectively, we assume the following values for the parameters of the system:

$$
\begin{aligned}
& \tau_{\mathrm{a} 2}=\tau_{\mathrm{b} 2}=\cdots \\
& \tau_{\mathrm{a} 1}=6 \\
& \tau_{\mathrm{b} 1}=2 \mathbf{n}_{\mathrm{a}}=1 . \\
& \tau_{\mathrm{c} 1}=5 \mathbf{n}_{\mathrm{b}}=1 . \\
& \tau_{\mathrm{d} 1}=10 n_{\mathrm{c}}=1 . \\
& \tau_{\mathrm{e} 1}=4.5 \mathbf{n}_{\mathrm{d}}=2 . \\
& \tau_{\mathrm{e}}=1 .
\end{aligned}
$$

We make the assumption that the same type of resource is ased by both activities $t_{a}$ and $t_{b}$. In Figure 6.1 .8 , each activity has its own resource unit. In this configuration, the system throughput is

$$
\min [1 / 6,1 / 2,1 / 5,2 / 10,1 / 4.5]=1 / 6
$$

We see that activity $t_{a}$ is the bottleneck in the system. Since activities $t_{a}$ and $t_{b}$ use the same type of resource, it is possible to pool their resource units together. Now whenever resources are pooled together, some resource allocation strategy must be adopted to ensure fair resource allocation to the contending resource users. Since event graphs can model only deterministie systems, we will use a simple strategy in which each resource unit is allocated alternately to the two activities. The resulting system is shown in Figure 6.1.9.


Figure 6.1.9

We assume that all parameters of the system are the same as before; this time the throughput of the system is

$$
\min [2 / 8,1 / 5,2 / 10,1 / 4.5]=1 / 5
$$

Thus, the activity $t_{a}$ is no longer the bottleneck in the system. It should be noted that other resource allocation strategies are possible, but they result in non-deterministic nets.

So far, the system models we have considered have all been timed event graphs. We now give an example of a system which is modelled by an LSP Petri net.

Figure 6.1.10 is a timed LSP Petri net model of the assembly line that alternately outputs two types of automobiles, which we discussed in Section 1.2.

The maximum computation rates of transitions $t_{5}$ and $t_{6}$ are of interest because they tell us the maximum rate at which automobiles are output by this assembly line. These computation rates can be found from the timed steady state equivalent net of Figure 6.1.10(b).

We now suppose that there is parallelism within some of the assembly stages, but that automobiles are still manufactured alternately. This can be modelled by adding tokens to places in the net of Figure 6.1.10(a) other than $p_{8}$ and $P_{9}$, and we get an LBP Petri net of the type shown in Figure 6.1.10(c).

The reader will recall from Section 3.4 that in order to draw the steady state equivalent net of an LBP net that is also LSP, tokens are removed until a life, safe marking results and then drawing the steady state equivalent net for it. The marking is constructed by the technique given in Section 3.4. We get the steady state equivalent net of Figure 6.1.10(d). Once again, the maximum computation rate of transitions $\mathrm{k}_{5}$ and $k_{6}$ can be found.

The system models we have considered so far have all been determinis-
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Figure 6.1.10(a)


Figure $6.1 .10(\mathrm{~b})$ Steady State Equivalent Net


Figure 6.1.10(c)


Figure 6.1.10(d). Steady State Equivalent Net of the LBP Petri Net of Figure 6.1.10(c)
tic Petri nets. We now turn our attention to the madelling of nondeterministic systems.

The simplest example of a non-deterministic system that we wish to model is the pipelined procemsor with deetinkons of the type discuased in Section 1.2. 4 timed sab Petri net madel for this is given in Pigare 6.1.11.


Stage 5

$$
T_{1}=T_{2}=T_{3}=T_{4} \neq T_{5}=T_{6}=T_{7}=0
$$

Figure 6.2.11

This net has five state machine coupoands; as the reader can easily verify (indicated as stage 1,..., Stage 5). Two types of instructions can be processed, Type A and Type B. Let us aupose that the relative frequency of these two instruction types is in the ratio of 2:3 (this can be found by statistical analysis of program traces). This leads to
the following minimal integer consistent current assignment:

$$
\begin{aligned}
& \varphi_{1}=\varphi_{a}=\varphi_{2}=\varphi_{b}=\varphi_{3}=5 \\
& \varphi_{c}=\varphi_{4}=\varphi_{e}=\varphi_{b}=2 \\
& \varphi_{d}=\varphi_{5}=\varphi_{f}=\varphi_{7}=3 .
\end{aligned}
$$

The computation rate $\rho_{1}$ of transition $t_{1}$ gives the maximum rate at which instructions are absorbed from the input queue. Similarly, the computation rates $\rho_{6}$ and $\rho_{7}$ give the maximum rates at which results are placed in the output queues. To calculate these quantities, we first find $\rho^{\prime}$. From Theorem 5.2.1,

$$
\rho^{\prime}=\min \left[\psi_{1}, \psi_{2}, \psi_{3}, \psi_{4}, \psi_{5}\right]
$$

where each of the terms represents the fundamental computation rate of the corresponding stage in the system. System balance requires that

$$
\psi_{1}=\psi_{2}=\psi_{3}=\psi_{4}=\psi_{5}
$$

Let $\tau_{i}$ be the firing time of transition $t_{i}$ where $i=a, \ldots, f$. Then, we have

$$
\begin{aligned}
\rho^{\prime} & =\min \left[\frac{1}{\varphi_{a}^{\tau} a},\right. \text { etc....] } \\
& =\min \frac{1}{5 \tau_{a}}, \frac{1}{5 \tau_{b}}, \frac{1}{2 \tau_{c}+3 \tau_{d}}, \frac{1}{2 \tau_{a}}, \frac{1}{3 \tau_{f}}
\end{aligned}
$$

Suppose we choose $\tau_{a}=\tau_{b}=\tau_{c}=\tau_{d}=\tau_{e}=\tau_{f}=1 \mu \mathrm{sec} .$, then $\rho^{\prime}=1 / 5$ and the system is not balanced.

A balanced and more economical system results when $\tau_{e}=2.5 \mu \mathrm{sec} .$, $\tau_{f}=1.67 \mu$ sec., the other parameters being the same. Under this new firing time assignment,

$$
\rho^{\prime}=\frac{1}{5} \quad=2 \times 10^{5} \text { instructions } / \mathrm{sec}
$$

therefore,

$$
\begin{array}{ll}
\rho_{1}=5 \times \rho^{\prime} & =10^{6} \text { instructions } / \mathrm{sec} . \\
\rho_{6}=2 \times 2 \times 10^{5} & =4 \times 10^{5} \text { instructions } / \mathrm{sec} . \\
\rho_{7}=3 \times 2 \times 10^{5} & =6 \times 10^{5} \text { instructions } / \mathrm{sec} .
\end{array}
$$

The reader can construct further examples based on processors in which there are multiple hardware units within each stage, and can work out a method for an optimal design besed on certain objective and cost functions. We shall not attempt to do this here.

The SMD Petri nets we have exhibited so far have mainly been models of pipelined processors or assembly processes. Let us now look at models for interacting cyclic processes in computer systems. We begin with a model for two processes that interact with each other through mailboxes. Figure 6.1.12 gives a schematic or a flowchart model for such a pair of processes. One of the processes is deterministic (or decisionless) and the other one has two decisions in it. The processes communicate by passing messages to each other through mailboxes, and the reader can convince himself that they can operate concurrently without deadlocking. This can be verified formally when the Petri net model for this system shown in Figure 6.1.13 is examined. The net is seen to be SMA, and in Figure 6.1.14 we indicate its state machine components. Since the marking shown puts at least one (in this case exactly one) token on each state machine, the marking is clearly live. This, as the reader will recall from Chapters 2 and 3, means that the system of processes has no redundant operators, and furthermore, that the processes can operate without being deadlocked.


Figure 6.1.12


Figure 6.1 .13.


Figure 6.1.14(a)


Figure 6.1.14(b)


Figure 6.1.14(c)


Figure 6.1.14(d)

Having thus established that the Petri net in Figure 6.1.13 has a live marking, we can now suppose that the transition labelled "op 19" represents an operation which outputs a result every time the transition fires. Our problem now is to find out the maximum rate at which op 19 outputs results, given the usual parameters like the firing times of the transitions and a minimal integer consistent current assignment. The places marked "op 8" and "op 16" represent decisions, each decision having two outcomes. The relative frequency of the cutcomes of each decision can be found by statistical means. Let the probabilities of op 11 and op 9 be $p_{11}$ and $p_{9}$ respectively, where $p_{11}+p_{9}=1$.

Similarly, let $P_{18}$ and $P_{17}$ be the probabilities of op 18 and op 17 respectively, such that $p_{17}+p_{18}=1$. We can now obtain a minimal
integer consistent current assignment for the net, where each current is denoted as usual by $\varphi$, and

$$
\begin{align*}
& \frac{\varphi_{11}}{\varphi_{9}}=\frac{P_{11}}{P_{9}}  \tag{6.1}\\
& \frac{\varphi_{18}}{\varphi_{17}}=\frac{P_{18}}{P_{17}} \tag{6.2}
\end{align*}
$$

As an example, let $\mathbf{P}_{11}=1 / 3 \quad P_{9}=2 / 3$

$$
P_{18}=3 / 4 \quad P_{17}=1 / 4
$$

Then, the following is a consistent current assignment:

$$
\begin{aligned}
& \varphi_{5}=1 \varphi_{6}=1=\varphi_{7}=1 \varphi_{14}=1 \varphi_{19}=1 \\
& \varphi_{9}=\varphi_{10}=\varphi_{1}=\varphi_{2}=\varphi_{3}=\varphi_{4}=\frac{2}{3} . \\
& \varphi_{11}=\varphi_{12}=\frac{1}{3} \\
& \varphi_{7}=1 \quad \varphi_{15}=1 \frac{1}{4} \varphi_{17}=\frac{1}{4} \varphi_{18}=1
\end{aligned}
$$

From this consistent current assignment, we can derive the following minimal integer consistent current assignment:

$$
\begin{aligned}
& \varphi_{5}=12 \quad \varphi_{6}=12 \quad \varphi_{7}=12 \quad \varphi_{14}=12 \quad \varphi_{19}=12 \\
& \varphi_{9}=\varphi_{10}=\varphi_{1}=\varphi_{2}=\varphi_{3}=\varphi_{4}=8 \\
& \varphi_{11}=\varphi_{12}=4 \\
& \varphi_{7}=12 \quad \varphi_{15}=15, \varphi_{17}=3 \quad \varphi_{18}=12
\end{aligned}
$$

The maximum computation rate $\rho_{19}=\rho^{\prime} \times \varphi_{19}=12 \rho^{\prime}$, where $\rho^{\prime}$ can be determined by applying Theorem 5.2.1.

The example we have worked out clearly shows the utility of Theorem 5.2.1. As we have pointed out in Section 5.2, an achievable bound can be found for $\rho_{19}$ by drawing the timed c-equivalent nets for the Petri net in 6.1.13, and finding the c-equivalent net with the minimum value of fundamental computation rate. This method is not easy and Theorem 5.2.1 gives a far more tractable method, although the bound so computed may be overly optimistic, since the Petri net is not $\alpha-$ SMA.

The timed event graph of Figure 6.1 .9 models a production facility in which a deterministic resource sharing strategy was used to share resource units between activities $\tau_{a 1}$ and $\tau_{b 1}$. We pointed out that in order to model non-deterministic resource allocation strategies, we need SMD Petri nets. We show such a system in Figure 6.1.15.

A minimal integer consistent current assignment is one which assigns unit current to each transition. i.e.,

$$
\varphi_{\mathrm{a} 2}=\varphi_{\mathrm{b} 2}=\varphi_{\mathrm{a} 1}=\varphi_{\mathrm{b} 1}=\ldots \varphi_{\mathrm{e} 1}=\varphi_{\mathrm{e} 2}=1
$$

By decomposing the net into its state machine components, we see that only one state machine component has changed, namely the one containing the resource pool and the transitions $t_{a 1}, t_{a 2}, t_{b 1}$ and $t_{b 2}$. The maximum fundamental computation rate of this state machine is $\frac{2}{\tau_{a 1^{+}+\frac{\tau}{}{ }^{+\tau} b 1^{+\tau} b 2}^{b}}$, which is the same as that of the simple circuit $t_{a 2} t_{a 1} t_{b 2} t_{b 1}$ in Figure 6.1.9. Thus, the non-deterministic strategy does not change the computation rate of the system. This can be seen to be true for deterministic production facilities, as they have a fixed minimal integer consistent


Figure 6.1.15 The Production Facility of 6.1.9 with a Non-Deternisistic Resource Allocation Stratesy.
current assignment. The reader is invited to construct further examples for himgelf.

We conclude this chapter with an example of an ensemble of sequential processes which contend for shared resource units in a resource pool. Figure 6.1.16(a) is an SSD Petri net model of a system of three sequential proceases contending for two pooled resource units. The minimal integer consistent current assignment models the fact that the relative frequencies with wich Processes 1,2 and 3 are allocated resource units


Figure 6.1.16(a)
are in the ratio of $1: 2: 3$ (this is a coincidence). The net is SMA, and the four state machine components designated $S_{1}, \ldots, S_{4}$ are shown in Figure 6.1.16(b).

By applying Theorem 5.2.1, the reader can easily find the computation rate of any transitions of interest.

It is hoped that the material presented in this chapter has given the reader a good overview of the applications of the work presented in the earlier chapters. The reader should reinforce his understanding of this material by constructing further examples of his own.

Figure 6.1.16(b)


Process 1
$S_{1}$

$S_{4}$


Process 2
$\mathbf{S}_{3}$


Process 3

## CHAPTER 7

This thesis has answered several questions but has opened up many others. Basically, we have laid to rest the issues we raised in Chapter 1. We have shown how to model asynchronous concurrent systems in an economical fashion, and, by augmenting our model with timing information, we have shown how to find bounds on the computation rate of a large class of systems.

Our approach in establishing the validity of the SMD Petri net model for asynchronous systems has been heavily dependent on example and intuition. This may seem rather unsatisfying to some of us, and we pose the following problem to our readers: can we come up with a set of axioms that specifies the structure and behavior of asynchronous systems, and then show that these axioms lead to SMD Petri nets?

SMD Petri nets have turned out to be a very rich class of structures for representing asynchronous concurrent systems. However, we do not have any necessary and sufficient structural conditions for an SMD Petri net to have a live marking, and we pose this as another problem to our readers.

The other major question that remains to be examined is to assume firing times to be random variables in order to model real-world systems more accurately than is possible with the model of Chapter 4. Good bounds are needed for the mean computation rate of such timed nets. Another issue that seems to merit some attention is to assume that input queues to an asynchronous concurrent processing systems are fed by items whose arrival rates are random (e.g., Poisson). This will lead to a statis-
iical fluctuation in the processing rate of the system, and the effect of buffers in smoothing out these fluctuations can be examined. A general performance analysis theory can ther be worked out for asynchronous comerment systems. We think the our thesis is a step in that direction.

## APPENDIX I

In this appendix, we show that the rooted tree $T(V)$ for any vector addition system $V$ is finite, and the proof of Theorem 2.3.1 is given. The results and techniques in this appendix are taken from Karp and Miller [K2].

## Finiteness of the Tree T(V)

To prove that $T(V)$ is finite for any $V$ requires two lemmas. The term subsequence used here does not refer necessarily to successive elements of a sequence. Thus $1,3,4,15,79, \ldots$ is a subsequence of $1,2,3, \ldots$

Lemma I. 1: Let $s_{0}, s_{1}, \ldots s_{n}, \ldots$ be an infinite sequence of elements from $(\mathbb{N} U\{\omega\})^{r}$ for some positive integer $r$. Then there exists an infinite subsequence $s_{i_{1}}, s_{i_{2}}, \ldots, s_{i_{n}}, \ldots$ such that $s_{i_{1}} \leq s_{i_{2}} \leq \ldots \leq s_{i_{n}} \ldots$

Proof: In $s_{0}, s_{1}, \ldots s_{n}, \ldots$ there exists an infinite subsequence that is non-decreasing in the first element. In this sequence in turn, there exists infinite subsequence that is non-decreasing in the second element, etc.

Lemma I. 2: (Konig Infinity Lemma [K3]. Let $T$ be a rooted tree in which each vertex has only a finite number of successors and in which there is no infinite path directed away from the root node. Then $T$ is finite.

Theorem I. 1: For any vector addition system $V$, the tree $T(V)$ is finite.

Proof: Assume otherwise and let $s_{1}, s_{2}, \ldots s_{n}, \ldots$ be a sequence of nodes in an infinite path directed away from the root node. By Lemma I. 1 there must exist an infinite subsequence $s_{i_{1}}, s_{i_{2}}, \ldots s_{i_{n}}, \ldots$ of this sequence such that $\ell\left(s_{i_{1}}\right) \leq \ell\left(s_{\mathbf{i}_{2}}\right) \ldots \leq \ell\left(s_{i_{n}}\right) \leq \ldots$ since none of these nodes is an end, it can never happen that $\ell\left(s_{i_{n}}\right)=\ell\left(s_{i_{n+1}}\right)$. If this were not true, then the path would be finite by condition 2 (a) in the definition of $T(V)$.

From condition $2(b)$ in the definition of $T(V), \ell\left(s_{i}\right)$ must have at least one more element equal to $\omega$ than $\ell\left(s_{i_{n}}\right)$ does. Since the number of elements is finite, we have a contradiction, and, therefore, no such infinite path can exist. From Lemma I. 2 it must be the case that $T(V)$ is finite.

Proof of Theorem 2.3.1: For any vector addition system $V$ and any integer vector $x$ of the same dimension
(CHy $\in R(V)$ such that $x \leq y) \Leftrightarrow(\mathbb{X} \beta \in T(V)$ such that $x \leq \ell(\beta))$.

Proof: We first show that the right hand side implies the left hand side. The idea of the proof is that, if $\beta$ is a node in $T(V)$, then there are vectors in $R(V)$ which agree with $\ell(\beta)$ in its finite elements, and can be made arbitrarily large in the elements equal to $\omega$ by repetition of the sequence of vectors which led to the occurrence of $\omega$. The details of the construction involve some calculation.

Suppose $x \leq \ell(\beta)$. Let the path from $s$ to $\beta$ have the successive nodes $\eta_{0}, \eta_{1}, \ldots \eta_{k}$, where $s=\eta_{0}$ and $\beta=\eta_{k}$. For $j=1,2, \ldots k$, let $v_{j}$ be the vector associated with the arc directed into $\eta_{j}$; i.e., $\eta_{j}=\left(\eta_{j-1}\right)_{v_{j}}$. Assume without loss of generality that the first $h$ components of $\ell(\beta)$ are equal to $\omega$, and that the other components are less than $\omega$. Assume further that, in the path from sto $\beta, \omega^{\prime}$ s are introduced in the order $1,2, \ldots h$. Then, for each $i, 1 \leq i \leq h$ there exists a consecutive subsequence $t_{i}=v_{c(i)}, v_{c(i)}+1, \ldots v_{d}(i)$ such that the vector $u_{i}=v_{c(i)}+v_{c(i)+1} \cdots+v_{d(i)}$ is positive in the i-th element and nonnegative in the $i+1$ st through nth elements. Note that $t_{i}$ is the subsequence that "accounts for" the i-th $\omega$.

Let $-\pi$ be a lower bound on all the (negative) elements of $u_{1}, \ldots, u_{h}$. Also let $\left\{n_{1}, \ldots, n_{h}\right\}$ be any set of non-negative integers satisfying:

$$
\begin{aligned}
& n_{1} \geq(x-s)_{1}+\pi\left(h+L+n_{2}+n_{3}+\ldots+n_{h}\right) \\
& n_{2} \geq(x-s)_{2}+\pi\left(h+n_{3}+n_{4}+\ldots+n_{n}\right)
\end{aligned}
$$

(1)

$$
\eta_{i} \geq(x-s)_{i}+\pi\left(h+2-i+n_{i+1}+\ldots+n_{h}\right)
$$

$$
\bullet
$$

- 
- 
- 

$\eta_{h} \geq(x-s)_{h}+2 \pi$

Such a set must exist because of the triangular form of the inequalities.

Choose $s_{1}, s_{2}, \ldots, s_{h+1}$ such that for $1 \leq i \leq h, s_{1} s_{2} \ldots s_{i}$ is the prefix of $v_{1} v_{2} \ldots v_{k}$ up to the first occurrence of $\omega$ in the $i-t h$ element, and $s_{1} s_{2} \cdots s_{h+1}=v_{1} v_{2} \cdots v_{k}$. Then the sequence
$\delta=s_{1} t_{1}{ }^{n} 1_{s_{2}} t_{2} n_{2} \ldots s_{h} t_{h}{ }_{h_{s_{h}}}=u_{1} u_{2} \ldots u_{f} \quad$ hae the following properties:
(a) $s+u_{1}+u_{2} \ldots u_{f} \geq x$
(b) each partial sum $s+u_{1}+\ldots u_{i}$ is non-negative. We omit the detailed derivation of (a) and (b) from the system of inequalities (1). To show that the left hand side implies the right hand side, suppose that the following are true: $s+u_{1}+u_{2} \ldots u_{f} \in R(V)$, $x \leq s+u_{1}+\ldots u_{f}, \quad$ and $s+u_{1}+\ldots+u_{m} \geq 0$, $w=1,2, \ldots f$, where the \{u $u_{\text {m }}$ \}are elements of $W$. Apply the following operation to the sequence $s, s+u_{1}, s+u_{1}+u_{2}, \ldots s+u_{1}+\ldots+u_{f}$ as many times as possible:

Find the first member of the sequence (call it $u^{\prime}$ ) such that, for some earlier member $u^{\prime \prime}, u^{\prime \prime} \leq u^{\prime}$.
(a) If $u^{\prime \prime}=u^{\prime}$, then delete all members following $u^{\prime}$;
(b) otherwise, for each $i$ such that $\left(u^{\prime \prime}\right)_{i}<\left(u^{\prime}\right)_{i}$, replace the $i$-th element of $u^{\prime}$ and of each vector beyond $u^{\prime}$ in the sequence by $\omega$.

It should be clear that the sequence obtained at the conclusion of this process is the sequence of labels in some path directed from the root of $T(V)$, and that the final label in this sequence is a vector greater than or equal to $s+u_{1}+\ldots+u_{f}$. Hence, the left hand side implies the right hand side, and the proof is complete.

To illustrate the construction of the sequence $\delta$ given in the first part of the proof, the following example, due to Karp and Miller, is provided:

Suppose $s=(1,1,1,4)$ and $W=(0,0,0,-1),(2,-1,0,0),(-1,1,0,0)$, $(-1,-3,4,0)\}$. Consider the following path in $T(V)$ :

$$
\begin{aligned}
& (1,1,1,4) \xrightarrow{0,0,0,-1}(1,1,1,3)
\end{aligned}
$$

$s_{1}=(0,0,0,-1),(2,-1,0,0),(-1,1,0,0) \quad t_{1}=(2,-1,0,0),(-1,1,0,0)$
$s_{2}=(-1,1,0,0) \quad t_{2}=(-1,1,0,0)$
$s_{3}=(-1,-3,4,0)$

$$
t_{3}=(-1,-3,4,0)
$$

Take $x=(22,16,9,3) \leq(\omega, \omega, \omega, 3)$ and let $\pi=3$. The system of inequalities (1) for this case is:

$$
\begin{aligned}
& n_{1} \geq 21+3\left(4+n_{2}+n_{3}\right) \\
& n_{2} \geq 15+3\left(3+n_{3}\right) \\
& n_{3} \geq 8+3.2
\end{aligned}
$$

A solution is: $n_{3}=14, n_{2}=66, n_{1}=273$, giviag the sequence $\delta=(0,0,0,-1),(2,-1,0,0),(-1,1,0,0),((2,-1,0,0),(-1,1,0,0))^{273}$, $(-1,1,0,0),(-1,1,0,0)^{66},(-1,-3,4,0),(-1,-3,4,0)^{14}$, which establishes that the point $(193,23,61,3) \geq x$ is in $R(V)$.
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