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Abstract 
The temporal regulation of gene expression by transcription factors, chromatin modifiers and 
cis-regulatory elements is central to establish cellular identity and function. Understanding this 
regulatory logic is critical for deriving select cell types in vitro for translational applications. The 
human hematopoietic system has long been a model system and an important source for 
adoptive cell therapies, yet, our understanding of the regulatory mechanisms that elicit 
commitment toward distinct hematopoietic lineages is continuously evolving.  
 
In this thesis, I describe several studies on transposable elements (TEs) as natural and 
engineered sources of regulatory innovation that contribute to, and aid in the investigation of, 
dynamic cellular processes. Toward this end, I built comprehensive genome-wide enhancer-
gene maps spanning the human hematopoietic system and identified that TEs in the human 
genome contribute to the transcriptional networks regulating lymphoid cells. De-repression of 
TEs in hematopoietic stem cells, enacted via modulation of TE chromatin silencing machinery, 
facilitates the development of natural killer (NK) cells during lymphoid differentiation. 
Specifically, knockout of the H3K9 methyltransferase EHMT1 or transcriptional co-repressor 
TRIM28 induced NK-fated progenitors that ultimately generated NK cells with diverse effector 
properties. We further leveraged TEs by repurposing the packaging function of the MLV gag 
polyprotein to create a non-destructive reporter of the transcriptional states of living cells, 
enabling the measurement of dynamic transcriptional processes. Through engineering and 
scientific inquiry, I established the utility of TEs as synthetic biology tools, furthering our 
understanding of hematopoietic lineage decisions and highlighting that modulation of TEs can 
be enabling for hematopoietic cell engineering.  
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1 Introduction  

 

1.1 Thesis Overview  

A remarkable property of hematopoietic stem cells (HSCs) is their ability to integrate complex 

molecular processes in order to dynamically choose amongst multiple possible fates and 

generate the diverse compendium of cell types found in human blood 1,3. Multiple layers of gene 

regulation underlie hematopoietic specification and differentiation during embryonic 

development and throughout adulthood. The dynamic regulation of gene expression, elicited 

through cis-regulatory elements, transcription factors and chromatin modifiers is central to 

hematopoietic fate choice and differentiation. The ability to modulate and control these 

processes can facilitate translational goals of generating specific hematopoietic cells in vitro for 

adoptive cell therapies 5,7.  

Induced pluripotent stem cells (iPSCs) offer a scalable and renewing source to generate 

somatic cells for adoptive cell therapies. The design of precisely staged protocols to derive 

hematopoietic cells from iPSCs has been guided largely by understanding hematopoietic 

development in model organisms. While this approach has been generally successful in 

recapitulating aspects of hematopoietic development within in vitro cultures, it falls short when 

we have limited knowledge of in vivo processes. In particular, we have a limited understanding 

of the transcriptional and chromatin processes that generate hematopoietic cells from 

endothelial precursors. This gap in knowledge is reflected in the generation of highly myeloid-

biased hematopoietic progenitors with limited lymphoid capacity to generate T cells. 

Interrogating the regulatory networks that govern hematopoietic specification from iPSCs can be 

informative for nominating transcriptional regulators that enhance the generation of lymphoid 

fates.  
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Following their embryonic formation, HSCs are subject to additional regulatory pressures 

throughout adulthood to determine their lineage output. Transcription factors and chromatin 

modifiers orchestrate on cis-regulatory elements to drive changes in transcription. Mounting 

evidence from various cell types highlights that transposable elements (TEs) in the human 

genome have been co-opted for various regulatory functions, including as transcriptional 

enhancers. Immune cells appear particularly prone to TE-mediated gene regulation as genome-

wide chromatin profiling studies have revealed a significant fraction of TEs contribute to putative 

enhancers that modulate essential immune-related functions. Furthermore, TEs are strictly 

regulated by chromatin-based machinery and can thus influence local chromatin environments. 

Our understanding of how TEs influence the dynamic differentiation processes that generate 

immune cells from HSCs is unclear, but we hypothesize that they may influence cell fate 

decisions since they are potent sources of transcription factor and chromatin regulation.  

Our ability to understand and manipulate cell fate decisions is also driven by new 

technologies. High-throughput transcriptional measurements have been indispensable for the 

molecular characterization of cell states and functions across various fields. The advent of 

single cell transcriptional profiling technologies further opened new terrains in the study of 

hematopoietic differentiation and fate choice by aiding in the discovery of new regulators and 

producing a more nuanced understanding of heterogeneous stem cell populations with 

variations in differentiation potential. However, a key limitation of these assays is that the act of 

making the measurement destroys the cell, which hinders insights on the dynamic 

transcriptional processes that mediate cell fate potential.   

This thesis is focused on the studying and manipulating the regulatory processes 

dictating hematopoietic specification and differentiation with the goal of facilitating the derivation 

of hematopoietic cells in vitro for translational applications. We accomplished this through the 

development of molecular tools and hypothesis-driven inquiry that spans multiple layers of gene 

regulation. In particular, we systematically investigated enhancer-gene regulation in the human 



 

14 

hematopoietic system, uncovered a role for TEs in shaping transcriptional networks, and 

demonstrated that the modulation of these elements through chromatin machinery can influence 

hematopoietic lineage decisions (Chapter 2). We created genetically-encodable technologies to 

enable non-destructive transcriptional measurements in living cells, which advances the 

prospect of tracking dynamic transcriptional processes (Chapter 3). Finally, we integrated both 

transcriptional and chromatin profiling to dissect the temporal transitions of hematopoietic 

specification from iPSCs and identify transcriptional regulators that enhance the production of 

lymphoid cells in vitro (Chapter 4). Collectively, these studies advance our understanding of the 

regulatory logic guiding hematopoietic cell fate decisions, and provide tractable approaches to 

enhance the in vitro production of hematopoietic cells for translational applications.  

 

1.2 Induced pluripotent stem cells as a source for hematopoietic cell therapies  

Human iPSCs represent an ideal source for the scalable manufacture of off-the-shelf products 

for cell therapy. Numerous iPSC differentiation protocols have been developed to generate 

hematopoietic cells, yet all invariably result in short-lived progenitors with limited lymphoid 

potential 5,9. A guiding principle in the field has been to recapitulate embryonic development to 

direct iPSCs under defined conditions with specific signaling pathway agonists and antagonists 

to specific hematopoietic fates. In this approach, cytokines, morphogens and/or small molecules 

are used to modulate signaling pathways in iPSCs-derived embryoid bodies (EBs). A common 

pattern in these protocols is the use of Wnt agonists and BMP4 to induce mesoderm 

specification, followed by VEGF to promote angiogenesis, and subsequently hematopoietic 

cytokine cocktails to drive hematopoiesis 12,116.  

Recapitulating embryonic hematopoietic development in vitro remains a hurdle, due in 

large part to our incomplete understanding of the stage-specific regulators of hematopoietic 

development. In vivo blood development occurs in at least two waves, first marked by a 

primitive wave that takes place in the extraembryonic yolk sac and generates mostly myeloid 
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cells and nucleated erythrocytes. A definitive wave of intraembryonic hematopoiesis then 

follows, which creates HSCs and progenitors that last into adulthood and produce cells with 

adult-like characteristics14. In both cases, however, hematopoietic cells are generated from 

endothelial precursors, termed hemogenic endothelium (HE). The existence of different HE 

populations highlights one of the challenges associated with specifying iPSC-derived 

hematopoietic programs in vitro, as it is currently impossible to distinguish these populations on 

the basis of surface marker expression alone. An alternative approach to distinguishing the 

stages of hematopoiesis, which can be exploited to guide in vitro hPSC differentiation towards 

specific lineages, is the identification of transcription factors and chromatin modifiers that 

specifically regulate the different hematopoietic programs. Therefore, the interrogation of the 

chromatin and transcriptional processes underlying hematopoietic specification could generate 

hypotheses on specific sets of transcriptional regulators to modulate during iPSC differentiation.  

 

1.3 Transposable elements as contributors to gene regulatory networks  

Nearly half of the human genome is composed of transposable elements (TEs), which are 

increasingly being recognized not just as parasitic DNA, but as an important source of gene 

regulation 16,18,20,22. In particular, endogenous retroviruses (ERVs), which comprise about 8% of 

the human genome, are sequences derived from ancient retroviruses whose germ-line 

infections have persisted through millions of years of evolution 24,26. ERVs, like all retroviruses, 

contain 5ʹ and 3ʹ long terminal repeats (LTRs) that flank open reading frames encoding retroviral 

proteins. Over time, these LTRs accumulate mutations and often undergo homologous 

recombination 28,30,32. In their capacity as retroviral promoters, LTRs are enriched for 

transcription factor motifs and thus are a particularly suitable substrate for evolving new 

regulatory elements that can be utilized for host gene regulation. For example, in the mouse 

two-cell stage embryo, MERVL elements serve as alternative promoters for a subset of mouse 

genes34, while LTRs of a human ERV, MER41, can function as interferon-inducible enhancers36. 



 

16 

Epigenomic mapping studies detected cell type-selective active enhancer signatures at 

thousands of TEs, suggesting that acquisition of tissue-specific or inducible regulatory functions 

by these elements is a widespread phenomenon that may have profound effects on host gene 

regulatory networks 38,40,42,44,46,48,50,52,54 . Furthermore, emerging evidence suggests that a large 

proportion of primate-specific cis-regulatory elements, as well as those that changed their 

activity most recently, since the separation of humans from chimpanzees, originate from TEs 

20,54,56, highlighting how TEs have contributed to primate lineage and reshaped the human 

transcriptional landscape. 

 

1.4 Cellular mechanisms regulating transposable elements   

While TEs are critical to mammalian physiology, unmoderated transposition can compromise 

cellular health 58,60. Thus, various cellular mechanisms exist to safeguard cellular homeostasis62. 

Histone modifications directly impact chromatin structure and the access to DNA binding 

proteins, which in turn affects transcription. H3K9 is the most common repressive histone mark 

observed at TE elements 44,64. Histone methyltransferases including SETDB1, SUV39H1, 

SUV39H2, EHMT1 and EHMT2 mediate retrotransposon repression through deposition of H3K9 

methylation 66,68,70,72,74,76,78,80. Upon binding to H3K9 methylated nucleosomes, cofactor HP1 

undergoes a switch from an auto-inhibitory state to a spreading competent state enabling the 

radial spread of H3K9 methylation and compaction of chromatin 82,84.  

Additionally, another well known TE silencing mechanism is the KRAB zinc finger 

(KZFP) silencing pathway 86,88,90. To initiate ERV repression, KZFPs must first bind to their DNA 

targets through their arrays of C2H2-type zinc finger domains. Once bound, the KRAB domain 

of the KZFP recruits the transcriptional co-repressor, TRIM28, NuRD complexes and SETDB1, 

which methylates proximal H3K9 residues to silence the transcription of KZFP-bound TE loci 

88,92,94. Although KZFP/TRIM28 repression is highly conserved between species, TEs are often 

species-specific. This observation is in line with the finding that KZFP repertoires are species-
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specific and many have undergone positive selection in parallel with the rise of new classes of 

ERVs in the genome 92,96,98,100,102,104 . 

 

1.5 Immune sensing of transposable elements  

While TEs are largely repressed by chromatin silencing machinery, their reactivation and 

generation of retroviral nucleic acids and proteins has been documented during normal 

physiological processes, such as embryonic development106 and specification of HSCs108. Given 

the exaptation of ERVs over millions of years, one hypothesis is that host cells should have 

developed immune tolerance to ERV products110. However, ERV-induced innate immune 

activation in cancer cells as well as in immune cells suggests that these elements are still 

recognized as foreign entities through innate immune sensing pathways 112,114,117. ERVs can 

trigger an immune response by producing nucleic acids that resemble pathogen-associated 

molecular patterns (PAMPs), thereby triggering activation of pattern recognition receptors 

(PRRs) and ultimately the production of pro-inflammatory cytokines, chemokines and type I 

interferons (IFN-α and IFN-β)118.  

Toll-like receptors (TLRs) are one such class of PRRs that are transmembrane proteins 

characterized by different subcellular localization and cognate ligands120. TLRs 3, 7, 8, and 9 

are localized to the endosomal lumen and bind nucleic acid ligands. TLR3 senses dsRNA, TLR7 

and 8 detect ssRNA, and TLR9 recognises unmethylated CpG DNA and RNA:DNA hybrids 

122,124. Upon ligand binding, signaling from the TLRs involves dimerization and the recruitment of 

MyD88120, which then activates a signaling cascade resulting in the nuclear translocation of 

transcription factors such as NF-κB and IRF 3 and 7126 and in turn, activates the expression of 

proinflammatory cytokines and type I IFNs.  

In addition to the TLRs, cytosolic RNAs are sensed by a series of PRRs, including RIG-I 

and MDA5 91,128,131. These belong to the RIG-I-like receptor (RLR) family, a class of RNA 

helicases that recognise viral RNA in the cytoplasm and induce the production of type I IFNs122. 
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RIG-I senses short dsRNA and ssRNA, while MDA5 detects long dsRNA molecules133. 

Following detection, RIG-I and MDA5 signal through interaction with MAVS on the mitochondrial 

outer membrane122, leading to the phosphorylation and nuclear translocation of IRF 3 and 7 to 

induce IFN expression along with other antiviral factors135. Treatment of cancer cells with DNA 

methyltransferase inhibitor, 5-Aza revealed that the antitumor effect is mediated through viral 

mimicry and TLR3 and MDA5/MAVS sensing of dsRNA derived from ERVs 112,114,117. Sensing of 

TE-derived RNA by MAVS has also been documented hematopoietic regeneration, enabling 

HSCs to mount an inflammatory response necessary for their exit from quiescence 131. 

Cells have also evolved a collection of sensors for cytosolic DNA PAMPs. cGAS is the 

best characterized DNA sensor to date and it plays a major role in cytosolic DNA sensing, 

whereby DNA sensing by cGAS results in the production of cGAMP, a secondary messenger 

molecule, which then activates STING and IRF3 for IFN induction 137,139. Importantly, cGAS has 

been demonstrated to detect DNA from retroviruses141. The role of ERV DNA in stimulating the 

innate immune response first came from a study in mice investigating the 3’ repair exonuclease 

1 (TREX1)143. TREX1 is upregulated by the expression of type I IFN and NF-κB and it plays a 

role in regulating endogenous DNA PAMPs and DAMPs145. TREX1 knockout mice induce an 

IRF3-dependent immune response to cytosolic DNA, which is thought to include ERV cDNA, in 

a cGAS- and STING- dependent manner147. These observations suggest that some ERVs have 

the capability to get reverse transcribed into cDNA and stimulate host innate immunity.  

During inflammation, IFN secretion can create a positive-feedback loop whereby the 

transcription factors that get activated can bind to and activate the transcription of more ERV 

loci. Type I IFNs stimulate natural killer cells and clonally expand cytotoxic T cells, linking innate 

with adaptive immunity148. In silico studies of the HERV-K 5’LTR has led to identification of 

multiple binding sites for pro-inflammatory transcription factors such as NF-κB149. NF-κB is 

commonly activated during an inflammatory response; its binding to the HERV LTR can 

potentially upregulate HERV transcription. Indeed, this has been demonstrated using LPS and 



 

19 

TNF-α treatments, in which NF-κB induction results in the increased expression of HERV-K, 

HERV-H, and HERV-W mRNAS150. Such interaction between TEs and inflammatory 

transcription factors provides a mechanism through which TEs can initiate/sustain inflammation. 

 

1.6 Retroviral elements as tools for synthetic biology 

A sizable fraction of TEs in the human genome consist of ERVs that have integrated into 

mammalian genomes throughout evolution 26,151–154. While most ERVs have lost their original 

functions over the course of evolution, some retroelements have been co-opted for diverse roles 

in normal mammalian physiology. The gene Arc encodes a homolog of a retroviral core 

structural gene, gag, which forms virus-like particles (VLPs) to package and transfer its own 

mRNA between neural synapses 155–158. Similarly, PEG10, an ERV-derived protein can package 

its own mRNA in VLPs and is involved in the formation of the placenta 159–161. VLPs structurally 

resemble retroviruses, but lack viral genetic material and are consequently replication 

incompetent. The domestication of these retroelements for normal physiological functions 

underscores the opportunity of these elements for nucleic acid transfer.  

VLP formation is minimally dependent on the core structural polyprotein, Gag 162–164. 

VLPs assemble by associating a few thousand Gag proteins, which accumulate at the 

cytoplasmic side of the cell membrane through myristoylation of the N-terminal matrix (MA) 

protein. The subunits capsid (CA) and nucleocapsid (NC), and in murine leukemia virus (MLV) 

also p12, complete the Gag polyprotein. Gag self-assembly in cells is at least in part due to 

interactions between CA domains, whereas the NC domain is responsible for binding the viral 

genome 165–167. The multimerized Gag proteins then bud from the plasma membrane and are 

secreted from the cell 168.  

The minimal genetic requirements for VLP formation have motivated various studies to 

utilize retroviral components for bioengineering applications. In particular, the Gag polyprotein is 
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amenable for C-terminal fusions and therefore conducive for the packaging of proteins of 

interest into VLPs. Several studies have leveraged this property to deliver protein products to 

cells 162,163. Additionally, Gag fusions to CRISPR/Cas9 genome editing agents enable the 

delivery of ribonucleoprotein complexes to cells for installing desired genomic alterations 63,65,169. 

Outside of delivery applications, gag fusion proteins have also been utilized to readout protein-

protein interactions within living cells 67. Finally, endogenous retroelements such as PEG10 

have been genetically modified to package and deliver select mRNA transcripts to cells, 

complementing existing approaches to tailor retroelements for delivery applications 170. These 

studies ultimately highlight the versatility of retroelements and retroviral machinery for synthetic 

biology applications.  
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2.1 INTRODUCTION 

The regulation of gene expression is fundamental for the establishment of cellular identity and 

function. The coordinated activities of transcription factors (TFs) and chromatin factors on a 

DNA template orchestrate transcriptional networks that drive cellular phenotypes and govern 

cell fate decisions. The hematopoietic system is an archetypical example of the necessity of 

these mechanisms to regulate the dynamic differentiation processes that generate diverse, 

mature blood cell types from multipotent hematopoietic stem and progenitor cells (HSPCs) 

171,172. Yet, our understanding of how TFs and chromatin factors elicit commitment toward 

distinct hematopoietic lineages is continuously evolving. Insights into the regulatory architecture 

governing hematopoietic differentiation can facilitate novel approaches to derive specific blood 

cells in vitro for therapeutic applications.  

Transposable elements in the human genome have garnered increased attention due to 

mounting evidence that evolution has co-opted them as transcriptional regulators in specific 

cellular contexts 173. These ancestral elements, comprising retrotransposons and DNA 
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transposons, can serve as binding sites for TFs 38,40,174 and participate as transcriptional 

enhancers 16,175. While TE-derived regulatory activity can be observed across multiple human 

tissues, TEs comprise a higher proportion of enhancer states in the hematopoietic lineage 176, 

suggesting that TEs are particularly important for hematopoietic transcriptional regulatory 

networks. 

The regulatory contributions of TEs are tightly controlled by chromatin machinery. 

TRIM28, a well-documented suppressor of TEs, is recruited to specific genomic sites via direct 

interactions with KRAB-zinc finger proteins (KZFPs) 104,177. Together this complex achieves TE 

silencing through deposition of H3K9 methylation and removal of histone acetylation via the 

NuRD complex 68,86,90. Formation of heterochromatin more generally via H3K9 

methyltransferases also functions to silence TE families 66,74,94,178. Importantly, these processes 

can contribute to the dynamic activity of TEs during cell state transitions, such as somatic cell 

reprogramming and early embryogenesis 106,179,180.  

Increasing evidence suggests that certain cell types are prone to TE-mediated gene 

regulation, particularly immune cells 36,181,182. Genome-wide chromatin profiling studies in 

immune cells have revealed a significant fraction of TEs contribute to putative enhancers that 

modulate essential immune-related functions, such as interferon-inducible inflammasome 

activation 36,46,181. Furthermore, endogenous retrovirus (ERV) proteins have been co-opted in 

immune cells to serve a dominant negative function, interfering with viral infection 26,183,184. 

Speculation that TEs prompted the evolution of inflammatory gene regulatory networks, led us 

to ask whether TEs are involved in the dynamic differentiation processes that generate immune 

cells from HSPCs. We lack an understanding of the potential role of TEs in hematopoietic 

differentiation and lineage determination.  

In this study, we systematically dissected the contributions of TEs to human 

hematopoiesis. We built a comprehensive cell type-resolved atlas of enhancer-gene regulation, 

comprising every major cell type in the human hematopoietic system. We identified lineage and 
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cell type-specific enrichments of TE families in putative enhancers. TEs were particularly wired 

to the regulatory landscape of lymphoid cells, serving as docking sites for critical TFs and 

exhibiting dynamic expression during lymphoid differentiation. TE derepression, achieved by 

modulation of regulators of heterochromatin formation within HSPCs, resulted in the surprising 

acquisition of natural killer (NK) cell fates in T or B cell supportive differentiation conditions. 

Specifically, knockout of the transcriptional co-repressor TRIM28 or the H3K9 methyltransferase 

EHMT1 generated distinct lymphoid progenitor populations with enriched activity for NK-relevant 

TFs. Further, NK cells derived as a result of knockout of TRIM28 or EHMT1 exhibited distinct 

classes of derepressed TEs and downstream effector properties. These findings deepen our 

understanding of the essential role of TE regulation during hematopoietic differentiation, and 

enable novel approaches to derive diverse sets of NK cells ex vivo for potential therapeutic 

applications.  

 

2.2 RESULTS 

2.2.1 Genome-wide framework for enhancer-gene inference in the hematopoietic system 

To systematically investigate the regulatory contributions of TEs to human hematopoietic 

differentiation (Figure 2.1A), we first sought to build robust reference maps of enhancer-gene 

regulation. Although hematopoiesis has been the subject of numerous profiling efforts over 

decades to map cis-regulatory elements, chromatin states and transcription, less attention has 

been paid to the enumeration of enhancers and the genes they regulate within primary cells 

spanning the entirety of the human hematopoietic system. The Activity-by-Contact (ABC) model 

185,186, developed to infer enhancer-gene regulation, robustly predicts CRISPRi perturbation 

experiments, and thus, effectively identifies functional enhancers. The model posits that an 

enhancer’s relative contribution to gene transcription is dependent on its activity (measured by 

chromatin accessibility and H3K27ac ChIP-Seq) and contact frequency with the gene’s 

promoter (measured by HiC or a power-law genomic distance-power law function). We 
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extended the applicability of the ABC model by defining enhancer activity solely in terms of 

chromatin accessibility, which consequently enables regulatory predictions for low-abundance 

cell types samples, where H3K27ac ChIP-Seq is experimentally infeasible, such as 

hematopoietic stem cells (HSCs). When benchmarked against experimental CRISPRi-FlowFISH 

screens in various hematopoietic cell types 185,186, we found that this modified model resulted in 

near comparable performance in identifying enhancer-gene pairs, as assessed by precision 

recall statistics (Supplementary Figure 2.1A-C). Additionally, we compared enhancer 

predictions from each of these hematopoietic cell lines to chromHMM-defined regulatory regions 

and observed that predicted enhancers were strongly enriched within active chromatin 

(Supplementary Figure 2.1D). The modified model predicted experimentally validated 

enhancer-gene interactions within the relevant cell type, including intronic enhancers regulating 

RUNX1 187 and GATA2 188 within HSCs (Supplementary Figure 2.1E-F), enhancers regulating 

BCL11A 189 in erythroid precursors (Supplementary Figure 2.1G), and enhancers regulating 

CD9 190 in megakaryocytes (Supplementary Figure 2.1H). Finally, the ABC model accurately 

identified known examples of TE-derived enhancers, specifically the MER41G enhancer that 

regulates APOL1 within innate immune cells upon interferon-gamma stimulation 36 

(Supplementary Figure 2.1I). These results indicate that our modified ABC framework provides 

a tractable and scalable approach to identify putative enhancers in the human hematopoietic 

system and the potential contributions of TEs to cell-type specific gene regulation.  

 

2.2.2 A comprehensive atlas of human hematopoietic enhancer-gene regulation  

We utilized our modified ABC model to build a compendium of genome-wide enhancer-gene 

maps for all major cell types and states in the human hematopoietic system. We curated 

publicly available chromatin accessibility data on primary human samples, spanning HSCs and 

hematopoietic progenitors 191 to mature, differentiated progeny in the myeloid 192–194, erythroid 

195 and lymphoid 196 lineages (Table S1). In total, our dataset amounted to 258 samples, 
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comprising 65 different hematopoietic cell types or states. Each hematopoietic cell type was 

represented by at least 3 different donors in nearly every instance. We uniformly processed all 

the chromatin accessibility data (see Methods) and all samples exhibited high enrichment of 

signal over background (Supplementary Figure 2.2A, Table S2).  

We applied our modified ABC model to generate genome-wide enhancer-gene maps for 

each of the 65 hematopoietic cell types in our dataset (see Methods). We identified a total of 

3,793,020 enhancer-gene links representing a comprehensive resource of regulatory logic 

governing the human hematopoietic system (Table S3). Across all cell types, a gene was 

predicted to be regulated by 3.22±0.14 ABC enhancers and an ABC enhancer was predicted to 

regulate 2.35±0.12 genes (Table S4). Within a given cell type, ABC enhancers constituted on 

average only 11.2% of accessible chromatin regions (Supplementary Figure 2.2B), 

underscoring the specific nature of these genome-wide predictions. Furthermore, this dataset 

amounted to 207,648 unique ABC enhancers across all hematopoietic cell types, which we refer 

to as a pan-hematopoiesis ABC enhancer peakset. To facilitate subsequent analysis, we built a 

matrix of the quantitative degree of chromatin accessibility over the pan-hematopoiesis ABC 

enhancer peakset for all 258 samples. Chromatin accessibility signal in ABC enhancers was  
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Figure 2.1. A comprehensive atlas of enhancer-gene regulation throughout the human hematopoietic 
system  
(A) Schematic overview of the approach to generate enhancer-gene maps of the human hematopoietic system to 
dissect TE contributions to gene regulation. HSC = hematopoietic stem cell; MPP = multipotent progenitor; CMP = 
common myeloid progenitor; LMPP = lymphoid-primed multipotent progenitor; MEP = megakaryocyte-erythrocyte 
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progenitor; GMP = granulocyte-monocyte progenitor; CLP = common lymphoid progenitor; CFU-E = erythroid 
colony forming unit; ProE = proerythroblast; BasoE = basophilic erythroblast; PolyE = polychromatic erythroblast; 
OrthoE = orthochromatic erythroblast; Mega = megakaryocyte; Mono = monocyte; iMΦ = inflammatory 
macrophage; sMΦ = suppressor macrophage; mDC = myeloid dendritic cell; pDC = plasmacytoid dendritic cell; 
CD8n = naive CD8+ T cell; CD8cm = central memory CD8+ T cell; CD8em = effector memory CD8+ T cell; Treg = 
regulatory T cell; Teff = CD4+ T effector cell; Th1 = CD4+ T helper 1 cell; Th2 = CD4+ T helper 2 cell; Th17 = 
CD4+ T helper 17 cell; Tfh = CD4+ T follicular helper cell; gdT = ɣδT cell.  
(B) Unsupervised t-SNE on the top 50 principal components for the 120,000 most variably accessible ABC 
enhancers across all hematopoietic cell types. Each dot represents a primary hematopoietic sample (see Table 
S2) and the colors represent clusters identified by density clustering.  
(C) Cluster residence heatmap showing the percent of each FACS-identified hematopoietic cell type that resides 
within each of the 16 annotated clusters.  
(D) Heatmap visualizing the proportion of enhancer-gene connections shared across all profiled hematopoietic cell 
types. An enhancer-gene link is considered to be shared between two cell types if the predicted gene is the same 
and the ABC enhancers overlap. The rows and columns are hierarchically ordered the same, and the lineage 
identity of the cell types is noted atop.  
(E) The number of enhancer connections per gene for all genes with ABC predictions in HSCs (top) and CD19+ B 
cells (bottom). Cell-type specific regulators are noted within the plot.  
(F-G) Transcription factor footprinting specifically within ABC enhancers of the noted cell types (F) or lineages (G). 
The sequence logo and JASPAR identifier of the transcription factor motif utilized for the footprinting analysis is 
noted as an inset on each plot. The Tn5 insertion bias tracks for each motif is shown below each footprint plot. 
 

highly reproducible across technical and donor replicates for each hematopoietic cell type 

(Supplementary Figure 2.2C).  

To visualize global patterns from our ABC predictions, we utilized t-SNE (Figure 2.1B) 

and density clustering to identify 16 distinct clusters based on chromatin accessibility within the 

pan-hematopoiesis ABC enhancer peakset (Supplementary Figure 2.2D). Accessibility of ABC 

enhancers alone was sufficient to delineate the broad set of hematopoietic cell types in our 

dataset, reflective of their cell-type specificity. We also observed concordance between the 

FACS-sorted, immunophenotypic identity of the samples and the unbiased determined clusters 

(Figure 2.1C). In further agreement with the cell type specificity of ABC enhancers, enhancer-

gene links were distinct across cell types, yet share a higher fraction of links within a given 

lineage (Figure 2.1D). This observation suggests that lineage-level gene regulation is more 

finely tuned by ABC enhancer accessibility than by different sets of enhancer-gene connections. 

We further investigated the predicted enhancer-gene links and, notably, found that genes with 

complex enhancer landscapes were canonical regulators of cell identity, such as ERG, LMO2, 

HOXA9 and RUNX1 within HSCs and SYK, IKZF1, EBF1, and PAX5 in CD19+ B cells (Figure 
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2.1E). More generally, ABC-linked genes were enriched for canonical biological processes for 

the given cell type (Supplementary Figure 2.2E). Finally, we used our ABC maps to infer 

potential activity of trans-factors in ABC enhancers. We performed TF footprinting specifically 

within a cell type’s ABC enhancers using ATAC-Seq data and observed motif footprints for 

canonical TFs that regulate cellular identity (Figure 2.1F). TFs also displayed dynamic activity 

within ABC enhancers across cell types belonging to the same hematopoietic lineage (Figure 

2.1G), further supporting that ABC predictions are reflective of transcriptional enhancers. 

Overall, our ABC maps provide a rich, informative and comprehensive resource to dissect 

enhancer-gene regulation in the human hematopoietic system.  

 

2.2.3 TE families are enriched in ABC enhancers and encode for cell-type specific 

transcriptional regulators 

Having demonstrated the utility of our ABC maps, we sought to systematically investigate how 

TEs contribute to hematopoietic gene regulation. We utilized the Repbase TE database and 

segregated the annotated TEs in the human genome by family-level classification. We then 

intersected the genomic coordinates of these TE families with ABC enhancers from each of the 

hematopoietic cell types in our dataset and identified 51 TE families that were significantly 

enriched in ABC enhancers (Figure 2.2A, Table S5, Methods). An overwhelming fraction of the 

significantly enriched TE families consisted of MER and LTR elements (43/51). Notably, TE 

families exhibited cell type and state-specific enrichments. In particular, LTR10A/F elements 

were selectively enriched within activated CD4 and CD8 T cell subsets. The specificity and 

degree of these enrichments prompted us to further investigate the basis of TE co-option in 

lymphoid cells. ATAC-Seq signal over LTR10A/F-containing ABC enhancers was pronounced 

only in activated states and generally low-to-inaccessible in resting states (Figure 2.2B), 

confirming our prior enrichment result and suggesting that these elements may be involved in  
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Figure 2.2.  TE families contribute to cell-type specific hematopoietic gene regulation   
(A) Enrichment of transposable element families (rows) within ABC enhancers of human hematopoietic cell types 
(columns). Rows and columns are hierarchy clustered based on the enrichment score. Enrichment was determined 
using the GIGGLE framework 197 and a significantly enriched TE was defined if at least 20 elements of the TE 
family overlapped ABC enhancers of a cell type, had an odds ratio > 2.5 and a Fisher’s two-tailed p-value < 0.01.  
(B,D) Heatmap of ATAC-Seq signal over the set of LTR10A/F elements (n=56) (B) or LTR2B elements (n=26) (D) 
overlapping ABC enhancers. Each column is the aggregate ATAC-Seq signal across all donors and replicates. The 
average, normalized ATAC-Seq signal within a +/-1kb window of the elements is displayed on the bottom of each 
heatmap.  
(C) Binding predictions for FOSL2 (JASPAR motif ID: MA0478.1) in LTR10A/F ABC enhancers using the TOBIAS 
transcription factor occupancy framework 198. The footprint fold change column represents the matched change in 
FOSL2 footprint scores between the resting and activated T cell states. Log2(FC) is calculated as 
log2(activated/resting). The binding prediction columns depict whether individual FOSL2 binding sites were 
predicted by TOBIAS to be bound/unbound in resting and activated T cell states. 
(E) Binding predictions for SPI1 (HOCOMOCOv11) in LTR2B ABC enhancers, analogous to (C). 
 

regulating T cell activation. The LTR10A-G family has previously been documented to contain 

transcription factor motifs for the AP-1 family of TFs 199, which is consistent with the role of AP-1 

in T cell activation. We therefore asked whether these LTR10A/F ABC enhancers may be 

regulated by AP-1 TFs. We leveraged the ATAC-Seq data on activated and resting T cells in our 

dataset and implemented the TOBIAS transcription factor occupancy framework 198 to infer TF 

occupancy in ABC enhancers. Indeed, nearly all AP-1 motifs within LTR10A/F ABC enhancers 

were predicted to be bound by AP-1 TFs in activated T cells, whereas binding was largely 

absent in the resting state (Figure 2.2C), further supporting the role of these elements as 

putative TE-derived enhancers. In addition, we also observed notable enrichment of LTR2B 

elements within ABC enhancers of B cells (Figure 2.2B), and the enhancer elements were 

highly accessible across the B cell lineage (Figure 2.2D). Furthermore, TOBIAS predicted 

binding of SPI1, an important TF regulating B cell identity 200,201 in LTR2B ABC enhancers 

(Figure 2.2E). While predictions at some SPI1 motifs were not consistently bound across the B 

cell lineage, this may reflect cell-type specific tuning of enhancer activity.  

Overall, our analysis argues for a pervasive and cell type-specific contribution of TE 

families to hematopoietic ABC enhancers, and a particular role for TEs in transcriptional 

regulatory networks of lymphoid cells via TFs essential for cell identity and function.  
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2.2.4 TEs and their epigenetic regulatory machinery are dynamically expressed during 

hematopoietic differentiation  

Hematopoiesis involves the dynamic control of transcriptional regulatory networks to generate a 

diverse repertoire of hematopoietic and immune cell types 202,203. In this context, we asked 

whether TEs are dynamically regulated during hematopoietic differentiation, given their 

contribution to gene regulation within specific cell types. We quantified TE expression from 

RNA-Seq data (see Methods) on FACS sorted hematopoietic populations spanning the 

hematopoietic hierarchy, which identified 1,295 expressed TE families. As expected, 

hierarchical clustering of these hematopoietic populations based on expressed genes revealed 

lineage relationships that have been well documented in the field (Figure 2.3A). Notably, 

clustering based solely on expressed TEs also largely recapitulated these lineage relationships 

(Figure 2.3B), in concordance with the cell type specificity of TE expression within the 

hematopoietic system. This result is in line with observations of selective expression of 

particular TE families within pluripotent stem cells and mature somatic cells, as well as during 

dynamic processes such as embryonic development and cellular reprogramming 204. To dissect 

the dynamics of TE expression during hematopoietic differentiation we identified differentially 

expressed TEs in hematopoietic populations relative to HSCs. Notably, expression of TEs 

increased during lymphoid differentiation, initiating at common lymphoid progenitors (CLP). 

Conversely, a larger number of TEs exhibited decreased expression in various myeloid and 

erythroid progenitors (Figure 2.3C).  

 Various cellular mechanisms exist to repress TEs within the human genome that largely 

depend on the formation of heterochromatin at TE loci. Thus, the dynamic expression of TEs  
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Figure 2.3. TEs and their regulatory machinery are dynamically expressed during hematopoietic 
differentiation 
(A-B) Pearson hierarchical clustering of expressed genes (n=23,272) and expressed TEs (n=1,295) across 
hematopoietic populations profiled from Corces, et al. 2016. TEs were quantified using TEtranscript 205 from bulk 
RNA-Seq.  
(C) Quantification of the number of differentially expressed TEs within each hematopoietic cell type compared to 
HSCs.  
(D-F) Genetic regulators of heterochromatin formation are dynamically expressed across the human hematopoietic 
hierarchy. Single cell RNA-Seq data on healthy human donors from Granja, et al. 2019 were reanalyzed to 
calculate gene module scores for H3K9 methylation (GO:0051567), NuRD complex (GO:0016581), and H3K9 
demethylation (GO:0032454) gene sets across all single cells. Gene module scores represent the average 
expression of genes in the set above background expression. Boxplots depict the median and IQR for each patient 
cohort, with whiskers extending to 1.5*IQR in either direction from the top or bottom quartile. Welch’s t-test was 
used in (D-E) to test if the mean HSPC gene module score is greater than the means of other hematopoietic cell 
types, and in (F) to test if the mean HSPC gene module score is less than the means of other hematopoietic cell 
types. FDR corrected p-values are noted with (*) if statistically significant.  
 

observed during hematopoietic differentiation prompted us to ask whether regulators of 

heterochromatin formation likewise exhibit dynamic expression during differentiation. We 

quantified the expression of gene modules involved in H3K9 methylation using a scRNA-Seq 
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atlas of the human hematopoiesis system. Mature cell types exhibited significantly reduced 

expression of H3K9 methylation genes compared to HSPCs (Figure 2.3D), consistent with the 

up-regulation of TE expression. The NuRD complex demonstrated similar expression dynamics 

as the H3K9 methylation gene program (Figure 2.3E), further supporting our observations that 

the expression of TE regulatory machinery is inversely correlated with TE expression during 

lymphoid differentiation. In further agreement with these observations, H3K9 demethylation 

modules were elevated in mature hematopoietic cell types compared to HSPCs (Figure 2.3F). 

The collective observations that TEs are upregulated during lymphoid differentiation with 

associated attenuation of TE regulatory machinery data suggest that TEs are dynamically 

regulated during hematopoietic differentiation.  

 

2.2.5 Modulation of chromatin machinery regulating TEs directs lymphoid lineage 

decisions 

We hypothesized that TEs may influence lymphoid lineage decisions, motivated by our data that 

TEs contribute to enhancer regulation in lymphoid cells and are dynamically expressed during 

lymphoid differentiation. Thus, we employed a gene-centric loss-of-function approach in HSPCs 

to systematically knockout regulators of heterochromatin formation as a means to derepress 

TEs and then study lineage transitions in T and B cell-supportive differentiation conditions 

(Figure 2.4A). H3K9 lysine methyltransferases, as well as the transcriptional co-repressor 

TRIM28 exhibited dynamic expression across hematopoietic progenitors and mature, 

differentiated cell populations (Figure 2.4B), and were therefore prioritized for functional 

interrogation. We nucleofected CRISPR/Cas9 ribonucleoproteins (RNPs) into CD34+ human 

umbilical cord blood to generate replicate knockouts using two distinct gRNAs per gene, as well 

as a control targeting the AAVS1 locus (Table S6). Frameshifting indel formation overall was  



 

34 

 

Figure 2.4. Modulation of TE regulatory machinery influences lineage output from hematopoietic stem and 
progenitor cells 
(A) Experimental scheme to genetically knockout genes involved in TE regulation via heterochromatin formation 
within CD34+ umbilical cord blood and assess in vitro lymphoid differentiation.  
(B) Expression heatmap of genes involved in the regulation of heterochromatin across major bone marrow 
hematopoietic cell types. The RNA-Seq data is reanalyzed from Corces et al. 2016. Heatmap color represents the 
Z-score of gene expression across all cell types. 
(C-D) Fractional abundance of CD56-CD3+ T and CD56+CD3- NK cells within the CD45+DAPI- population 
quantified by flow cytometry following six weeks of in vitro T cell differentiation (n=3 independent differentiation 
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experiments per gRNA condition). * = p < 0.05 in comparison to the AAVS1 gRNA control evaluated with a two-
sided Wilcoxon rank-sum test.  
(E) Flow cytometry profiling of CD5 and CD7 on lymphoid progenitors following 14 days of in vitro T cell 
differentiation. The plots are pregated on CD45+DAPI- cells.  
(F-G) Flow cytometry profiling of CD56+CD3- NK and CD56-CD3+ T cell populations following 28 days (F) and 42 
days (G) of in vitro T cell differentiation. The plots are pregated on CD45+DAPI- cells.  
(H) Fractional abundance of CD19+ B cells, CD56+ NK cells and CD14+ monocytes within the CD45+DAPI- 
population quantified by flow cytometry following 35 days of differentiation in an MS5 co-culture assay (n=3 
independent differentiation experiments per knockout condition). * = p < 0.05 in comparison to the AAVS1 gRNA 
control evaluated with a two-sided Wilcoxon rank-sum test.  
(I-J) Representative flow cytometry plots of CD19+ B cells, CD56+ NK cells and CD14+ monocytes across gRNA 
conditions targeting the AAVS1 locus, EHMT1 and TRIM28. The plots are pregated on CD45+DAPI- cells.  
 

highly efficient for each gRNA across multiple donor pools, enabling experiments directly on the 

pool of nucleofected cells (Supplementary Figure 2.3A-B).  

We first initiated T cell differentiation 48 hours post-delivery of RNPs using a stroma-free 

assay (Methods). After six weeks of in vitro differentiation (noted as D4+46), we observed that 

knockout of EHMT1 resulted in a reduction of CD56-CD3+ T cells and an associated increase of 

CD56+CD3- natural killer (NK) cells compared to an AAVS1 gRNA control (Figure 2.4C). 

Furthermore, knockout of TRIM28, a key regulator of TE silencing, phenocopied that of EHMT1 

(Figure 2.4D), highlighting a central role of TE regulatory machinery in the determination of NK 

cell fate. The proportional increase in CD56+CD3- NK cells at D4+46 was also accompanied by 

increased absolute numbers of CD56+CD3- cells (Supplementary Figure 2.3C-D). Sequencing 

of isolated NK cells confirmed the presence of frameshifting indels (Supplementary Figure 

2.3E-F), further supporting the conclusion that the knockouts generate NK cells. To dissect the 

kinetics of this T-to-NK lineage bias, we performed time course profiling every two weeks over 

the six weeks of differentiation (Figure 2.4E-G). Notably, we observed an altered distribution of 

lymphoid progenitors at D4+14 characterized by an attenuated frequency of cells expressing the 

T cell-associated marker CD5 without affecting overall cell viability (Figure 2.4E, 

Supplementary Figure 2.3G). These data imply that NK lineage bias manifests in early stages 

of lymphoid differentiation. NK cells were evident an additional two weeks later at D4+28 and 

proportionally further increased by D4+46 (Figure 2.4F-G, Supplementary Figure 2.3H). 
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Finally, sustained treatment with a potent enzymatic inhibitor of GLP/G9a, UNC0642 206 over the 

course of T cell differentiation resulted in a dose-dependent phenocopy of the EHMT1 CRISPR 

knockout (Supplementary Figure 2.3I-J), leading to the acquisition of CD56+CD3- NK cells 

and general attenuation of CD56-CD3+ T cells. These data strongly suggest that modulation of 

H3K9 methyltransferase activity and regulation of heterochromatin facilitates NK lineage choice.  

Our data in T cell-supportive differentiation conditions underscore a role for TE 

regulation in lymphoid fate decisions. We next asked whether similar mechanisms may be 

applicable during B-lymphoid differentiation. We replicated the CRISPR/Cas9 knockouts in 

CD34+ umbilical cord blood HSPCs and utilized an MS5-stroma co-culture assay, which is 

conducive for B cell development as well as myeloid differentiation. Consistent with our 

observations from the in vitro T cell differentiation assay, knockout of EHMT1 resulted in NK 

lineage skewing at the expense of CD19+ B cells and CD14+ monocytes following five weeks of 

differentiation (Figure 2.4H-J). Knockout of TRIM28 also enhanced the proportion of CD56+ NK 

cells at the expense of CD14+ monocytes, although we did not observe a statistically significant 

decrease in CD19+ B cells (Figure 2.4H). In further support of the modulation of TE regulatory 

machinery to facilitate NK fates, knockout of SETDB1 also enhanced the generation of CD56+ 

NK cells (Figure 2.4H, Supplementary Figure 2.3K). As in T cell-supportive conditions, 

proportional increases in NK cells were accompanied by an increase in the absolute numbers of 

NK cells compared to the AAVS1 gRNA control (Supplementary Figure 2.3K-L). In further 

accordance with our T cell differentiation experiment, lineage alterations may have manifested 

early during differentiation since knockout of EHMT1 and SETDB1 resulted in the precipitous 

decrease in CD19+ progenitors at D4+14 (Supplementary Figure 2.3M). Taken together, our 

data indicate that the modulation of EHMT1 or TRIM28 has a pronounced influence on NK cell 

development during lymphoid differentiation, further establishing that manipulation of chromatin 

machinery regulating TEs can direct hematopoietic lineage decisions.  
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2.2.6 Knockout of EHMT1 or TRIM28 generates distinct hematopoietic progenitors with 

early NK characteristics   

We hypothesized that knockout of EHMT1 or TRIM28 influences NK lineage selection early 

during lymphoid differentiation. Motivated by our data demonstrating an altered distribution of 

progenitor populations within T cell-supportive conditions (Figure 2.4E), we utilized single cell 

RNA-Seq and ATAC-Seq technologies to dissect the molecular landscapes of hematopoietic 

progenitors across EHMT1, TRIM28 and AAVS1 gRNA conditions at D4+14. We measured 

chromatin accessibility across a total of 23,593 cells. All gRNA conditions exhibited a canonical 

fragment size distribution and high signal-to-noise (Supplementary Figure 2.4A-D). We first 

identified chromatin states by clustering scATAC-Seq profiles from all cells, revealing 8 distinct 

clusters (Figure 2.5A). We complemented these data by also capturing 25,288 single cell 

transcriptomes with scRNA-Seq across the same gRNA conditions. Clustering of all cells 

revealed 7 transcriptional states (Figure 2.5B). For both assays, we observed high 

concordance in clustering across different gRNAs targeting the same gene (Supplementary 

Figure 2.4E-F), establishing that the clustering results were driven by biological rather than 

technical effects. Furthermore, EHMT1 gRNA and TRIM28 gRNA conditions clustered distinctly 

from the AAVS1 gRNA control in both assays, indicating that knockout of EHMT1 or TRIM28 

are driving distinct chromatin and transcriptional states within hematopoietic progenitors (Figure 

2.5C-D). We first utilized the single cell transcriptional information to annotate the identity of 

scRNA-Seq clusters. Notably, RAG1 expression was primarily restricted to cluster 0, which is 

enriched for AAVS1 gRNA cells and suggests a T cell-fated state (Figure 2.5E). In further 

support of this, cluster 0 also selectively expressed important genes required for T cell 

development, such as LEF1, BCL11B, ZEB1, CD1B and RAG2 (Figure 2.5F). Interestingly, the 

gene encoding for CD56, NCAM1, was only expressed in clusters enriched for EHMT1 and 

TRIM28 knockout cells, and IL2RB, one of the earliest markers for NK-fated progenitors already 

was expressed in EHMT1 knockout clusters (cluster 1 and 5) (Figure 2.5E). EHMT1 knockout  



 

38 

 

Figure 2.5. Knockout of EHMT1 or TRIM28 generate distinct hematopoietic progenitors with early NK 
characteristics 
(A) scATAC-Seq latent semantic indexing UMAP projection and clustering of 23,593 cells encompassing AAVS1, 
EHMT1 gRNA01, EHMT1 gRNA02, TRIM28 gRNA01 and TRIM28 gRNA02 conditions at D4+14 of in vitro 
lymphoid differentiation.   
(B) scRNA-Seq UMAP projection and clustering of 25,288 cells encompassing AAVS1, EHMT1 gRNA01, EHMT1 
gRNA02, TRIM28 gRNA01 and TRIM28 gRNA02 conditions at D4+14 of in vitro lymphoid differentiation.   
(C-D) scATAC-Seq UMAP plot (C) and scRNA-Seq UMAP plot (D) colored by the embedding density of cells from 
the indicated gRNA conditions.  
(E) Visualization of the expression of T and NK cell associated genes overlaid on the scRNA-Seq UMAP. 
(F) Select marker genes that are differentially expressed (FDR < 0.05, two-tailed Wilcoxon rank-sum test) in each 
transcriptional cluster from scRNA-Seq. Color scale corresponds to z-scored, log-transformed mean gene-
expression counts for each cluster. 
(G) UMAP projection of scATAC-Seq data colored by chromVAR TF motif bias-corrected deviations for the 
indicated factors. TF motifs represent a clustered archetype derived from 207.  
 

clusters also positively enriched for NK genes, such as KLRK1 (encoding for NKG2D), FCGR3A 

(encoding for CD16), granzymes and perforin (GZMA, GZMB, GZMM, PRF1), CD247, CD226 
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(encoding DNAM-1) and ID2. This expression is consistent with prior reports of transcriptional 

markers of NK progenitors within human fetal and adult tissues 208. TRIM28 knockout cells 

within cluster 2 were characterized by high expression of LTB, JCHAIN, NCR2, and B2M with 

low levels of RAG1 and RAG2, potentially suggesting an earlier stage of development 

compared to the EHMT1 knockout cells.  

Collectively, the transcriptional data underscore the distinct, NK-biased states arising 

from EHMT1 and TRIM28 knockouts. We therefore next examined transcription factor activity 

exhibited in hematopoietic progenitors as a result of loss of EHMT1 or TRIM28. We leveraged 

our scATAC-Seq data to infer TF activity with chromVAR 209 and identified key developmental 

TFs with cluster-specific activity (Figure 2.5G). Interestingly, IRF and STAT TFs exhibited 

prominent activity within TRIM28 knockout cells, which is consistent with the transcriptional 

upregulation of STAT1 in TRIM28 knockout cells (scRNA-Seq cluster 2). We note that other 

studies have documented inflammatory signatures associated with derepression of TEs via loss 

of TRIM28, as well as the relevance of STAT1 in NK cell function. RUNX3 is expressed in 

developing NK cells and increases with NK maturation 210–212. In line with this established 

biology, we observed RUNX TF activity within AAVS1 and EHMT1 gRNA scATAC-Seq clusters 

(clusters 6 and 8) and specific upregulation of RUNX3 expression within EHMT1 gRNA scRNA-

Seq clusters (clusters 1 and 5). Additionally, developmentally important TFs for NK maturation, 

TBX21/EOMES also exhibited localized activity within EHMT1 gRNA scATAC-Seq clusters. In 

further support of the distinct genetic regulation, RNA velocity (Supplementary Figure 2.4G) 

and scATAC-Seq trajectory analysis (Supplementary Figure 2.4H) are both reflective of 

cellular trajectories diverging from the AAVS1 gRNA control population. Taken together, these 

data reflect the distinct transcriptional and chromatin states characterized by knockout of 

EHMT1 or TRIM28 and the induction of NK fates within hematopoietic progenitors.  
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2.2.7 EHMT1 and TRIM28 knockout NK cells exhibit distinct states and effector functions 

To characterize the NK cells generated as a result of loss of EHMT1 or TRIM28, we 

differentiated lymphoid progenitors within NK supportive differentiation conditions for an 

additional two weeks then utilized the resulting NK cells for phenotypic and molecular assays 

(Figure 2.6A). NK cells isolated on D4+28 exhibited derepression of several hundred TE 

families, including LTR, MER, L1 and Alu elements (Supplementary Figure 2.5A-B). 

Interestingly, the classes of derepressed TEs were largely distinct between TRIM28 and EHMT1 

knockouts. This indicates that EHMT1 and TRIM28 regulate separate classes of TEs within NK 

cells. In addition, 36 zinc finger proteins were transcriptionally upregulated in TRIM28 knockout 

NK cells and 26 are annotated to contain a KRAB domain (Supplementary Figure 2.5C), 

consistent with the known mechanism-of-action of TRIM28-mediated TE silencing. This is in 

contrast to EHMT1 knockout NK cells where only 3 KZFPs were transcriptionally upregulated 

and in line with the non-overlapping sets of TEs derepressed between EHMT1 and TRIM28 

knockouts. In either case, derepressed TEs contained TF binding sites relevant for NK cell 

differentiation and function (Supplementary Figure 2.5D), supportive of a molecular model 

whereby TE derepression enables TFs to bind chromatin to drive selection of NK cell fate.  

 Based on these findings we further investigated the phenotypic properties of EHMT1 and 

TRIM28 knockout NK cells. NK cells were efficiently derived in all gRNA conditions and 

expressed canonical NK surface markers (Supplementary Figure 2.6A). RNA-Seq confirmed 

transcriptional downregulation of TRIM28 and EHMT1 within TRIM28 gRNA and EHMT1 gRNA 

conditions, respectively, and each condition expressed core NK signature genes 213 

(Supplementary Figure 2.6B-C). All knockout NK cells displayed cytotoxicity against K562s in 

co-culture, further supporting their NK identity and that knockout of EHMT1 or TRIM28 does not 

inhibit the cytotoxic function of NK cells (Supplementary Figure 2.6D). Notably, nearly three-

fold more NK cells were generated in EHMT1 knockouts and for one gRNA targeting TRIM28 

compared to the AAVS1 gRNA control (Figure 2.6B-C). Knockout of EHMT1 also  
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Figure 2.6. EHMT1 and TRIM28 knockout NK cells exhibit unique phenotypic and molecular states.  
(A) Experimental scheme to genetically knockout EHMT1 or TRIM28 within CD34+ umbilical cord blood and 
perform NK-supportive differentiation.  
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(B) Expression of CD56 and CD3 assayed by flow cytometry on D4+28 of in vitro NK differentiation. Plots are pre-
gated on viable CD45+ cells. 
(C) Quantification of the number of CD56+CD3- NK cells on D4+28 of in vitro differentiation for all gRNA 
conditions. n=3 independent differentiation replicates per gRNA. * = p < 0.05 in comparison to the AAVS1 gRNA 
control evaluated with a two-sided Wilcoxon rank-sum test.  
(D) Expression of CD56 and CD16 assayed by flow cytometry on D4+28 of in vitro NK differentiation. Plots are pre-
gated on viable CD45+CD56+ cells. 
(E) Quantification of the number of CD56+CD16+ NK cells on D4+28 of in vitro differentiation for all gRNA 
conditions. n=3 independent differentiation replicates per gRNA. * = p < 0.05 in comparison to the AAVS1 gRNA 
control evaluated with a two-sided Wilcoxon rank-sum test. 
(F) Heatmap of changes in ATAC-Seq chromatin accessibility for the top TFs with the greatest accessibility 
variability between gRNA conditions. The color scale corresponds to chromVAR accessibility deviation z-scores of 
a TF across conditions. n=3 independent differentiation replicates.  
(G) Expression heatmap of select genes exhibiting differential expression (log2(fold change) > 1 and FDR < 0.05, 
DESeq2) in at least one gRNA condition compared to the AAVS1 gRNA control. The color scale corresponds to z-
scored, log-transformed mean gene-expression counts. 
(H) GSEA on RNA-Seq data comparing TRIM28 gRNA versus AAVS1 gRNA demonstrating over-representation of 
genes related to type I interferon production (GO:0032481) within TRIM28 gRNA cells. 
(I) Proportion of IFN-Ɣ+ NK cells measured by intracellular flow cytometry across unstimulated and stimulated 
conditions. Each dot represents an independent differentiation replicate. * = p < 0.05 in comparison to the AAVS1 
gRNA control evaluated with a two-sided Wilcoxon rank-sum test. 
 

resulted in a greater frequency of CD16+ NK cells (Figure 2.6D-E), suggestive of a more 

mature state. AP-1 transcription factors exhibited enhanced activity with EHMT1 knockout NK 

cells, whereas inflammatory TFs (IRFs, STATs and NFKB) were more active in TRIM28 

knockouts, consistent with early chromatin signatures in lymphoid progenitors (Figure 2.6F, 

Supplementary Figure 2.6E-F). TRIM28 knockout NK cells also showed transcriptional 

upregulation of various interferon related genes (Figure 2.6G-H), which equated to enhanced 

IFN-ɣ production at baseline and upon stimulation with IL-12 or IL-18 (Figure 2.6I). In further 

support of a more mature state, EHMT1 knockout NK cells upregulated various KIR and HLA-II 

genes in comparison to TRIM28 knockout and AAVS1 gRNA control populations. These data 

overall support the conclusion that knockout of EHMT1 and TRIM28 generate NK cells with 

distinct molecular and phenotypic properties.  

 

2.3 DISCUSSION 

While several lines of evidence suggest that TEs co-evolved with the emergence of the innate 

immune response, there has been little work to dissect the role of TEs during the dynamic 
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differentiation processes that generate functional immune cells from HSPCs. In this study, by 

combining analytical models, omics analysis and chemical/genetic perturbations, we reveal that 

the regulation of TEs provides instructive roles in the human hematopoietic system, particularly 

during lymphoid differentiation. We built genome-wide maps of enhancer-gene regulation on an 

individual cell type basis within the human hematopoietic system, and used this resource to 

understand the contribution of TEs to gene regulation. TEs exhibited dynamic activity during 

lymphoid differentiation, and derepression of TEs during lymphoid differentiation mediated by 

modulating regulators of heterochromatin formation resulted in the acquisition of NK cell fates, 

despite differentiation conditions designed to support T or B cells. In particular, knockout of 

EHMT1 or TRIM28 within HSPCs generated distinct lymphoid progenitor states that diverted 

from T fated progenitors, and resulted in derepression of different TE families within in vitro 

derived NK cells. We also demonstrate that knockout of EHMT1 generated more CD16+ NK 

cells, whereas knockout of TRIM28 resulted in elevated IFN-Ɣ production, reflective of distinct 

NK states.  

The availability of epigenomic data from various cell types has fueled scientific inquiry 

and hypothesis generation on the role of TEs to regulate transcriptional networks 46,176,214. While 

abundant, these data often lack insights on putative functional enhancers 193,215,216, which 

hinders identifying true regulatory relationships 217. To address this challenge, we employed the 

ABC model—which performs robustly to predict CRISPR experiments of endogenous enhancer 

activity—to generate enhancer-gene predictions within the hematopoietic system. The 

experimental difficulty of perturbing repetitive elements within primary cells often limits the 

degree to which individual elements can be functionally tested for regulatory activity. By utilizing 

state-of-the-art models to identify putative functional enhancers, the approach utilized in this 

study provides higher confidence of the regulatory potential of implicated TEs. Furthermore, in 

order to systematically study dynamic differentiation processes, we generated ABC predictions 

on a comprehensive set of hematopoietic cell types to capture stages of differentiation from 
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hematopoietic stem cells to erythroid, myeloid and lymphoid lineages, as well as stimulation 

states within immune populations. This resource can be utilized to understand gene regulation 

more generally due to the long standing application of hematopoiesis as a model of stem cell 

biology, and to investigate genetic bases of hematopoietic diseases.  

A core finding from our study was that TEs are dynamically expressed during 

hematopoietic differentiation and progressively upregulated during lymphopoiesis with 

associated downregulation of regulators of heterochromatin formation. Indeed, this observation 

is consistent with reports of other dynamic processes, such as embryonic development, where 

widespread DNA-demethylation causes stage-specific TE expression 106. We systematically 

perturbed a diverse set of regulators of heterochromatin within HSPCs to derepress TEs during 

hematopoietic differentiation. We discovered that knockout of H3K9 lysine methyltransferase, 

EHMT1 or the transcriptional co-repressor TRIM28 resulted in NK lineage skewing at the 

expense of B and T cell fates. We identified distinct TE families that were derepressed within 

EHMT1 knockouts versus TRIM28 knockouts, which is consistent with prior observations in 

murine embryonic stem cells demonstrating EHMT1/EHMT2 involvement in silencing MERVL 

elements with little involvement from TRIM28 74. These distinct sets of derepressed TEs may 

contribute to the different NK phenotypes observed between the two knockouts. Of note, 

although we knocked out SUV39H2 and we did not observe a phenotype; we believe this may 

be due to compensation by SUV39H1 as SUV39H1/2 double knockouts were needed to 

observe heterochromatin disruption in T cells 218.  

Findings from this study lend compelling support to the long-standing hypotheses that 

the innate immune system evolved through co-option of endogenous viruses 26,184. Intriguingly, 

our study demonstrates that TE derepression through modulation of TE regulatory machinery 

during lymphoid differentiation facilitates development of the NK cells—the very cells that are 

responsible for protection from viral pathogens. Seminal studies have implicated endogenous 

retroviruses in regulating innate immune pathways 16,36,182. We observed upregulation of 
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interferon-related genes within TRIM28 knockout NK cells, which is consistent with innate 

immune sensing of TE derived transcripts 118. Furthermore, TRIM28 knockout NK cells also 

experienced enhanced IFN-Ɣ production, a critical inflammatory mediator that these cell secrete 

for antiviral innate immunity.  

The long-standing interest in NK cells as adoptive immunotherapy for cancer treatment 

has garnered increased attention, reflective of clinical desires to complement or overcome 

limitations of T cell-based therapies 219,220. Accumulating evidence over the past decade, 

however, has underscored the functional and molecular heterogeneity of human NK cells owing 

to transcription factor utilization, prior antigen exposure, developmental ontogeny, and tissue 

residence, among likely other factors 221–223. These factors ultimately influence the anti-tumor 

activity of NK cells 224–227, although clinical studies have not fully resolved the specific NK 

subtypes that are most efficacious for cancer remission. Therefore, strategies to engineer and 

derive targeted populations of NK cells in vitro with distinct effector functions will be essential to 

develop effective therapies and better understand the cells responsible for cancer remission. 

Our study reveals the potential of leveraging TE regulatory machinery to modulate TEs during 

hematopoietic differentiation for the in vitro generation of NK cells with diverse properties for 

translational applications.  
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2.4 METHODS 

2.4.1 CRISPR/Cas9 knockouts in CD34+ umbilical cord blood 

Genetic knockouts of select genes were generated in primary hematopoietic stem and 

progenitor cells (HSPCs) via nucleofection of CRISPR/Cas9 ribonucleoproteins (RNPs). Two 

independent knockouts were generated for each gene using separate gRNAs and knockouts 

were replicated across two different donor pools of human umbilical cord blood. First, CD34+ 

umbilical cord blood cells (AllCells) were thawed from liquid nitrogen storage via dropwise 

addition of RPMI 1640 + 10% FBS. Cells were centrifuged at 200g for 8 minutes and 

subsequently washed with FACS buffer (PBS + 2% FBS). Cells were cultured for 48 hours prior 

to nucleofection at a density of 250,000 cells/mL in SFEM II media (StemCell Technologies, 

09605) supplemented with 100 ng/mL SCF, TPO, FLT3L, and IL-6 (Peprotech) within a 5% O2, 

5% CO2, 37C incubator. Next, the top two protospacer sequences for each desired gene were 

selected from the Brunello genome-wide knockout library (Broad Institute) based on the Rule 

Set 2 score. A control gRNA targeting the AAVS1 locus was designed in Benchling. All gRNA 

sequences are available in Table S6 and were synthesized by IDT as an Alt-R CRISPR/Cas9 

sgRNA. RNPs were complexed by incubating 105 pmol of Cas9 protein (IDT, 1081058) with 125 

pmol of sgRNA in a 5 uL total volume for 10 minutes at room temperature. CD34+ cord blood 

HSPCs were washed with FACS buffer and 125,000 cells were resuspended in 20 uL of P3 

Primary Cell Nucleofection Solution (Lonza, V4XP-3032) per nucleofection. RNPs were 

nucleofected into HSPCs with 3.85 uM electroporation enhancer (IDT, 1075915) using a 16-

reaction nucleovette and pulse code DZ-100 on a Lonza 4D-Nucleofector. Cells were cultured 

for 36-48 hours at 5% O2, 5% CO2 in 96-well U-bottom plates (Corning, 351177) then 

subsequently harvested for genomic DNA extraction and initiation of in vitro differentiation 

assays.  
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2.4.2 Quantification of indel frequencies 

Genomic DNA was extracted from at least 50,000 cells using a custom extraction buffer (1 mM 

CaCl2, 3 mM MgCl2, 1 mM EDTA, 10 mM Tris-HCl, 1% Triton X-100, and 0.2 mg/ml Proteinase 

K) and then subjected to the following thermal program: 65C for 10 minutes then 95C for 15 

minutes. gRNA-targeted genomic loci were PCR dialed-out from genomic DNA using NEBNext 

High Fidelity Master Mix (NEB, M0541S) and primers that flank ~200 bps of the expected Cas9 

cut site (PCR primers are listed in Table S6). PCR amplicons were gel extracted from a 2% 

agarose gel and submitted for Sanger Sequencing using forward and reverse PCR primers. 

Indel frequencies for each gRNA were quantified using TIDE analysis (http://tide.nki.nl) where 

the reference nucleotide sequence was derived from a mock-nucleofected control. The 

proportion of frameshifting indels was then determined from the total TIDE indel frequency 

estimates.  

 

2.4.3 In vitro T cell differentiation  

Following 36-48 hours post-nucleofection of Cas9 RNPs, 5,000 cord blood HSPCs were 

differentiated to T cells using the StemSpan T cell Generation Kit (Stem Cell Technologies, 

09940) per the manufacturer's instructions with n=3 replicate differentiations per gRNA in 24-

well plates. After 14 days of differentiation, cells were collected and 50,000 cells/sample were 

replated into new 24-well plates. Similarly, after 28 days of differentiation, cells were collected 

and 250,000 cells were replated into new 24-well plates for the final two weeks of differentiation. 

Total viable cell counts were performed on Days 14, 28 and 42 of differentiation using a 

TrypanBlue exclusion dye and a hemocytometer. Aliquots of cells were collected for flow 

cytometry on days 14, 28 and 42 of differentiation to assess lymphoid progenitors (CD45, CD5 

and CD7) and mature lymphoid populations (CD45, CD4, CD8, CD3, CD56, CD5 and CD7). 

Cells were stained with either DAPI or propidium iodide as a viability marker and the following 

antibodies for flow cytometry: CD45 APC-Cy7 (BD Biosciences, 557833), CD4 PE-Cy5 
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(Beckman Coulter Immunotech, IM2636U), CD8 BV421 (BD Horizon, RPA-T8), CD5 BV510 

(BD Biosciences, UCHT2), CD3 PE–Cy7 (BD Pharmigen, UCHT1), CD7 PE (BD Pharmigen, 

555361), CD56 FITC (BD Pharmigen, 362545).  

 

2.4.4 In vitro B cell differentiation  

MS5 stromal cells were seeded onto gelatin-coated 24-well plates at a density of 10,000/well. 

Cells were allowed to grow for 48 hours in Myelocult H5100 (Stem Cell Technologies, 05150) 

supplemented with 100 ng/mL SCF (R&D Systems), 50 ng/mL TPO (Peprotech), 10 ng/mL 

FLT3L (R&D Systems), and 25 ng/mL IL-7 (R&D Systems) in order to condition the media prior 

to seeding hematopoietic cells. Following 36-48 hours post-nucleofection of Cas9 RNPs, 2,500 

CD34+ cord blood HSPCs were seeded onto MS5 stroma with at least n=3 replicate 

differentiations per gRNA per time-point. Fresh medium with cytokines was supplied weekly 

over five weeks of differentiation. Wells were harvested at regular intervals throughout the 

differentiation by gentle trituration to obtain total cell counts and for flow cytometric assessment 

of hematopoietic differentiation. Cells were stained with propidium iodide and either a 

hematopoietic lineage antibody panel, comprising CD45 APC-Cy7 (BD Biosciences, 557833), 

CD19 PE (BioLegend), CD56 FITC (BioLegend, 362545), CD33 APC (BioLegend), CD14 

PerCP (BD Biosciences), or a B-cell specific antibody panel, comprising CD45 APC-Cy7 (BD 

Biosciences, 557833), CD19 PE (BioLegend), CD20 PE-Cy5 (BD Biosciences), IgM BV510 (BD 

Biosciences, 563113).  

 

2.4.5 In vitro NK cell differentiation  

CRISPR/Cas9 RNPs were delivered to CD34+ umbilical cord blood cells, as described above. 

NK differentiation was initiated 48 hours post-RNP nucleofection using a StemSpan NK cell 

Generation Kit (Stem Cell Technologies, 09960), per the manufacturer's instructions with n=3 

replicate differentiations per gRNA in 24-well plates. Cells were replated into new 24-well plates 
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after 14 days of differentiation and harvested for flow cytometry profiling, functional assays, and 

molecular assays after 28 days of differentiation.  

 

2.4.6 Flow cytometry 

Cells were stained with antibodies and a viability dye (DAPI or propidium iodide) at room 

temperature for 20 minutes in the dark for flow cytometric profiling, followed by a wash step with 

FACS buffer (PBS + 2% FBS). Data was collected on a Sony MA900 and analyzed using 

FlowJo. Antibodies for flow cytometry were used at 1:100 dilution, unless otherwise stated.  

 

2.4.7 UNC0642 treatment during T cell differentiation 

CD34+ umbilical cord blood cells (AllCells) were thawed from liquid nitrogen storage and T cell 

differentiation was immediately initiated with a StemSpan T cell Generation Kit (Stem Cell 

Technologies, 09940), as described above. Cells were treated with UNC0642 (Cayman 

Chemical, 14604) over the entire duration of the differentiation and fresh compound was 

supplemented every 3-4 days to the media. A range of doses were tested (10 nM, 50 nM, 100 

nM, and 500 nM) alongside a 0.5% DMSO vehicle control with n=3 replicate differentiations per 

condition. Cells were collected after 28 days of differentiation to assess NK and T cell 

populations by flow cytometry.  

 

2.4.8 Single cell -omics assays on CRISPR-perturbed lymphoid progenitors  

Umbilical cord blood HSPCs were genome edited with Cas9 RNPs targeting EHMT1, TRIM28, 

and the AAVS1 locus, as described previously. The CRISPR-edited HSPCs were then 

differentiated to lymphoid progenitors over 14 days using the StemSpan T cell Generation Kit 

(Stem Cell Technologies cat. no. 09940) with n=3 replicate differentiations per gRNA. The cells 

were harvested, washed with FACS buffer (PBS + 2% FBS), stained with DAPI for 10 minutes 

at room temperature, and sorted with a Sony MA900 FACS to isolate viable, single cells. FACS 
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sorted cells were centrifuged at 300g for 5 minutes at 4C, resuspended in FACS buffer and the 

concentration was determined with a hemocytometer. scRNA-Seq and scATAC-Seq targeting 

5,000 cells per gRNA was performed using the Chromium NextGEM Single Cell 3ʹ Reagent Kit 

v3.1 (10X Genomics) and Chromium NextGEM Single Cell ATAC Reagent Kit v1.1 (10X 

Genomics), respectively. scRNA-Seq libraries were barcoded with dual Illumina indices, 

whereas scATAC-Seq libraries were barcoded with single indices. The concentration of each 

final library was quantified using a High Sensitivity DNA Bioanalyzer Assay (Agilent). scRNA-

Seq libraries were equimolar pooled and shallow sequenced on an Illumina MiniSeq to 

determine the number of high-confidence cell barcodes per library. The scRNA-Seq libraries 

were then renormalized and deep sequenced on a NextSeq 550 in a 28-10-10-44 read 

configuration. scATAC-Seq libraries were equimolar pooled and sequenced on a NextSeq 550 

in a 34-8-16-34 read configuration.  

 

2.4.9 Bulk RNA-Sequencing 

RNA from at least 5,000 cells was extracted using a 2X TCL lysis buffer (Qiagen cat. no. 

1070498). At least two technical replicates were prepared per sample using the SMART-Seq2 

protocol 69, with some modifications. Briefly, RNA was purified from cellular lysate using 2.2X 

RNA SPRI beads (Beckman Coulter cat. no. A63987) then immediately reverse transcribed in 

the presence of a template switching oligo (Exiqon) with Maxima RNase H-minus RT (Thermo 

Fisher Scientific cat. no. EP0751) using a polyT primer containing the ISPCR sequence. Whole 

transcriptome amplification proceeded with KAPA HiFi HotStart ReadyMix using an ISPCR 

primer according to the following thermal program: 98C for 3 minutes, 21 cycles of 98C for 15 

seconds, 67C for 20 seconds, and 72C for 6 minutes, and a final extension step of 72C for 5 

minutes. The amplified cDNA was cleaned with 0.8X DNA SPRI beads (Beckman Coulter cat. 

no. B23318). Ten nanograms of amplified cDNA was tagmented at 58C for 10 minutes in a 10 

uL reaction containing 2 uL of 5X tagmentation buffer (50 mM Tris-HCl, 25 mM MgCl2 pH 8.0), 
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2 uL of Tris Buffer (10 mM Tris-HCl, 1% Tween-20 pH 8), and 4 uL Nextera Tn5 transposase 

(Illumina). The reaction was stopped with 1% SDS and incubated at 72C for 10 minutes, then 

4C for 3 minutes. The tagmented library was cleaned with 1X DNA SPRI beads followed by an 

indexing PCR with NEBNext High Fidelity polymerase to incorporate sample index barcodes 

and Illumina flow cell handles. The index PCR proceeded with the following thermal program: 

72C for 3 minutes, 98C for 30 seconds, 12 cycles of 98C for 10 seconds, 60C for 30 seconds, 

72C for 30 seconds, and a final extension step of 72C for 5 minutes. The final libraries were 

pooled, diluted and sequenced on a MiniSeq with a 75-cycle High Output Kit with the following 

read configuration: 36-8-8-38.   

 

2.4.10 Bulk ATAC-Sequencing 

NK cells were FACS sorted following in vitro differentiation from CD34+ umbilical cord blood 

and at least 50,000 cells per sample were used as input for ATAC-Seq. Nuclei isolation, 

tagmentation and library construction were followed as described in the Omni-ATAC-Seq 

protocol 228. The concentration of the final ATAC-Seq libraries was quantified using a High 

Sensitivity DNA Bioanalyzer Assay (Agilent) in the size range of 100-1000 bp. The libraries were 

then equimolar pooled and shallow sequenced on a MiniSeq to determine the quality of the 

libraries. The ATAC-Seq libraries were processed with the PEPATAC pipeline 229 to determine 

the number of deduplicated, aligned reads to the hg38 genome and pertinent QC metrics, such 

as TSS enrichment and fragment length distributions. The libraries were then renormalized, 

pooled and sequenced on a NextSeq 500 with a 150-cycle High Output Kit v2 with the following 

read configuration: 76-8-8-75.  

 

2.4.11 NK functional assays 

In vitro derived NK cells were collected on D4+28, washed with FACS buffer, and then cultured 

overnight in RP-10 medium (RPMI-1640 supplemented with 10% FBS, 1× 
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penicillin/streptomycin, 2 mM L-glutamine, and 7.5 mmol HEPES) with 1 ng/mL recombinant 

human IL-15 (Miltenyi). K562 cells were cultured in RP-10 medium and labeled with 5 µM of 

CellTrace Violet (Thermo Fisher Scientific) in PBS for 20 minutes at 37°C. K562 were washed 

twice with RP-10 and co-cultured at various effector:target ratios. To measure NK cell 

cytotoxicity, NK cells and target cells were co-cultured for 4 hours, then stained with 2 µL of PE-

Annexin V (Biolegend) and 2 µL of 7-AAD (BD Biosciences) in 50 µL Annexin V binding buffer 

(Biolegend) for 15 minutes at room temperature. To measure intracellular IFNγ and 

degranulation, NK cells were stimulated with recombinant human IL-12 (R&D), recombinant 

human IL-18 (R&D), or were co-cultured target cells for 1 hour, followed by the addition of 0.2 

µL BD GolgiPlug (BD Biosciences), 0.13 µL BD GolgiStop (BD Biosciences) and 1 µL of APC-

CD107a (Biolegend). After an additional 5 hours of co-culture, cells were stained for intracellular 

IFNγ using BD Cytofix/Cytoperm (BD Biosciences). Cells were acquired using BD LSRFortessa 

and analyzed using FlowJo. 

 

2.4.12 Comparison of ABC model modifications to genetic perturbation data  

We investigated various modifications to the ABC model and evaluated the enhancer-gene 

predictions against the results of genetic perturbation experiments on the candidate enhancer 

elements. First, we utilized genetic perturbation data in K562s (Supplementary Table 6a from 

Fulco, et al. 2019) and defined true-positive enhancer-gene pairs as previously described 185,186. 

Next, we utilized K562 epigenomic data (Table S1) and a 10-cell type averaged HiC dataset 185 

to generate enhancer-gene predictions using the ABC model on tissue-specific, non-

ubiquitously expressed genes. We also evaluated different definitions of enhancer “Activity” in 

the model by only using chromatin accessibility data, as well as approximating HiC data with a 

power-law estimate. We then intersected each experimentally tested enhancer-gene pair with 

the predictions from the modified ABC models and calculated precision-recall statistics using the 

precrec package in R 230. Furthermore, we evaluated the predictive performance of a 
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chromatin accessibility-only ABC model against an expanded compendium of genetic 

perturbations in other hematopoietic cell types. We utilized ATAC-Seq data on GM12878, BJAB, 

Jurkat, and THP1 cell lines +/- stimulation (Table S1) to generate ABC maps and calculated 

precision-recall statistics using genetic perturbation data in the same cell lines from Nasser, et 

al. 2021 (Supplemental Table 5 from their manuscript).  

 

2.4.13 Curation of public chromatin accessibility data for ABC model predictions 

We curated published chromatin accessibility data on primary, FACS sorted cells to capture all 

major cell types and states within the human hematopoietic system. To be consistent across 

different studies, we primarily utilized ATAC-Seq to measure chromatin accessibility. We 

downloaded raw fastq files for HSPC populations from 191, erythroid subpopulations 

corresponding to temporal stages of differentiation from 195, myeloid and plasmacytoid dendritic 

cells from 194, precursor dendritic cells and megakaryocytes from 192, macrophages from 

ENCODE, and immune cells +/- stimulation from 196. Each hematopoietic cell type, designated 

by a FACS immunophenotype (see Table S2) was represented by at least 3 different human 

donors within our final curated dataset. In the case of the Calderon, et al. dataset, we excluded 

ATAC-Seq samples with a reported TSS score <6 (9/175 samples). The comprehensive list of 

samples utilized for ABC predictions is outlined in Table S2.  

 

2.4.14 Uniform processing of chromatin accessibility data   

We implemented the PEPATAC pipeline 229 to uniformly process and align raw ATAC-Seq data 

to the hg38 genome. All fastq files were first trimmed to remove Illumina adapter sequences 

using Skewer with command line options “-f sanger -t 20 -m pe -x”. We then performed pre-

alignments with Bowtie2 to remove reads mapping to the mitochondrial genome, alpha satellite 

repeats, Alu repeats, and ribosomal DNA repeats using “-k 1 -D 20 -R 3 -N 1 -L 20 -i S,1,0.50 -X 

2000 -rg-id” options. Bowtie2 was used to align the remaining reads to the hg38 genome using 
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“--very-sensitive X 2000 --rg-id” options. We isolated uniquely mapped reads with samtools and 

options “-f 2 -q 10 -b -@ 20”. Samblaster was used to mark duplicate reads, resulting in the final 

aligned, deduplicated BAM file that was used in all downstream analyses. For DNase-Seq data, 

we downloaded hg38-aligned BAM files from the ENCODE data portal.  

 

2.4.15 Generation of enhancer-gene predictions using the ABC model 

We generated enhancer-gene maps for each hematopoietic cell type in our dataset using the 

ABC model (https://github.com/broadinstitute/ABC-Enhancer-Gene-Prediction) as previously 

described by Nasser, et al. 2021 with some modifications. First, we called peaks with MACS2 

using the ATAC-Seq sample with the highest TSS score amongst all donor samples of a 

hematopoietic cell type. To enable comparisons between ATAC-Seq and DNase-Seq data, we 

used nucleosome-free ATAC-Seq reads (outputted from the PEPATAC pipeline) for defining 

candidate enhancers and quantifying enhancer activity. Candidate enhancer elements 

overlapping the ENCODE hg38 blacklist (https://www.encodeproject.org/files/ENCFF356LFX) 

were excluded. We downloaded gene annotations from the UCSC genome browser 

(http://hgdownload.soe.ucsc.edu/goldenPath/hg38/database/refGene.txt.gz) to define TSSs and 

gene bounds for the model. Next, we only used chromatin accessibility data to quantify 

enhancer “Activity” (supported by our previous analysis) and samples from different donors of 

the same cell type were included as replicate experiments in the model. Chromatin accessibility 

in each candidate enhancer element was quantile-normalized to the distribution observed in 

K562s. We also used a power-law estimate as the input for the “Contact” term in the model. 

ABC scores were then computed for each candidate enhancer-gene pair within a 5 Mb window 

of a gene’s TSS and we retained enhancer-gene predictions with an ABC score > 0.02. We only 

made enhancer-gene predictions for non-ubiquitously expressed genes, as defined in 185. All 

ABC predictions are reported in Table S3.  
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2.4.16 Overlap of ABC enhancers with chromHMM regulatory states  

We verified the predictions from our modified ABC model by intersecting the predicted ABC 

enhancers from GM12878, BJAB, Jurkat, and THP1 cell lines +/- stimulation with matched 

ChIP-Seq defined chromHMM regulatory states from the Roadmap Epigenomics Project. We 

downloaded chromHMM 15-state models and determined the number of ABC enhancers that 

overlapped each chromHMM state for each cell type. We calculated the expected background 

as the coverage of a chromHMM state in the human genome and determined the statistical 

significance of ABC enhancers overlapping a state using a binomial test in R.   

 

2.4.17 Construction of a pan-hematopoiesis ABC enhancer peakset and chromatin 

accessibility counts matrix 

To facilitate global analyses, we determined the unique, non-redundant set of ABC enhancers 

across all ABC predictions in our dataset and constructed a chromatin accessibility counts 

matrix over these regions for all samples. To do this we first shrunk the ABC enhancer regions 

by 150 bps on either side using bedtools slop and then determined the unique set of ABC 

enhancers per hematopoietic cell type. We concatenated all unique ABC enhancers from each 

cell type into one bed file and used bedtools merge to create a non-overlapping list of ABC 

enhancer regions. This list represents the unique set of ABC enhancers across all cell types in 

our dataset, which we term a pan-hematopoiesis ABC enhancer peakset. Next, we used hg38-

aligned, deduplicated BAM files and bedtools multicov to count chromatin accessibility 

reads within this peakset for all samples in our dataset. We then constructed an ABC enhancers 

x samples counts matrix within R.  
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2.4.18 Clustering and visualization of pan-hematopoiesis ABC enhancers  

Prior to clustering, we CPM normalized the ABC enhancer counts matrix using the edgeR 

package: cpm(matrix, log=TRUE, prior.count=5). To correct for technical covariates, 

we then regressed out differences in data quality by using the TSS score as a covariate with the 

removeBatchEffect() function in the limma package. Finally, we performed quantile 

normalization using normalize.quantiles() from the preprocessCore package. We used 

the top 120,000 ABC enhancer by row variance using rowVars() in the matrixStats package 

for clustering. PCA was then performed using prcomp_irlba() on the first 50 PCs without 

scaling. We then calculated the Euclidean distance with dist() across samples within the first 

9 PCs (since the first 9 PCs explained approximately 80% of the variance). We then performed 

density clustering using densityClust() to get a decision plot (Figure S2D). We extracted 

cluster assignments for rho = 0.8 and delta = 0.08 with findClusters(). We visualized the 

cluster assignments using t-SNE: Rtsne(perplexity=40, theta=0, max_iter=1000, 

pca=TRUE). Finally, we created a confusion matrix to understand which samples reside in 

which clusters and visualized the matrix with the pheatmap package in R.  

 

2.4.19 Transcription factor footprinting within ABC enhancers 

We used the ChrAccR R package (v.0.9.17) to perform transcription factor footprinting analysis 

using ATAC-Seq data. We created a DsATAC object using hg38-aligned, deduplicated BAM 

files from the PEPATAC pipeline and ABC enhancers as the input peakset. Biological replicates 

for each cell type (e.g. different donor samples) were merged with mergeSamples(dsa, 

mergeGroups="bio_group", countAggrFun="sum"). We then performed footprinting 

analysis specifically within ABC enhancer peaks using getMotifFootprints() and PWMs from the 

JASPAR motif database.  
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2.4.20 Visualization of ABC enhancer-gene predictions  

We visualized ATAC-Seq sequencing tracks with pyGenomeTracks 

(https://github.com/deeptools/pyGenomeTracks). We utilized bigwig files, outputted from the 

PEPATAC pipeline, containing Tn5 offset-corrected insertion sites. We performed reads-in-

peaks normalization as described in 231 when comparing multiple samples. ABC enhancer-gene 

links were visualized as arcs weighted by the ABC score and centered on the predicted gene’s 

TSS and the midpoint of the ABC enhancer.  

 

2.4.21 Processing of the RepeatMasker transposable element reference database 

We downloaded RepeatMasker TE annotations within the hg38 human reference genome from 

the UCSC Genome Browser 

(http://hgdownload.soe.ucsc.edu/goldenPath/hg38/database/rmsk.txt.gz). We only considered 

TEs belonging to DNA, LINE, LTR, RC, Retroposon, and SINE classes and residing within 

standard chromosomes. Furthermore, we filtered out ambiguous TE annotations and all tRNA 

related families. We constructed a GRanges object in R of genomic intervals for each TE family 

and used it for all downstream analyses.   

 

2.4.22 Enrichment of transposable elements in ABC enhancers 

We utilized the GIGGLE framework 197 to generate indices of genomic intervals for TE families. 

The non-redundant set of ABC enhancers for each cell type were queried against the TE family 

database using the GIGGLE search function with a genome size of 3099922541 bp. 

Significantly enriched TE families were defined as those TE families with at least 20 overlaps 

with ABC enhancer regions, an odds ratio > 2.5 and a -log10(p-value) < 0.01 in at least one cell 

type. 
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2.4.23 Transcription factor occupancy analysis within ABC enhancers 

We predicted TF occupancy within TE-containing ABC enhancers using the TOBIAS 

transcription factor occupancy framework (https://github.com/loosolab/TOBIAS), as described in 

198. In brief, we merged ATAC-Seq BAM files from various donors belonging to the same cell 

type and performed bias correction of the ATAC-Seq signal with ATACorrect across all peaks 

in the pan-hematopoiesis ABC enhancer peakset. We then calculated footprint scores on the 

bias-corrected ATAC-Seq signal with FootprintScores and estimated transcription factor 

occupancy using BINDetect and the position frequency matrix of the TF motif. In the case of 

predicting AP-1 occupancy, we identified differential binding with BINDetect between resting 

and activated T cell states within TE-containing ABC enhancers.  

 

2.4.24 TE quantification from RNA-Seq and differential expression analysis   

RNA-Seq data on FACS-sorted hematopoietic populations from 191 was downloaded and 

reanalyzed. First, fastq files were mapped to the hg38 reference transcriptome with kallisto. The 

resulting BAM files were used with TEtranscripts 205 (https://github.com/mhammell-

laboratory/TEtranscripts) to quantify the expression of TEs. Curated GTF files on TE 

annotations were downloaded from the Hammell Lab website for TEtranscript quantification. 

Differential expression was subsequently performed with DESeq2 1.10.1 232.  

 

2.4.25 Calculation of gene module scores for regulators of heterochromatin from single 

cell RNA-Seq data 

We reanalyzed scRNA-Seq data on healthy human hematopoiesis previously reported in 233. 

We downloaded the processed scRNA-Seq data from the publication’s GitHub repository 

(https://github.com/GreenleafLab/MPAL-Single-Cell-2019) and imported it as a Seurat object in 

R. We scored gene sets to generate a new aggregate expression level corrected for the 
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background expression of each cell, as described previously 234. Gene sets were downloaded 

from the Gene Ontology database and scored using the AddModuleScore function in Seurat. 

Gene module scores were visualized across the transcriptional clusters originally annotated by 

233.  

 

2.4.26 Processing scRNA-Seq data on in vitro derived lymphoid progenitors 

scRNA-Seq libraries were demultiplexed and fastqs were generated with cellranger mkfastq 

(10x Genomics, version 7.0.1). Reads were aligned to the hg38 reference genome and 

quantified using cellranger count (10x Genomics, version 7.0.1). Downstream analysis was 

performed using Seurat (version 3.2.3) within R. Count matrices from the cellranger output were 

preprocessed by filtering for cells and genes (percent mitochondrial reads < 20%, at least 1000 

genes detected/cell, and less than 20,000 UMIs/cell). Normalization and variance stabilization of 

the count data was performed using sctransform and regressing out the proportion of 

mitochondrial reads and cell cycle phase. We subsequently performed PCA and used the first 

20 PCs to run UMAP analysis. We identified transcriptional clusters with FindClusters() at a 

resolution of 0.2. Differentially expressed genes were determined for each cluster by a Wilcoxon 

rank-sum test with an FDR cutoff of 0.01 and log2(fold-change) of at least 0.25.  

 

2.4.27 Processing scATAC-Seq data on in vitro derived lymphoid progenitors 

Sequencing libraries were demultiplexed and fastqs were generated with cellranger atac 

mkfastq (10x Genomics, version 1.2.0). Reads were aligned to the hg38 reference genome and 

quantified using cellranger count (10x Genomics, version 1.2.0). All downstream analysis was 

performed with ArchR (version 1.0.2) in R. We performed quality control filtering and excluded 

cells that had a TSS enrichment less than 5 and fewer than 1000 aligned fragments. We also 

excluded putative doublets with filterDoublets(). We reduced dimensionality with two rounds of 

latent semantic indexing (LSI) with a cluster resolution of 0.2. We clustered on the iterative LSI 
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dimensions using Seurat’s SNN graph clustering function at a resolution of 0.3. We 

subsequently added a UMAP with addUMAP() and the default parameters. To help annotate 

scATAC-Seq clusters, marker genes were identified with Gene Scores using 

getMarkerFeatures() and accounting for biases in TSS enrichment and the number of aligned 

fragments. Pseudobulk replicates were created per gRNA condition per cluster followed by peak 

calling with MACS2. A union peakset was created using an iterative overlap removal method 

implemented in addReproduciblePeakSet(). TF activity was inferred with chromVAR using the 

clustered TF motif archetype collection from 207.  

 

2.4.28 Processing and analysis of bulk ATAC-Seq on in vitro derived NK cells 

ATAC-Seq libraries were demultiplexed with bcl2fastq and processed with the PEPATAC 

pipeline, as described above. A consensus peakset across all samples was generated using the 

PEPATACr package in R and a count matrix was constructed using bedtools multicov to count 

ATAC-Seq reads from hg38-aligned, deduplicated BAM files within the consensus peakset. 

Using the ATAC-Seq count matrix as an input, we inferred transcription factor activity with 

chromVAR and CIS-BP motif matches within these peaks from motifmatchr. GC bias-corrected 

deviations were computed using the chromVAR deviations function. A comparable analysis 

was performed using TE families rather than motifs to determine derepressed TEs within 

knockout conditions compared the AAVS1 gRNA control. Statistical significance of TE 

accessibility deviations was computed with the differentialDeviations function from 

chromVAR and FDR-corrected p-values < 0.01 were considered significant. Differentially 

accessible peaks were determined with DESeq2 using the raw ATAC-Seq count matrix and 

statistically significant peaks were identified at an independent hypothesis weighting (IHW) 

value of 0.01. Differentially accessible peaks were then clustered with k-means clustering and 

used as the input to GREAT for annotation of biological processes.  
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2.4.29 Processing and analysis of bulk RNA-Seq on in vitro derived NK cells 

RNA-Seq paired end reads were pseudo-aligned with kallisto 85 to the hg19 reference 

transcriptome. Transcript-level abundance estimates were imported into R with the tximport 

package and constructed into a gene-summarized count and abundance matrices for all 

samples. Differential gene expression analysis was performed using DESeq2 232 on the 

estimated count matrix. Statistically significant genes varying between a knockout population 

and the AAVS1 gRNA control population were identified at an FDR<0.05.  
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2.5 SUPPLEMENTAL FIGURES 
 

 

Supplementary Figure 2.1. related to Figure 2.1. 
(A-C) Precision-recall curves comparing ABC enhancer-gene predictions to experimental CRISPR data in K562s 
(A-B) or an expanded compendium of hematopoietic cell lines: GM12878, THP1 +/- stimulation, Jurkat +/- 
stimulation, and BJAB +/- stimulation (C). CRISPRi-FlowFISH screen data was derived from 185 for analysis in (A-
B) and from 186 for analysis in (C). The full ABC model in (A) refers to measurements of enhancer activity with 
H3K27ac ChIP-Seq and chromatin accessibility, and contact frequency measurements from a 10-cell type 
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averaged HiC dataset, as originally reported in 185. The modified ABC model in (B-C) utilizes only chromatin 
accessibility for enhancer activity and a power-law of genomic distance to approximate HiC.  
(D) Heatmap of the enrichment of predicted enhancers from the modified ABC model within ChIP-Seq-defined 
chromHMM states from the Roadmap Epigenomics Project. Enrichment was determined with a binomial test. The 
chromHMM epigenomes used for the enrichment analysis are noted along the top and the ATAC-Seq data used to 
make the ABC predictions was derived from 186.  
(E-I) Normalized ATAC-Seq sequencing tracks depicting ABC enhancer-gene linkages across various 
hematopoietic cell types. Known and experimentally verified enhancers are highlighted with blue shading. The 
thickness of the enhancer-gene link is scaled by the ABC score. The genomic regions visualized are noted in hg38 
coordinates below each sequencing track. 
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Supplementary Figure 2.2. related to Figure 2.1. 
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(A) Box and whisker plots of TSS enrichment scores for all samples within each hematopoietic cell type. Each dot 
represents an individual ATAC-Seq sample. The hinges represent the 25th to 75th percentile. 
(B) Box and whisker plots of the fraction of ATAC-Seq peaks within a sample identified as ABC enhancers for each 
hematopoietic cell type. Each dot represents an individual ATAC-Seq sample. The hinges represent the 25th to 
75th percentile. 
(C) Box and whisker plots of the Pearson correlations of chromatin accessibility in the pan-hematopoiesis ABC 
enhancer peakset between all samples (technical replicates and different donors) in each hematopoietic cell type. 
The hinges represent the 25th to 75th percentile. 
(D) The decision metrics used for the density clustering methodology, where rho is the number of points that are 
closer than the cutoff distance to a given point and delta is the distance between a given and any other point with 
higher density. Clusters were determined with rho = 0.8 and delta = 0.08.  
(E) Dot plot of enrichment of GO Biological Processes within ABC-linked genes for each hematopoietic cell type 
noted. Enrichment p-values, which were determined by a binomial test were FDR corrected and only terms with an 
FDR < 0.01 are plotted.  
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Supplementary Figure 2.3. related to Figure 2.4.  
(A-B) Quantification of indels by TIDE analysis for each CRISPR/Cas9 RNP-mediated knockout in CD34+ 
umbilical cord blood HSPCs. An aliquot of the population of CD34+ cord blood cells were collected for gDNA 
extraction two days following nucleofection of CRISPR/Cas9 RNPs. The indel locus was PCR dialed-out from the 
genome (Table S6) and Sanger sequenced. Replicates represent TIDE quantification from forward and reverse 
Sanger sequencing traces of the indel amplicon.  
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(C-D) Quantification of the absolute numbers of CD56+CD3- NK cells on D4+46 of in vitro T cell differentiation 
across all gRNA conditions (n=3 replicate differentiations per gRNA). * = p < 0.05 in comparison to the AAVS1 
gRNA using a two-tailed Wilcoxon rank-sum test.  
(E) Quantification of indels in an analogous manner as described in (A-B) on CD56+CD3- NK cells on D4+28 of in 
vitro T cell differentiation. Replicates represent n=3 independent differentiations per gRNA.  
(F) Concordance of frameshifting indel frequencies quantified in the starting CD34+ HSPC population versus 
frameshifting indel frequencies within D4+28 NK cells.  
(G-H) Quantification of total viable cells, the proportion of CD5+CD7+ lymphoid progenitors (G) or CD56+CD3- NK 
cells (H) as determined by flow cytometry, and the absolute cell counts of each population across all gRNA 
conditions from in vitro T cell differentiation. Replicates represent n=3 independent differentiations per gRNA. * = p 
< 0.05 in comparison to the AAVS1 gRNA using a two-tailed Wilcoxon rank-sum test.  
(I) The proportion of CD56+CD3- NK and CD56-CD3+ T cells within the CD45+DAPI- population, quantified on 
D28 of in vitro T cell differentiation starting from CD34+ umbilical cord blood HSPCs treated continuously with 
UNC0642. Error bars represent the standard deviation across n=3 independent differentiations per dose of 
UNC0642. * = p < 0.05 compared to the DMSO control using a two-tailed Wilcoxon sum-rank test. 
(J) Representative flow cytometry plots of data summarized in (I). The plots are pre-gated on CD45+DAPI- cells.  
(K-L) Quantification of the absolute numbers of CD56+CD3- NK cells (K) and total viable cells (L) on D4+35 of the 
MS5 co-culture assay across all gRNA conditions (n=3 replicate differentiations per gRNA). * = p < 0.05 in 
comparison to the AAVS1 gRNA using a two-tailed Wilcoxon rank-sum test.  
(M) Quantification of the proportion (top) and absolute cell counts (bottom) of CD19+ B cell progenitors on D4+35 
of the MS5 co-culture assay. Replicates represent n=2 independent differentiations per gRNA. * = p < 0.05 in 
comparison to the AAVS1 gRNA using a two-tailed Wilcoxon rank-sum test.  
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Supplementary Figure 2.4. related to Figure 2.5. 
(A) Aggregated scATAC-Seq fragment size distributions for each gRNA library demonstrating sub-, mono- and 
multi nucleosome spanning fragments. 
(B) Enrichment of ATAC-Seq accessibility +/-2kb of transcription start sites for each gRNA library.  
(C) Violin and box-whisker plot of the normalized TSS enrichment for each single cell passing quality control filters 
per gRNA library. 
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(D) Violin and box-whisker plot of the number of total aligned fragments for each single cell passing quality control 
filters per gRNA library.  
(E) Proportion of cells from a gRNA condition residing within scATAC-Seq (top) or scRNA-Seq (bottom) clusters.  
(F) UMAP projections of scATAC-Seq (top) or scRNA-Seq (bottom) and cells belonging to each gRNA condition 
are highlighted.  
(G) RNA Velocity analysis (steady-state model) projected onto the scRNA-Seq UMAP projection.  
(H) Pseudotime trajectory representation of the divergence of EHMT1 gRNAs from AAVS1 gRNA control cells 
using scATAC-Seq data and overlaid on the UMAP projection of single cells.  
 

 
 
 



 

70 

 

Supplementary Figure 2.5. related to Figure 2.6. 
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(A) ATAC-Seq chromatin accessibility of TE families that are significantly derepressed in either EHMT1 or TRIM28 
gRNA conditions compared to the AAVS1 gRNA control at D4+28 of NK differentiation. The color scale 
corresponds to a scaled chromVAR deviation.  
(B) Quantification of the number of significantly derepressed TE families per gRNA in comparison to the AAVS1 
gRNA control (FDR < 0.1) at D4+28 of NK differentiation. n=3 replicate differentiations per gRNA.  
(C) Gene expression heatmap of zinc finger proteins that are differentially expressed in EHMT1 or TRIM28 gRNA 
conditions compared to the AAVS1 gRNA control. Differentially expressed genes were determined with DESeq2 
and defined as log2(fold-change) > 1 and FDR < 0.05. The (*) designates whether the zinc finger is annotated to 
contain a KRAB domain in the Uniprot database. n=3 differentiation replicates per gRNA.  
(D) Number of transcription factor binding sites mapped on each consensus position of the TE. The x-axis 
indicates nucleotide positions of the TE family consensus sequence, and the y-axis indicates number of TE copies 
harboring the transcription factor binding sites at each position. 
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Supplementary Figure 2.6. related to Figure 2.6. 
(A) Expression of NK surface markers assayed by flow cytometry on D4+28 of in vitro NK differentiation. Plots are 
pre-gated on viable CD45+CD56+ cells. 
(B) Scaled expression of EHMT1 and TRIM28 across all gRNA conditions demonstrating that the knockouts result 
in transcriptional attenuation of their respective target gene.  
(C) Expression of a core NK signature gene set, derived from 213 across all gRNA conditions. n=3 replicate 
differentiations per gRNA.  
(D) K562 killing assay using 0:1, 1:1, 3:1 and 10:1 mixtures of in vitro derived NK cells from all gRNA conditions to 
K562 cells. Co-cultures were incubated for 4 hours and then Annexin V+7AAD+ cells were assessed by flow 
cytometry.  
(E-F) Principal-component analysis (PCA) plots of RNA-Seq gene expression (left) and ATAC-Seq chromatin 
accessibility profiles (right) for all gRNA conditions on D4+28 of in vitro NK differentiation and n=3 independent 
differentiation replicates per gRNA.  
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3.0 ABSTRACT 

Measuring the transcriptional states of living systems provides insight into their biological status 

and associated molecular mechanisms. However, non-destructive methods capable of retrieving 

and monitoring transcriptome-wide RNA information at multiple time points from the same living 

cells have yet to be developed. We overcame this limitation with a genetically encodable 

technology by repurposing the Gag polyprotein from murine leukemia virus (MLV) to create 

engineered virus-like particles (VLPs) that can export RNA molecules from cells for readout in a 

process we term cellular “self-reporting.” We rationally engineered Gag by adding poly(A)-

binding domains to enhance RNA detection, and multiplexed cellular self-reporting from live co-

cultures using VLPs bearing orthogonal epitopes for affinity purification. By using this simple 

and scalable approach, we collected quantitative transcriptome-wide RNA information with 

minimal perturbation from diverse human cell types, including epithelial, fibroblast, and induced 

pluripotent stem cells. Finally, we demonstrated that live-cell self-reported transcriptome 

measurements faithfully detect temporal changes in gene expression programs upon TNFα 

stimulation in HT1080 cells. Self-reporting of transcriptional states with engineered VLPs 



 

74 

enables facile live-cell transcriptome-wide measurements from the same biological samples 

over time. This simple molecular approach offers access to true time series data collection using 

established RNA-seq library construction, sequencing procedures, and analysis procedures. 
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3.1 INTRODUCTION 

Biological research is rooted in time series analyses of living organisms and cells. The utility of 

light microscopy was dramatically enhanced by the introduction of genetically encodable non-

toxic fluorescent proteins, which established an important interface between the dynamic 

analysis of live cell activity and the burgeoning field of molecular biology2,4. In today’s genomic 

era, high-throughput RNA measurement using RNA sequencing (RNA-seq) is indispensable for 

the molecular characterization of cell states and functions across the life sciences6,8,10. 

However, RNA-seq has been applied almost exclusively as a destructive method in which 

biological samples are lysed for RNA extraction or transcripts are physically retrieved from a 

small number of cells via invasive instrumental procedures11,13,15,17. Destructive RNA-seq 

methods cannot produce true time series data from the same sample, precluding comparison of 

such measurements at different time points. These limitations hobble the ability of RNA-seq to 

directly characterize dynamic functional activity or state changes in cells, and prevent analysis 

of cells that are not physically accessible for destructive analysis. The popularity of 

computational methods that indirectly infer the time evolution of transcriptional dynamics from 

destructive “snapshot” data and recognition of the limits of such “pseudotime” approaches 

highlight the need for non-destructive RNA-seq methods19,21,23,25,27,29,31. To record RNA levels 

from the same cells over time, several groups have pioneered optical methods that use 

endogenous or exogenous probes to monitor a few native or tagged target transcripts at a 

time33,35,37,39,41,43,45. More recently, molecular recording methods have allowed information about 

the age of transcripts or prior transcriptional states to be encoded in the DNA or RNA of living 

systems for readout at a single end-point47,49,51,53. While promising, these methods require a 

prior transcriptional hypothesis, provide only summary-level information, have limited temporal 

dynamic ranges, and do not retain the living biological sample after the measurement. 
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Inspired by exosome and viral biology, we sought to overcome limitations of conventional RNA-

seq by engineering a synthetic RNA export pathway that enables mammalian cells to “self-

report” transcriptional states in real-time. Exosomes are physiological extracellular vesicles 

produced by cells that contain components of cell membranes and cytosol (including RNA) and 

can transport molecules between cells55. In contrast, retroviruses have evolved the ability to 

specifically package and export their genomic RNA in addition to delivering and propagating 

their RNA genome to complete their life cycle. Retroviral export pathways are an attractive 

substrate for engineering an RNA export system in particular, as a self-reporting technology 

based on select retroviral proteins could be orthogonal to host biology and activated in the time, 

place, and strength desired by researchers to achieve tailored reporting of transcriptional 

information. Specifically, we hypothesized that by repurposing a retroviral RNA export pathway, 

we could continuously sample RNA from living cells to enable transcriptome-wide non-

destructive RNA-seq measurements. 

 

3.2 RESULTS 

3.2.1 MLV gag VLPs non-specifically package and export cellular RNAs  

Virus-like particles (VLPs) produced by mammalian cells transfected with Gag, the core 

structural polyprotein for retroviruses, package cellular RNAs non-selectively in the absence of 

cis-acting viral packaging signals57. While VLPs already have a broad range of technological 

applications including vaccinology59, the delivery of protein payloads to cells61,63,65, and 

measurement of protein-protein interactions67, we hypothesized that VLPs could also be 

leveraged to create an engineered RNA export pathway that would allow living cells to self-

report transcriptional information to the extracellular environment (Figure 3.1A-C). We envision 

that live-cell transcriptional profiling will ultimately enable researchers to follow dynamic 

biological activities through time at the whole-transcriptome level from cells in a wide range of 

living biological systems and follow up with further studies of the intact cells or organism after  
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Figure 3.1. Self-reporting via VLPs for live-cell transcriptomics 
(A) Self-reporting leverages virus-like particles (VLPs) to export RNA from living cells. Gag accumulates to 
assemble VLPs.  
(B) VLPs can package several different types of cargos, including RNA, protein, and metabolites.  
(C) Example of time-point collection using cellular self-reporting, where multiple time-points can be collected from 
the same biological samples.  
(D) RNA stability in media at 37°C.  
(E) RNA-seq replicate concordance of pGag+, pFLAG-VSV-G+ HEK293T cell lysates (biological replicates).  
(F) RNA-seq replicate concordance of pGag+, pFLAG-VSV-G+ HEK293T supernatant lysates (biological 
replicates).  
(G) RNA-seq sample representation showing pGag+ HEK293T lysate vs. pGag+ supernatant lysate.  
(H) CellNet gene regulatory network (GRN) scores of RNA-seq from lysates and supernatants with and without 
Gag expression for HEK293T, iPSC, and HT1080 cells. 
 

time series transcriptional analysis. In order to evaluate retroviral-based VLPs as the basis of 

such a technology platform, we transduced HEK293T with doxycycline (dox)-inducible murine 

leukemia virus (MLV) Gag fused to a P2A-linked GFP reporter (Supplemental Figure 3.1A) to 

validate full-length Gag expression and translation. After induction with doxycycline, we 

confirmed Gag expression via flow cytometry (Supplemental Figure 3.1B) and purified cell 

supernatants via ultracentrifugation. We then performed electron microscopy on purified 

supernatant from dox-induced cells to confirm the presence of VLPs (Supplemental Figure 

3.1C). Further, we measured a 5.9 ± 1.2 fold increase (mean ± SD, n = 3, p = 0.0024) in 

exported GAPDH mRNA via quantitative reverse-transcription PCR (RT-qPCR) in dox-induced 

cell supernatants relative to baseline (Supplemental Figure 3.1D), confirming that Gag 

expression increases RNA export from living cells. Additionally, we characterized the stability of 
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VLPs and found that packaged RNA was stabilized for at least 48 hours in media at 37°C, 

whereas RNA not protected by VLPs degraded under the same conditions (Figure 3.1D). 

Importantly, HEK293T and iPS self-reporting cells displayed normal morphology (Supplemental 

Figure 3.1E-F). Finally, to further confirm that cellular RNAs were indeed packaged inside 

VLPs, we treated cellular media with benzonase nuclease and observed a 10-fold enrichment of 

RNA-seq reads that aligned to the human transcriptome from Gag-expressing cells compared to 

cells expressing a mutant Gag protein lacking the MA domain (GagΔMA) that is unable to form 

VLPs (Supplemental Figure 3.2). These results confirmed that the measured RNA was 

exported within VLPs induced by Gag expression in cells engineered to self-report their 

transcriptional state. 

To characterize the RNA content of the VLPs, we performed RNA-seq69 of VLPs 

harvested from HEK293T cells transfected with the self-reporting constructs. RNA-seq data 

showed that replicate concordance for VLP-packaged RNA was comparable to that of lysate-

based RNA-seq (Figure 3.1E-F). Strikingly, we observed that the exported RNA was 

substantially representative of cellular lysate (Figure 3.1G) and that the relative abundance of 

transcripts measured in purified VLPs correlated with supernatant. To estimate the export rate 

of cellular mRNAs from individual cells, we used FACS to sort single HEK293T cells with stably-

integrated dox-inducible Gag expression cassettes into independent wells. We harvested 

supernatant from the single-cell cultures and processed both the supernatant and cellular lysate 

for RNA-seq. The resulting read counts supported an estimate of the Gag-dependent export 

rate at >100 detected transcripts per cell per 24 hours for this construct (Supplemental Figure 

3.3), which represents ~0.1% of mRNAs in the transcriptome with a typical mammalian cell 

possessing ~200,000 mRNA molecules71. We then tested whether Gag-based RNA self-

reporting could be generalized beyond HEK293T cells by stably integrating Gag expression 

constructs into the genome of iPS and HT1080 cells. We assessed whether the RNAs 
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packaged and exported in VLPs in these cell lines were reflective of the cellular transcriptome 

and  

 

Figure 3.2. VLP engineering for multiplexed and selective RNA self-reporting 
(A) Schematic of an engineered VLP.  
(B) Gag–RRM leads to an increase in detected genes in HT1080 cells.  
(C) Differentially expressed genes in HT1080 cells expressing Gag–RRM with columns as biological replicates 
(n=3).  
(D) Importance of RNA localization/association annotation in predicting abundance in supernatant samples using a 
gradient boosted tree model.  
(E) Schematic of co-culture experiment. HT1080 and HEK293T cells are independently transduced with VSV-G 
envelope proteins harboring different affinity tags. Cells are mixed and VLPs are then purified for downstream 
RNA-seq.  
(F) RNA-seq of HEK293T supernatant purified via FLAG immunoprecipitation.  
(G) RNA-seq results showing high quality libraries for matching affinity-based immunoprecipitations in independent 
culture.  
(H) Cell-line specific gene expression detected for appropriate cell types in mono-culture and co-culture. 
 

sufficiently informative to distinguish cell states. To do so, we sequenced VLP-derived RNAs 

produced from each cell type and applied CellNet73 to ascertain the active regulatory networks 

and predict the biological identity of the sample. The VLP-derived transcriptomes supported 

specific classification to the expected identities, mirroring the classification performance of 

conventional lysate RNA-seq controls (Figure 3.1H, Supplemental Figure 3.4). These data 

highlight how the high-dimensional transcriptional readout afforded by self-reporting is 

amenable for gene regulatory network analysis and that VLP-derived RNAs are reflective of 

cellular states in the self-reporting cells. 
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3.2.2 Engineered gag proteins fused to RNA binding domains  

We hypothesized that VLPs could be engineered to tailor RNA packaging via modification of the 

RNA binding domain in the Gag polyprotein, as well as display affinity-tagged envelope proteins 

to enable fascicle VLP purification (Figure 3.2A). Classically, the C-terminal nucleocapsid (NC) 

domain in the Gag polyprotein recognizes the cis-acting packaging signal in the viral RNA 

genome, but this basic domain also interacts nonspecifically with negative charged RNA 

molecules57,75. While a broad range of known RNA-binding domains could, in principle, be fused 

with Gag to optimize RNA capture for different export applications, we focused here on poly(A)-

binding domains with the goal of enhancing mRNA export. Thus, we selected a tandem RNA 

recognition motif domain RRM1-2 from human PABPC4 to generate a Gag fusion protein, as 

RRM1-2 has been shown to interact with polyadenosine RNA with high affinity77. We transduced 

HEK293T and HT1080 cells with lentivirus containing the designed fusion construct to establish 

integrated cell lines with constitutive expression (Supplemental Figure 3.5A). After purifying 

VLPs from supernatants and preparing high-quality RNA-seq libraries (Supplemental Figure 

3.5B-E), we measured the increase in the number of genes detected from Gag-expressing cells 

relative to the wild-type controls in HT1080 cells and found that fusing RRM1-2 to Gag resulted 

in the detection of more genes in HT1080 cells relative to wild-type Gag (Figure 3.2B). This 

demonstrates that engineered Gag fusion proteins support RNA export and that RNA export 

profiles can be tuned by modulating the RNA binding activity of engineered Gag fusion proteins. 

Interestingly, we found that expression of Gag–RRM and Gag were minimally perturbative of 

transcriptional profiles in HT1080 and HEK293T cells (Figure 3.2C, Supplemental Figure 

3.6A-B), and that Gag expression led only to detectable upregulation of SERF1A expression in 

iPS cells (Supplemental Figure 3.6C). We observed minimal bias in the annotated localization 

of transcripts in self-reported RNA-seq data relative to cell lysate controls (Figure 3.2D, 
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Supplemental Figure 3.7). Indeed, exosome association was most predictive in the case of 

wild-type HEK293T and HT1080 control cells lacking an engineered export pathway, where a 

significant fraction of the RNA sequences may have in fact derived from naturally occurring 

exosomes. We also observed that VLPs exhibit a modest preference for packaging longer RNA 

molecules (Supplemental Figure 3.8). 

 

3.2.3 VLP capsid engineering enables multiplexed transcriptional readouts 

Given that mammalian cells naturally exist in complex environments composed of multiple 

interacting cell types, we sought to multiplex cellular self-reporting in a workflow where we 

simultaneously sample VLPs produced by multiple cell populations in co-culture (Figure 3.2E). 

We engineered the vesicular stomatitis virus G (VSV-G) envelope protein with an N-terminal 

FLAG tag and co-transfected HEK293Ts with MLV Gag to pseudotype VLPs. FLAG 

immunoprecipitation (IP) on cellular media revealed epitope-dependent specific isolation of 

VLPs by western blot (Supplemental Figure 3.9A). RNA-seq from the supernatant lysates led 

to detection of ~2000 genes from cells expressing Gag (Supplemental Figure 3.9B), while 

RNA-seq following FLAG IP led to high quality libraries only from Gag and FLAG-VSV-G 

expressing cells as expected (Figure 3.2F), and resulted in the detection of ~1700 genes. 

Again, we observed good replicate concordance and RNA representation in the supernatant IP 

RNA-seq data (Supplemental Figure 3.9C-E). Furthermore, we validated a similar IP approach 

to isolate HA-tagged VLPs from Gag and HA-VSV-G expressing cells and observed 

performance comparable to our FLAG-IP results (Supplemental Figure 3.10A-B). Additionally, 

we confirmed the epitope specificity of each IP protocol (Supplemental Figure 3.10C-D), which 

suggested the possibility of purifying orthogonal VLP populations from a mixture. To test 

multiplexing of RNA self-reporting, we independently transduced HEK293T and HT1080 cells 

with Gag, along with VSV-G envelope proteins tagged with FLAG and HA, respectively 

(Supplemental Figure 3.11). We were able to construct high-quality RNA-seq libraries from 
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purified VLPs of the independently cultured cell lines only when the IP antibody was cognate for 

each envelope tag (Figure 3.2G). The IP-based VLP purification performed well across a wide  

 

Figure 3.3. Self-reporting reveals TNFα response in longitudinally monitored HT1080 cells 
(A) HT1080 cells with stable single-copy integrated Gag–RRM self-reporting constructs were longitudinally 
monitored with and without TNFα stimulation by harvesting supernatant with VLPs every 12 hours.  
(B) Genes detected in RNA-seq libraries by sample type (± Gag–RRM  expression, ± TNFα stimulation).  
(C) PCA on differentially expressed genes from lysate controls showing destructive trajectories for cells in TNFα-
stimulated (orange) and unstimulated (blue) conditions.  
(D) PCA on differentially expressed genes from supernatants of self-reporting cells for live-cell transcriptional 
trajectories in TNFα-stimulated (orange) and unstimulated (blue) conditions.  
(E) Comparison of differentially expressed genes between TNFα-stimulated (orange) and unstimulated (blue) 
conditions in supernatants of self-reporting cells. RNA-seq of VLPs from supernatant lysates (top) and RNA-seq of 
cell lysates (bottom).  
(F) Live-cell transcriptomes for biological samples without TNFα stimulation highlighting differentially expressed 
genes (gray) and TNFAIP3, BIRC3, SOD2, INHBA, CXCL8, WTAP (blue).  
(G) Live-cell transcriptomes for biological samples with TNFα stimulation highlighting differentially expressed genes 
(gray) and TNFAIP3, BIRC3, SOD2, INHBA, CXCL8, WTAP (orange).  
(H) Gene set enrichment analysis (50 Hallmark gene sets) on lysates and supernatants from self-reporting cells 
(stimulated vs. unstimulated). 
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temporal range of media (cell supernatant containing VLPs) sampling durations, where we were 

able to detect genes significantly above background in as little as three hours of sampling 

(Supplemental Figure 3.12A-B). CellNet classification of transcripts detected by RNA-seq of 

IP-purified VLPs over various sampling windows further corroborated that the exported 

transcripts reflected the lysate transcriptome (Supplemental Figure 3.12C-D), underscoring the 

temporal resolution achievable with self-reporting. Finally, RNA-seq analysis of IP-purified, VLP-

derived RNA from HEK293T / HT1080 co-cultures revealed cell line-specific gene expression 

(Figure 3.2H, Supplemental Figure 3.13), demonstrating the simultaneous specific analysis of 

independent cellular self-reporting information streams using the multiplexed IP approach with 

engineered VLPs.  

 

3.2.4 Self-reporting captures transcriptional dynamics in living cells 

Next, we sought to apply live-cell RNA self-reporting, wherein RNAs are continuously integrated 

in the culture media via VLPs to provide insights into temporal transcriptional programs in living 

cells. To do this, we sought to detect NF-κB signaling in stimulated HT1080 cells. We cultured 

Gag–RRM self-reporting HT1080 cells, and collected cell supernatant prior to TNFα stimulation 

and every 12 hours throughout the stimulation in order to capture transcriptional dynamics from 

the same cells over a 36-hour period (Figure 3.3A). To compare self-reporting RNA-seq to 

traditional lysate RNA-seq, we prepared separate cell populations for destructive lysis at each 

timepoint, and detected >1000 genes at each time point from VLP-containing cellular media and 

the lysate controls (Figure 3.3B). Principal components analysis (PCA) of expression data for 

genes with differential expression upon stimulation showed clear separation of stimulated cells 

at times post-stimulation in cell lysate samples as expected (Figure 3.3C). We observed similar 

separation when conducting PCA on genes differentially expressed in RNA-seq data from VLP-

containing media samples at post-stimulation time points (Figure 3.3D). When conducting PCA 

with the same gene sets on supernatants from wild-type HT1080 cells lacking an engineered 
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RNA export pathway, TNFα-stimulated cells did not cleanly separate from unstimulated cells 

(Supplemental Figure 3.14A-C), indicating that background signals were insufficient to detect 

the transcriptional response of cells to TNFα stimulation. 

 

Next, we compared the expression of genes identified as differentially regulated in standard cell 

lysate RNA-seq and live-cell RNA-seq of cell supernatants. Overall, live-cell RNA-seq data were 

concordant with the RNA-seq expression profiles of control cell lysate samples (Figure 3.3E). 

This indicated that VLP-derived RNA collected from the supernatants of self-reporting cells 

faithfully carried transient biological information (Figure 3.3F-G). We measured upregulation of 

genes known to be involved in TNFα signaling, notably TNFAIP3, BIRC3, SOD2, INHBA, and 

CXCL879,81. We next performed gene set enrichment analysis (GSEA) to investigate whether 

cellular self-reporting accurately reported biological pathway activity83. We ran GSEA for the 50 

Hallmark gene sets on RNA-seq data from the supernatant of TNFα-stimulated and 

unstimulated self-reporting cells at each time point. The top enriched gene set was TNFα 

signaling via NF-κB, confirming that dynamic activity of biological pathways can be non-

destructively resolved in living cells by RNA-seq through the engineered self-reporting approach 

(Figure 3.3H). Altogether, these results demonstrate that VLP-based self-reporting enables live-

cell transcriptomics, which can capture both transient transcriptional responses and meaningful 

biological pathway information from the same living cells over time. 

 

3.3. DISCUSSION 

Export of RNA via engineered VLPs makes live-cell transcriptomics possible through the cellular 

self-reporting paradigm. Live-cell RNA-seq enables new categories of experiments in which the 

transcriptome of a living cell sample is monitored over time without sampling the cells 

themselves. However, there are some limitations of our current protocol. Self-reporting requires 

collection of cell-free liquid samples at each time point of interest. This sets up a tradeoff 
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between time resolution/sensitivity and alteration of the conditions experienced by the cells that 

is set by the amount and frequency of supernatant sampling. Further, while fold-changes in 

gene expression detected in self-reported RNA were strongly correlated to fold-changes in 

cellular lysates, they do not correspond exactly, which complicates quantitative comparisons 

across live-cell and destructive RNA-seq studies (Supplemental Figure 3.14D). We note that 

the self-reporting data from VLPs presented here represent a smaller quantity of RNA per 

sample per time point than is available from lysing the self-reporting cells themselves. As a 

result, there is less statistical power for differential gene expression calls from a single time 

point relative to a lysate from a similar sample. 

The genetically encoded format of the live-cell self-reporting system could ultimately 

enable targeted longitudinal transcriptomic measurements of cells, tissues, and organs in their 

physiological and spatial context. For example, the expression of self-reporting machinery could 

be driven by cell-type-specific promoters in transgenic animals to measure the transcriptomes of 

target cells in their native environment. The data shown here demonstrate that self-reported 

single-cell measurements are possible, and future refinements may lead to increased export 

rates, thereby enabling improvements to sensitivity and time resolution, as well as practical 

single-live-cell transcriptomics experiments with many time points. The self-reporting approach 

may also be adapted for non-destructive proteomic and metabolomic measurements. 

Altogether, the results of this study demonstrate that cellular self-reporting with engineered 

VLPs allows longitudinal analyte monitoring in the same biological samples, circumventing the 

need for physical access to samples and the lysis of living samples to obtain molecular analytes 

while preserving the living samples for further study after the longitudinal molecular assays are 

complete.  
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3.4 METHODS 

3.4.1 Cell Culture 

HEK293FT (Thermo Fisher Scientific Cat. No. R70007) and HT1080 (ATCC CCL-121) 

were cultured in a humidified incubator at 5% CO2 at 37C using high-glucose DMEM 

(Invitrogen) complemented with 10% FBS and 1% penicillin/streptomycin. Cell cultures were 

kept at low passage (<10) and regularly tested for mycoplasma contamination. iPS cells (1157-2 

line, Boston Children’s Hospital) were maintained in StemFlex media (Stem Cell Technologies), 

supplemented with 1% penicillin/streptomycin, and cultured on plasticware coated with growth 

factor-reduced matrigel (Corning) diluted in DMEM-F/12 according to manufacturer instructions. 

iPS cells were propagated as colonies using ReleSR (Stem Cell Technologies). 

 

3.4.2 Molecular Cloning 

All plasmid vectors were generated by Gibson Assembly using NEB’s Gibson Assembly 

Master Mix, according to the manufacturer’s protocol. The xenotropic MLV Gag ORF (UniProt 

Q27ID9) was synthesized by IDT as a gBlock and cloned in frame with a P2A-GFP sequence 

into the pcDNA3 backbone to generate the episomal expression vector, pxN01. As a negative 

control for VLP formation, we also created a truncation mutant with the MA domain of Gag 

(amino acids 2-130) removed (termed GagΔMA) to abolish VLP budding and maturation on lipid 

membranes. The pLenti backbone was used to generate the lentivirus vector pLV_CSR9 

utilizing a CAG promoter to drive expression of an Gag-P2A-GFP-P2A-zeoR ORF. A dox 

inducible Gag vector (pLxN01) was generated by Gibson Assembly using the pCW57.1 vector. 

Vectors expressing Gag fusion proteins were generated by cloning the minimal RNA recognition 

motifs of RNA binding proteins (gBlocks synthesized by IDT) to the C-terminus of Gag with a 5X 

serine-glycine linker. Epitope-tagged VSV-G constructs were generated utilizing the VSV-G 

ORF from pMD2.G (a gift from D. Trono) to insert a FLAG (DYKDDDDK) or HA (YPYDVPDYA) 

sequence following the signal peptide at amino acid position 27. The epitope- tagged ORFs 
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were cloned into pcDNA3 or pLenti backbones with a 2A-mCherry-2A-puromycin cassette to 

derive episomal or lentivirus vectors, respectively. Finally, piggyBac vectors for expression in 

iPS cells were generated with a piggyBac transposon backbone (System Biosciences) 

containing a CBX3 ubiquitous chromatin opening element (UCOE) upstream of an EF1-a 

promoter driving expression of Gag or GagΔMA in frame with a P2A ribosomal skipping peptide 

and mNeonGreen reporter. 

 

3.4.3 Lentivirus Production 

HEK293FT cells were seeded at 1e6 cells/well in 6-well plates. The following day, cells 

were transfected when 90-95% confluent with pMD2.G (Addgene #12259), psPAX2 (Addgene 

#12260), and a lentiviral transfer plasmid (2:3:4 ratio by mass) using Lipofectamine 2000 

(Thermo Fisher). Media was exchanged after 6 hours and viral supernatant was harvested 48 

hours after transfection and filtered through 0.45 μm cellulose-acetate filters (VWR cat. no. 

28145-481). 

 

3.4.4 Generation of stable MLV Gag-expressing cells 

Stably self-reporting HEK293FT and HT1080 cells were generated through sequential 

lentiviral transductions to first introduce a constitutive Gag expression vector followed by a 

constitutive epitope-tagged VSV-G expression vector. Cells were transduced by adding an 

appropriate amount of processed viral supernatant supplemented with polybrene (8 ug/mL) to 

the cellular media in order to achieve ~30% fluorescent reporter-positive cells for single-copy 

integrations. The cells were incubated in virus for 24 hours followed by antibiotic selection 48 

hours post-transduction at the following concentrations: 1 μg/mL puromycin (Thermo Scientific 

A1113802), and 300 μg/mL zeocin (Thermo Scientific R25001). Stable Gag-expressing iPS 

cells were generated through piggyBac transposition to achieve long-term transgene expression 

and avoid lentiviral silencing. iPS cells were single cell dissociated with TrypLE reagent (Thermo 
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Scientific) and 800,000 cells were nucleofected with 2.5 ug of Super piggyBac Transposase 

(SBI cat. no. PB200A-1) and 10 ug of transposon plasmid using Lonza Cell Line Nucleofector 

Kit V (Lonza cat. no. VCA-1003) on an Amaxa IIb Nucleofector with program B-016. iPS cells 

post- nucleofection were cultured with 1 uM Y-27632 ROCK inhibitor (Stem Cell Technologies) 

for 24 hours and FACS sorted one week later to enrich for mNeon+ cells. 

 

3.4.5 Transient transfection of MLV Gag 

HEK293T were seeded into 6-well plates at a density of 100,000 cells/cm2. The next day, 

cells were transfected with 2000 ng of total DNA comprising a Gag expression plasmid, VSV-G 

expression plasmid and pUC19 plasmid (2:3:4 ratio by mass) using Lipofectamine 2000 

(Thermo Fisher). The media was changed 6 hours post-transfection and was collected for 

downstream processing 48 hours post-transfection. 

 

3.4.6 VLP purification from cellular media 

VLP-containing cellular media from transient transfection experiments or stable Gag- 

expressing cells was first processed to remove cellular debris by centrifugation at 2,000 g for 10 

minutes at 4C. Cleared cellular media from iPS cells was treated with 200 U/mL benzonase 

nuclease (Sigma cat. no. E1014) at 37C for 60 minutes with mixing every 15 minutes to degrade 

free ribosomal RNAs and background RNAs. Next, the media was further filtered through a 0.45 

um cellulose acetate filter (VWR cat. no. 28145-481) and subsequently concentrated by 

centrifugation with a 100 kDa Amicon cutoff filter (Millipore Sigma cat. no. UFC5100) at 2500 g 

for 30 minutes at 4C. The retentate within the filter was either frozen at -80C for storage, used 

directly as a supernatant control for downstream assays, or used as an input for 

immunoprecipitation-based isolation of VLPs. For FLAG-based immunoprecipitation of VLPs, 20 

uL of Anti-FLAG M2 Magnetic Beads (Sigma cat. no. M8823) were used per sample and 

washed 3x with TBS buffer. The beads were resuspended in 500 uL TBS + 1% Tween-20 and 
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incubated with the VLP retentate on a rotisserie at 4C overnight. The next day, the beads were 

washed 3x with TBS + 1% Tween-20 and eluted in 500 ng/uL 3x FLAG peptide (Sigma cat. no. 

F4799) at 1200 RPM shaking for 30 minutes at 4C. For HA-based immunoprecipitation of VLPs, 

50 uL of His-Tag Dynabeads (Invitrogen cat. no. 10103D) were used per sample according to 

the manufacturer’s protocol. HA-tagged VLPs were eluted in 50 uL of elution buffer (300 mM 

imidazole, 50 mM sodium phosphate, 300 mM NaCl and 0.01% Tween-20) at 1200 RPM 

shaking for 30 minutes at 4C. The eluted VLPs were used directly in downstream assays or 

stored at -80C. 

 

3.4.7 RT-qPCR of VLPs 

HEK293T cells stably transduced with lenti packaging inducible Gag (pLxN01) were 

cultured in T75 culture flasks for 72 hours ±Dox (10 ug/mL) before 10 mL of media was 

harvested from the flasks. The supernatant was stored at 4C for 24 hours before centrifugation 

at 600 rcf for 10 minutes at 4C to pellet any floating cells that were inadvertently collected with 

the cell media. The top 9 mL of media were then taken, and centrifuged at 2000 rcf for 10 

minutes at 4C to pellet cellular debris. The top 8.5 mL of media were then collected and filtered 

through a 0.45 um cellulose-acetate syringe filter (VWR cat. no. 28145-481). 8 mL of filtrate was 

collected and stored at 4C overnight before ultracentrifugation. The filtrate was prepared for 

ultracentrifugation using 31.5 mL tubes (Beckman Coulter cat. no. 358126) with 1 mL of 70% 

sucrose cushion followed by 5 mL of 20% sucrose, and filtrate diluted in 1xPBS to bring to a 

total of 30 mL. The prepared tube was then ultracentrifuged (Thermo (Sorvall) WX80 Ultra- 

Centrifuge) with a swinging-bucket rotor (AH-629 (36 mL), Thermo cat. no. 54284) at 26,000 

RPM for 2 hours at 4C. The interface between the 70% and 20% sucrose was collected with a 

syringe and then frozen at -80C. For RT-qPCR, the purified supernatant was thawed and 5 uL 

was taken per replicate and combined with 5 uL of 2xTCL (Qiagen cat. no. 1070498) for lysis. 

Lysed supernatant was then treated with 22 uL of RNAClean XP (Beckman Coulter cat. no. 
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A63987) and purified according to standard protocol, rinsing with 100 uL of 80% EtOH. The 

magnetic beads were eluted in qScript mix (Quanta Bio cat. no. 95047-025) and cDNA 

synthesis was performed according to the manufacturer’s protocol. qPCR was performed on 1 

uL of cDNA with JumpStart Taq ReadyMix (Millipore Sigma cat. no. P2893-100RXN) using Rox 

as a reference dye (Millipore Sigma cat. no. R4526-5ML), primers spanning GAPDH exon 

junctions (Fwd: gaaggctggggctcatttgc, Rev: ggaggcattgctgatgatct) and a custom TaqMan 

probe (Seq: atctctgccccctctgctgatg, ordered as a FAM TaqMan probe from IDT). qPCR 

was conducted on a Stratagene Mx3000P qPCR System real-time PCR. 

 

3.4.8 RNA-Sequencing 

RNA from cells, supernatant, or IP-purified VLPs was extracted using 2X TCL lysis 

buffer (Qiagen cat. no. 1070498). At least two technical replicates were prepared per sample 

using the SMART-Seq2 protocol as previously published69 with some modifications. Briefly, the 

lysed samples were 2.2X RNA SPRI (Beckman Coulter cat. no. A63987) cleaned and reverse 

transcribed in the presence of a template switching oligo (Exiqon) with Maxima RNase H-minus 

RT (Thermo Fisher Scientific cat. no. EP0751) using a polyT primer containing the ISPCR 

sequence. Whole transcriptome amplification proceeded with KAPA HiFi HotStart ReadyMix 

using an ISPCR primer according to the following thermal program: 98C for 3 minutes, 27 

cycles of 98C for 15 seconds, 67C for 20 seconds, and 72C for 6 minutes, and a final extension 

step of 72C for 5 minutes. The amplified cDNA was cleaned with 0.8X DNA SPRI beads 

(Beckman Coulter cat. no. B23318). Ten nanograms of DNA was tagmented at 58C for 10 

minutes in a 10 uL reaction containing 2 uL of 5X tagmentation buffer (50 mM Tris-HCl, 25 mM 

MgCl2 pH 8.0), 2 uL of Tris Buffer (10 mM Tris-HCl, 1% Tween-20 pH 8), and 4 uL Nextera 

(Illumina). The reaction was stopped with 1% SDS and incubated at 72C for 10 minutes, then 

4C for 3 minutes. The tagmented library was cleaned with 1X DNA SPRI beads followed by 12 

cycles of PCR with NEBNext High Fidelity polymerase to incorporate sample index barcodes 
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and Illumina flow cell handles. The final libraries were pooled, diluted and sequenced on a 

NextSeq-500 (Illumina) in paired-end mode using a 75 cycle High Output Kit v2. 

 

3.4.9 Western-bloting  

Cells were washed with PBS and protein lysate was extracted using an extract solution 

(150 mM NaCl, 1% Triton X-100, 50 mM Tris-HCl pH 7.5) supplemented with a protease 

inhibitor (Sigma cat. no. 4693159001). The cellular lysate was incubated on a rotisserie for 30 

minutes at 4C, followed by centrifugation at 10,000 g for 5 minutes at 4C. The protein lysate, IP- 

purified VLPs, or cleared cellular media was then used directly for Western-blotting. Samples 

were reduced using 2X Tris-Glycine SDS Sample Buffer (Life Technologies cat. no. LC2676) 

and 10X NuPAGE Reducing Agent (Life Technologies cat. no. NP0009) at 98C for 5 minutes. 

The reduced samples were then run on a Novex WedgeWell 8-16% Tris-Glycine Gel (Life 

Technologies cat. no. XP08165BOX) for 50 minutes at 225V. The gel was then transferred to a 

PVDF membrane (Life Technologiescat. no. IB24002) using an iBlot 2 device (Life 

Technologies). The PVDF membrane was blocked in 5% milk (Bio-Rad cat. no. 1706404XTU) 

for 1 hour at room temperature with gentle shaking, followed by an overnight incubation at 4C 

with gentle shaking in primary antibodies to Gag at 1/2000 dilution (Abcam cat. no. ab100970) 

and to actin at 1/5000 dilution (Abcam cat. no. ab179467). The next day the membrane was 

washed 3x with 5% milk and incubated for 4 hours at 4C in an anti-rabbit secondary antibody 

(Sigma cat. no. 41176). The membrane was imaged on a Azure Biosystems C600 Imaging 

System. 

 

3.4.10 Transcriptional profiling of TNFa stimulation 

25,000 HT1080 cells were plated in TC-treated 96-well plates (VWR cat. no. 62406-117) 

with 100 uL of media per well. After every 12 hours, media was changed with pre-warmed 

media ± TNFα at a final concentration of 30 ng/mL (Invivogen cat. no. rcyc-htnfa), introducing 
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TNF-α at each time point. Destructive lysates were collected by aspirating media and lysing with 

50 uL of 1xTCL (Qiagen cat. no. 1031576) and stored at -20C until the final time point. 

Supernatants from self-reported cells were carefully collected (to not disturb adherent cells) and 

stored at 4C until the final time point. After the final time point, supernatants were centrifuged at 

2000 rcf for 10 minutes at 4C and the top 20 uL of media was carefully collected (to not disturb 

adherent cells) and mixed with 20 uL of 2xTCL (Qiagen cat. no. 1070498) for lysis. Samples 

were collected every 12 hours throughout the time course. RNA-seq libraries were prepared 

from 20 uL of supernatant lysate and 10 uL of cell lysate using SMART-Seq2 with 27 WTA 

cycles for supernatant libraries and 21 WTA cycles for cell libraries. 

 

3.4.11 Single cell export rate measurements 

HEK293T cells were stably transduced with pLxN01 lentivirus to create a single copy 

integrated cell-line. Single HEK293T cells were sorted into a 384 well plate (Corning cat. no. 

8794BC) with 10 uL of media using a Sony SH800Z cell sorter with a 100 um chip in plate mode 

at 200-300 events per second. Dox-induced conditions were induced 24 hrs before sorting, and 

were sorted into Dox+ media (10 ug/mL) from the top quartile of GFP+ cells. Immediately after 

sorting, the plate was centrifuged at 200 rcf for 1 minute at room temperature, and then 

immediately placed in a tissue culture incubator. The plate was cultured for 24 hours after which 

10 uL of supernatant was harvested and directly lysed with 2xTCL (Qiagen cat. no. 1070498). 

Immediately after harvesting supernatant, corresponding cell lysates were prepared by using 10 

uL of 1xTCL (Qiagen cat. no. 1031576). RNA-seq libraries were assembled using SMART-Seq2 

with 27 WTA cycles for supernatant libraries and 21 WTA cycles for cell libraries. Libraries were 

sequences on the Illumina MiniSeq platform using a 150-cycle kit (8-75-75-8 read 

configuration). Paired-end reads were pseudo-aligned using Kallisto (version 0.43.1) (43) using 

a reference generated by concatenating MLV Gag (Uniprot: Q27ID9, GAG_XMRV6), the human 

cDNA reference (Homo_sapiens.GRCh38.cdna.all.fa.gz), and cow cDNA reference 
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(Bos_taurus.UMD3.1.cdna.all.fa.gz) with an index build from 31-mers. Supernatants were only 

considered for analysis if the corresponding lysates had at least 1e4 unique transcript isoforms 

detected, indicating the cell was present in the lysate sample (not the supernatant sample). For 

conservative estimation of export rates, we assumed that each unique gene detected was a 

unique RNA molecule measured (no read counts or UMI counts were used in the calculation). 

 

3.4.12 RNA-Seq processing 

RNA sequencing paired-end reads were pseudo-aligned using Kallisto (version 0.43.1)85. The 

hg19 cDNA fasta reference from UCSC was appended with the coding sequences of gag, 

gagΔMA, mNeon and VSV-G in order to generate a custom Kallisto index via the “kallisto index” 

command. Differential gene expression analysis was performed using DESeq2 (version 1.30.0) 

with R (version 4.0.3) on the estimated count matrix output from Kallisto. Gene set enrichment 

analysis was performed using GSEA (version 4.1.0) on TPM output from Kallisto. Downstream 

analysis was performed with custom python scripts (python versions 2.7 and 3). Sequencing 

reads were downsampled to match sequencing depth for all samples when producing plots 

showing the number of genes detected. 

 

3.4.13 Co-culture analysis 

RNA sequencing data was filtered for genes with TPM greater than 10, and then basis 

vectors were generated by finding genes that were exclusively detected in cellular lysates of 

HEK293T or HT1080 cells. Cell-type specific scores were calculated by taking the inner product 

of the binarized basis vectors, and the binarized RNA-seq expression vector for each sample. 

The relative score was then calculated by dividing by the sum of the inner products, to 

determine which inner product was stronger, thus inferring the sample of origin. 
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3.4.14 Predictive modeling and RNA localization analysis 

A matrix of supernatant to lysate TPM ratios was log transformed, and then several 

features were selected to build a model for supernatant to lysate TPM ratio prediction. RNA 

location was selected as a feature, and the RNALocate87 database was used to annotate 

subcellular localization. Other features were transcript length (including UTRs and CDS), GC 

content (%). Further, we treated homology (7-mer sequences) between each transcript and the 

MLV genome as a feature, to account for any structural or sequence specificity in RNA export. 

Briefly, we counted the matches of 7-mers from the MLV genome for each transcript, and then 

binned the location of the 7-mer into 100 discrete bins along the positional axis of the MLV 

genome. Using the measured log-transformed supernatant to lysate RNA-seq measurements 

from HEK293T and HT1080 cell lines, along with the features above, we split the data into a 

training and test set and constructed a gradient boosting regressor {'n_estimators': 500, 

'max_depth': 30, 'min_samples_split': 10, 'learning_rate': 0.01, 'loss': 'ls','subsample': 

0.1,'verbose':1, 'criterion':'friedman_mse','min_samples_leaf':2,'min_weight_fraction_leaf':0.0}. 

We then looked at feature importance scores to better understand RNA properties that would 

influence export bias. 

 

3.4.15 Inference of gene regulatory networks with CellNet 

We utilized CellNet73 to derive active gene regulatory networks (GRNs) from lysate 

and VLP RNA-seq samples and to assess the ability of VLP-derived RNAs to reflect the GRNs 

of the producing cell. We first retrained the CellNet classifier to include embryonic kidney and 

fibrosarcoma GRNs. We curated lysate RNA-seq samples from HEK293Ts and HT1080s and 

quantified transcript abundances with cn_salmon() using a pre-prepared Salmon transcript 

index, salmon.index.human.122116.tgz available from https://github.com/pcahan1/CellNet. We 

constructed new cell-type specific GRNs with cn_make_grn() using samples from the June 

20, 2017 edition of the human CellNet Processor (https://github.com/pcahan1/CellNet) and our 
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HEK293T and HT1080 samples. We assessed the random forest classifier using 

cn_splitMakeAssess() and generated a new CellNet processor object with 

cn_make_processor(). We then applied CellNet with this retrained classifier using default 

settings to lysate and VLP RNA-Seq samples and plotted the sample classification scores as a 

heatmap in R. 
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3.5 SUPPLEMENTAL FIGURES 

 

 
 
Supplemental Figure 3.1 Characterization of stably integrated Gag+ cell lines. (A) Flow cytometry on dox-
inducible Gag+ HEK293T cell lines generated with lentiviral transduction. (B) Negative stain electron micrograph 
showing a VLP. (C) RT-qPCR results from supernatant purified from wild-type and Gag+ HEK293T cell lines ± 
doxycycline. GAPDH copy number was used as a proxy for exported RNA. Doxycycline induction led to VLP 
formation and RNA export. (D) HEK293T cell morphology with Gag expression. (E) PiggyBac expression vector 
diagram. (F) Brightfield and GFP images of iPS cells stably transposed with Gag, GagΔMA, and mNeon piggyBac 
constructs. 
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Supplemental Figure 3.2 Characterization of RNAs packaged in VLPs via nuclease digestion of cellular 
media. (A) VLP processing workflow for iPS cells. (B) Plot of RNA-Seq reads +/- benzonase treatment on media from 
Gag, GagΔMA, and mNeon expressing iPS cells to provide evidence that transcriptional signal is dependent both on 
Gag expression and the formation of exported VLPs able to protect RNA cargo from enzymatic degradation (reads 
pseudoaligned to the human transcriptome). (C, D) TPM concordance between supernatant and cell lysate +/- 
benzonase treatment from Gag expressing cells. 
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Supplemental Figure 3.3 Single-cell RNA self-reporting. (A) Single cell experiment overview. (B) Lysate signals 
and filter criteria. Samples were only included for supernatant analysis if cell lysates (black) had greater than 1e4 
genes detected, to confidently call supernatant (cyan) signal as RNA from VLPs rather than from a dislodged or 
floating cell. (C) Supernatant signals showing RNA self-reporting for dox-induced Gag+ single cells. (D) Single-cell 
RNA-seq transcript abundance for supernatants vs. lysates (±dox), and lysate vs. lysate. 
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Supplemental Figure 3.4 CellNet training. Classification performance of a modified CellNet73 random forest 
classifier trained on an expanded compendium of human cell types (including embryonic kidney and fibrosarcoma cell 
types, corresponding to HEK293T and HT1080 cells, respectively). Precision-recall curves show excellent 
performance for each cell-type classifier trained on human RNA-Seq data. 
 
 



 

100 

 
 
Supplemental Figure 3.5 Gag fusion characterization with stable, single-copy integrated cell lines. (A) RNA 
representation from wild-type HEK293T and HEK293T expressing different Gag constructs (B) RNA representation 
from wild-type HT1080 and HT1080 expressing different Gag constructs. (C) RNA-seq biological replicates of 
supernatant lysates from wild-type HEK293T and HEK293T expressing different Gag constructs. (D) RNA-seq 
biological replicates of supernatant lysates from wild-type HT1080 and HT1080 expressing different Gag constructs. 
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Supplemental Figure 3.6 Differentially expressed genes in self-reporting HEK293T and HT1080 cells. Using 
DESeq2, we identified differentially expressed genes (DEGs) in various self-reporting cell lines generated with stable 
single-copy integration of different self-reporting constructs. (A) We observed that self-reporting was minimally 
perturbative in Gag+ HEK293T, Gag–RRM+ HEK293T, Gag+ HT1080, and Gag–RRM+ HT1080 cells (left to right). 
(B) Volcano plots of DEGs detected in lysate from Gag and GagΔMA expressing cells in comparison to mNeon 
control cells. 
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Supplemental Figure 3.7 Gradient-boosted tree regression performance for predicting ratios of self-reported 
RNA to lysate RNA. (A) Model performance for supernatant to cell lysate ratio predictions (training and test sets) for 
genes in wild-type HEK293T cells. (B) Model performance for supernatant to cell lysate ratio predictions (training and 
test sets) for genes in Gag+ HEK293T cells. (C) Model performance for supernatant to cell lysate ratio predictions 
(training and test sets) for genes in Gag–RRM+ HEK293T cells. (D) Model performance for supernatant to cell lysate 
ratio predictions (training and test sets) for genes in wild-type HT1080 cells. (E) Model performance for supernatant to 
cell lysate ratio predictions (training and test sets) for genes in Gag+ HT1080 cells. (F) Model performance for 
supernatant to cell lysate ratio predictions (training and test sets) for genes in Gag–RRM+ HT1080 cells. 
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Supplemental Figure 3.8 Long RNA transcripts are preferentially packaged in VLPs. (A) Packaging size 
preference for HEK293T cells (lowess trendline in blue, depicting MLV genome size with a large blue dot). (B) 
Packaging size preference for HT1080 cells (lowess trendline in blue, depicting MLV genome size with a large blue 
dot). 
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Supplemental Figure 3.9 Purification and characterization of VLPs with engineered envelopes. (A) Western 
blot on lysate, supernatant, and FLAG immunoprecipitation from HEK293T cell lines transfected with different 
constructs. (B) RNA-seq of supernatant purified for immunoprecipitation input. (C) RNA-seq replicate concordance of 
pGag+, pFLAG-VSV-G+ HEK293T supernatant after FLAG immunoprecipitation (FLAG-IP). (D) Transcript 
abundances for FLAG-IP on self-reporting supernatant vs. cell lysate for self-reporting cells. (E) Transcript 
abundances for FLAG-IP on self-reporting supernatant vs. input self-reporting supernatant. 
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Supplemental Figure 3.10 Specificity of multiplexed immunoprecipitation-based isolation of epitope-tagged 
VLPs from transfected cells. (A, B) Western blots of cellular lysate, supernatant, and IP-purified media for both 
FLAG and HA-IP protocols. (C) CellNet classification of IP-purified VLPs from (A) and (B). (D) FLAG- or HA-tagged 
VLPs produced from HEK293T cells were processed with FLAG and HA-IP to assess the specificity of the purification 
to the target epitope. RNA-seq libraries were prepared from the input supernatant and all IP outputs. 
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Supplemental Figure 3.11 Constitutive VLP production from cells stably expressing engineered Gag 
polyproteins and epitope-tagged VSV-G proteins. (A) Western blot from HEK293Ts demonstrates stable 
expression of Gag or Gag–RRM fusion proteins in addition to FLAG-VSV-G following lentiviral integration. Western 
blot for Gag on cellular media and FLAG-immunoprecipitated media demonstrates the constitutive production of 
FLAG-tagged VLPs. (B) Same as (A) for HT1080s expressing HA-VSV-G. (C) Co-culture experiment Western blot. 
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Supplemental Figure 3.12 Characterization of the VLP-derived RNAs as a function of sampling duration. (A) 
Genes detected as a function of length of sampling duration for HA-IP purified supernatants derived from Gag+ 
HT1080 cells. (B) Transcript isoforms detected as a function of sampling duration (HA-IP purified VLPs and cell 
lysate controls) in HT1080 cells. (C) CellNet classification per sampling interval length in HT1080 cells. (D) 
Fibrosarcoma GRN score as a function of sampling duration in HT1080 cells. 
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Supplemental Figure 3.13 CellNet classification of demultiplexed VLPs from HEK293T-HT1080 co-cultures. 
(A) GRN scores for lysates from HEK293T (FLAG-tagged VLPs) and HT1080 (HA-tagged VLPs) cells cultured 
independently and in co-culture. (B) GRN scores for FLAG-purified supernatants from HEK293T (FLAG-tagged 
VLPs) and HT1080 (HA-tagged VLPs) cells cultured independently and in co-culture. (C) GRN scores for HA-purified 
supernatants from HEK293T (FLAG-tagged VLPs) and HT1080 (HA-tagged VLPs) cells cultured independently and 
in co-culture. 
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Supplemental Figure 3.14 HT1080 TNFa stimulation. (A) PCA on wild-type HT1080 supernatant lysates using 
differentially expressed genes found in cell lysate RNA-seq (no clear ± TNFa separation observed). (B) PCA on wild-
type HT1080 supernatant lysates using differentially expressed genes found in self-reporting supernatant lysate RNA-
seq (no clear ± TNFa separation observed). (C) PCA on wild-type HT1080 supernatant lysates using differentially 
expressed genes found in wild-type HT1080 supernatant lysate RNA-seq (no clear ± TNFa separation observed). (D) 
Fold-change (TNFα vs. unstimulated) plot for supernatant lysate vs. cell lysate showing all differential expressed 
genes that are significant in either supernatant or lysate or both. (E) Venn diagram showing differentially expressed 
genes in supernatant and lysate upon TNF stimulation. Genes are filtered for significance if they appear significant in 
2 or more time points.  
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4.1 INTRODUCTION 

The differentiation of human induced pluripotent stem cells (iPSCs) into hematopoietic lineages 

in vitro has broad applications in basic research and clinical medicine 5. The design of 

experimental protocols to direct the differentiation of iPSCs to desired hematopoietic fates has 

largely been guided by understanding hematopoietic development in model organisms 12,235,236. 

All hematopoietic cells emerge from an endothelial precursor, termed hemogenic endothelium, 

during embryonic development through a dynamic and complex process of endothelial-to-

hematopoietic transition (EHT). Despite the general successes in recapitulating aspects of 

hematopoietic ontogeny in iPSCs protocols, our understanding of the molecular mechanisms 

driving hematopoietic emergence from hemogenic endothelium remain largely obscure.  

The EHT process is regulated by an intricate balance of transcriptional regulators to 

ultimately repress endothelial identity and activate the hematopoietic program. Genetic and 

functional approaches provided important insights into transcription factors (TFs) regulating 

hematopoietic formation from hemogenic endothelium. For example, RUNX1 interacts in a 

heptad of TFs comprising FLI1, ERG, TAL1, LYL1, LMO2 and GATA2 to facilitate the EHT 
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process 237,238. Downregulation of SOX7 within hemogenic endothelium is necessary for the 

subsequent emergence of hematopoietic progenitors 123,239. The complex interplay between TFs 

and the need to reform gene networks during the transformation from endothelium to blood 

implies a significant degree of chromatin remodeling to facilitate the cell state transition. 

However, we lack a detailed characterization of the accessible chromatin landscape and 

transcription factor dynamics throughout the entire process of human EHT. Systematic efforts to 

characterize accessible chromatin landscapes during EHT from iPSC cultures would facilitate a 

more comprehensive understanding of the underlying gene regulatory dynamics, allow for the 

identification of molecular discordancies with in vivo hematopoietic population, and to nominate 

molecular interventions that promote the generation of desired cell types.  

In this chapter, we characterized the dynamic transcriptional and chromatin landscapes 

during EHT in a cell type-resolved manner. We uncovered transcriptional regulators and cis-

regulatory elements that drive the transition from endothelium to hematopoietic fates. 

Furthermore, using this rich molecular resource, we identified transcriptional regulators that are 

predicted to explain molecular discrepancies between in vitro derived hematopoietic progenitors 

and umbilical cord blood (UBC) derived progenitors. Functional follow up on one of those 

predictions, KDM2B, revealed a critical role in regulating lymphoid development within the 

context of human iPSC differentiation and zebrafish development.  

 

4.2 RESULTS 

4.2.1 A chromatin and transcriptional time course of human endothelial-to-hematopoietic 

transition 

To comprehensively characterize the transcriptional and chromatin landscapes of human EHT, 

we differentiated iPSCs to hemogenic endothelium using an established step-wise serum-free 

protocol 119,146,236 (Figure 4.1A). CD34+ cells were isolated from EBs following 8 days of 

directed differentiation and cultured in supportive cytokines to facilitate EHT. Time course 
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profiling with broad lineage markers (CD34 and CD45) revealed the gradual acquisition of 

hematopoietic fates and attenuation of endothelial fates over 7 days in EHT-supportive 

conditions (Figure 4.1B). Furthermore, the frequency of CD34+CD45+ hematopoietic 

progenitors declined  

 

Figure 4.1. Temporal transcriptional and chromatin profiling of endothelial and hematopoietic populations 
throughout human EHT 
(A) Schematic and representative images of the step-wise, defined protocol to generate CD34+ hemogenic 
endothelium from human iPSCs and endothelial-to-hematopoietic transition assay on the derived CD34s  
(B) FACS gating scheme and time course profiling of CD34 and CD45 over EHT to endothelial and hematopoietic 
populations 



 

113 

(C) Schematic outline of generating matched transcriptome and open chromatin profiles in a cell type and time 
resolved manner during EHT 
(D-E) Heatmap visualizing the number of differentially accessible peaks (top, blue shades) and differentially 
expressed genes (bottom, red shade) between time points for CD34+CD45- and CD34+CD45+ EHT populations. 
 

with sustained culture in EHT-supportive conditions while a CD34-CD45+ population emerged, 

reflective of differentiation of hematopoietic progenitors. Thus, we FACS isolated cells based on 

CD34 and CD45 expression everyday over the course of EHT and performed RNA-Seq and 

ATAC-Seq to understand the dynamic transcriptional and chromatin processes underlying in 

vitro EHT (Figure 4.1C). We performed two independent iPSC differentiation experiments to 

obtain biological replicates for each population at each time point. Globally, we observed strong 

concordance in chromatin and transcriptional measurements within both CD34+CD45- 

endothelial (Figure 4.1D) and CD34+CD45+ hematopoietic populations (Figure 4.1E). The 

magnitude of differentially accessible loci and differentially expressed genes progressively 

changed over time, suggestive of dynamic cellular processes occurring within each population.  

 

4.2.2 Global transcription factor activity governing EHT 

Given the global and temporal changes in accessible chromatin and transcriptional landscapes 

during EHT, we first sought to determine transcriptional regulators that exhibited dynamic 

activity. We leveraged our ATAC-Seq data and utilized chromVAR 209 to identify transcription 

factor (TF) motifs associated with variably accessible loci across EHT populations and over 

time. Among the most variably accessible sequence motifs, we identified motifs from important 

hematopoietic TF such as SPI1, BCL11A/B, GATA2, and GATA1 (Figure 4.2A), which suggests 

that these TFs may be driving different chromatin states during EHT. Additionally, motifs 

belonging to the AP-1 TF family and TEAD4 motifs were among the most globally variable, 

which is consistent with the cooperative roles of AP-1 and TEAD4 in hemogenic endothelium for 

hematopoietic specification 240,241. The motif for SMARCC1, a component of the SWI/SNF ATP-

dependent chromatin remodeling complex, was also associated with variably accessible loci, 
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further suggesting chromatin remodeling processes during EHT. Next, we dissected differences 

in TF motifs across EHT populations and time points. Notably, the inferred activity of TFs was 

sufficient to delineate each FACS population (Figure 4.2B). Consistent with prior literature, 

SOX, AP-1 and GFI1 motifs were selectively enriched in accessible chromatin of CD34+CD45- 

endothelial samples, whereas RUNX, CBFB, SPI1, CEBP, and BCL11A/B motifs  

 

Figure 4.2. Activity of transcriptional regulators during EHT  
(A) Transcription factor motifs with the greatest variability in chromatin accessibility across all ATAC-Seq samples.  
(B) Heatmap showing changes in chromatin accessibility for the top TFs with greatest accessibility variability 
between all ATAC-Seq samples as measured by chromVAR. CD34 = CD34+CD45-, DP = CD34+CD45+, DN = 
CD34-CD45-, CD38n = CD34+CD45+CD38-  
(C) ATAC-seq transcription factor footprinting plots visualizing the genome-wide Tn5 insertion density +/-150 bps of 
motif occurrences. Biological replicates are overlaid on each plot and the Tn5 bias plot for each motif is listed 
below each plot.  
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were selectively enriched within CD34+CD45+ hematopoietic samples. We also profiled 

hematopoietic progenitors from umbilical cord blood to understand how TF activity compares to 

the in vitro EHT-derived hematopoietic progenitors. While RUNX, SPI1 and STAT2 motifs 

exhibited comparable activity, motifs belonging to IRF8, ZEB1, ID3, ID4 and TCF4 TFs exhibited 

reduced activity in EHT-derived CD34+CD45+ hematopoietic progenitors compared to umbilical 

cord blood progenitors (Figure 4.2B). Conversely, CEPB motifs were more accessible within 

EHT-derived hematopoietic progenitors compared to umbilical cord blood. These findings may 

suggest that differences in chromatin landscapes between umbilical cord blood and EHT-

derived hematopoietic progenitors could be driven by these TFs. Collectively, this motif-centric 

analysis nominated several putative TFs with distinct activities across EHT and cord blood 

populations.  

To better resolve TF binding dynamics during EHT, we profiled TF occupancy at base-

pair resolution through TF footprinting. TFs that are actively bound to accessible DNA can 

protect their motif from transposition by the Tn5 transposase used in the ATAC-Seq assay while 

the DNA adjacent to the bound TF can be accessible and a substrate for transposition. These 

phenomena are collectively referred to as a TF footprint. We performed genome-wide 

footprinting analysis using TF motifs that exhibited high variability between CD34+CD45- 

endothelium and CD34+CD45+ hematopoietic progenitors, and observed two broad classes of 

TF activity (Figure 4.2C). First, TFs such as RUNX1 and SPI1 created footprints within 

CD34+CD45+ hematopoietic progenitors with an associated increase in flanking accessibility, 

but not in CD34+CD45- endothelium. These findings support that these TFs are locally opening 

chromatin during the transition from endothelial to hematopoietic fates. Conversely, the activity 

of SOX and AP-1 TFs attenuated between endothelial and hematopoietic populations (Figure 

4.2C), which is consistent with the role of AP-1 factors and SOX17 to regulate and specify 

hemogenic endothelium 123,242–244. Overall, these results provide global insights into the cell-type 

and time dependent TF regulatory programs active during EHT from iPSCs. 
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4.2.3 Dynamics of the accessible chromatin landscape in hemogenic endothelium and 

hematopoietic progenitors  

Insights from our analysis on transcriptional regulators suggested that the chromatin landscape 

is actively remodeled during EHT. We therefore asked how individual cis-regulatory elements 

change over time within each EHT population. Focusing on CD34+CD45- endothelial samples  

 

Figure 4.3. Cell-type and time-resolved dynamics of cis-regulatory elements  
(A,D) Heatmap of clustered differentially accessible peaks using k-means clustering across EHT time points. The 
color bar corresponds to the accessibility Z-score of differentially accessible ATAC-Seq peaks.  
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(B,E) Enrichment of TF motifs in differentially accessible peak sets identified in (A,D). Enrichment is determined by 
a hypergeometric test –log10(P value) of the motif’s representation within the cluster-specific peaks compared to 
all accessible loci.  
(C,F) Top enriched Gene Ontology biological processes for clusters of peaks identified by GREAT analysis. The 
processes are ranked by the false discovery rate [FDR] of significance. 
 

first, we identified approximately 23,000 ATAC-Seq peaks that displayed differential accessibility 

across time (Figure 4.3A) and k-means clustering segregated these dynamic peaks into four 

clusters. Cluster K1 contained regions of open chromatin showing the highest accessibility on 

D8+1 of EHT, which became less accessible with time. These peaks were particularly enriched 

for motifs of chromatin modifiers such as TET1, MLL, KDM2B and MECP2, (Figure 4.3B) and 

GREAT analysis 245 on these peaks further supported the involvement of chromatin-based 

biological processes (Figure 4.3C). Peaks within clusters K2 and K3 were primarily accessible 

between D8+2 and D8+4 of EHT and marked by motifs for hematopoietic TFs such as RUNX1, 

CBFB, SPI1 and BCL11A/B (Figure 4.3A-B), suggesting that these cis-regulatory elements 

may be facilitating hematopoietic specification from hemogenic endothelium. In support of this 

hypothesis, GO Biological Processes such as “definitive hematopoiesis” and “granulocyte 

differentiation” were enriched within these peaks (Figure 4.3C). Finally, cluster K4 peaks gained 

accessibility incrementally as EHT progressed, with the greatest accessibility on D8+5 of EHT 

(Figure 4.3A). Since the CD34+ population isolated from EBs is a heterogeneous mixture of 

endothelial cell types with some containing hemogenic potential, the CD34+CD45- cells that 

remain at the end of EHT are most likely cells that do not have hemogenic potential, consistent 

with the enrichment of endothelium-related GO terms within these peaks (Figure 4.3C).  

The temporally-specific set of cis-regulatory elements witin the CD34+CD45- endothelial 

population that enriched for hematopoietic-related TF motifs then prompted us to dissect the 

dynamic regulatory landscape within the CD34+CD45+ hematopoietic population (Figure 4.3D-

F). We performed an analogous differential analysis of ATAC-Seq peaks, but also compared to 

CD34+CD45+ umbilical cord blood progenitors to understand the cis-regulatory elements that 

differ within in vitro EHT-derived hematopoietic progenitors. We identified four clusters of 
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dynamic peaks by k-means clustering (Figure 4.3D). Consistent with our analysis in 

CD34+CD45- endothelial populations, a set of accessible loci (cluster K2) were accessible 

throughout all time points and enriched for hematopoietic related TF motifs (Figure 4.3E). 

However, in contrast to the cluster K2 peaks in CD34+CD45- population, the cluster K2 peaks in 

the CD34+CD45+ hematopoietic population were enriched for GO Biological processes involved 

in chromatin and gene silencing (Figure 4.3F). These data would suggest that these cis-

regulatory elements may contribute to the silencing of an endothelial transcriptional program. 

We also identified a significant number of peaks that were accessible within umbilical cord blood 

progenitors but largely inaccessible within the in vitro derived progenitors (cluster K4, Figure 

4.3D). The regulation of inflammation, and in particular type I interferons (Figure 4.3E-F), may 

account for the discrepancy between chromatin landscapes. Exposure to interferons has been 

implicated in the developmental emergence and maturation of HSCs 89,99,246. Overall, this 

analysis identified the set of dynamic cis-regulatory elements underlying EHT and provided 

insights into the transcriptional regulators and biological processes that differentiate EHT-

derived hematopoietic progenitors from umbilical cord blood progenitors.  

 

4.2.4 Systematic comparison of in vitro derived hematopoietic progenitors to in vivo 

progenitor populations 

Thus far, our analysis of cis-regulatory elements and transcriptional regulators within EHT 

populations and across time demonstrated different chromatin landscapes between EHT-

derived hematopoietic progenitors and immunophenotypically matched umbilical cord blood 

progenitors. We therefore sought to leverage these chromatin landscapes to determine the in 

vivo hematopoietic populations that most closely resemble the EHT-derived hematopoietic 

progenitors. To do this, we utilized ATAC-Seq data on FACS isolated hematopoietic stem and 

progenitor cells 191 as reference populations and applied CIBERSORT 247 to quantify the relative 

fraction of these reference populations within the EHT CD34+CD45+ populations. We identified 
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cis-regulatory elements that uniquely defined each HSPC population (Figure 4.4A), although, 

HSCs and MPPs shared a largely overlapping signature of cis-regulatory elements. The 

difficulty in resolving HSC and MPP populations is also reflected in single cell chromatin 

analysis of human HSPCs 248,249, so we therefore limit any conclusions distinguishing between 

HSCs and MPPs. Nonetheless, the application of this signature matrix via CIBERSORT  
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Figure 4.4. Systematic comparison of EHT-derived hematopoietic progenitors to in vivo progenitor 
populations  
(A) CIBERSORT signature matrix visualizing sample-specific cis-regulatory elements on bone marrow HSPCs 
(B) CIBERSORT deconvolution of the EHT CD34+CD45+ population using the signature matrix from (A).  
(C) GSEA on GMP and Progenitor gene sets from 250 comparing differentially expressed genes between EHT 
CD34+CD45+ cells and bone marrow HSCs.  
(D) Quantification of colony-forming potential from EHT CD34+CD45+ cells. E, erythroid; GM, granulocyte, 
monocyte; M, monocyte; G, granulocyte; GEMM, granulocyte, erythroid, monocyte, megakaryocyte. 
(E) Flow cytometry contour plots of CD5 and CD7 following 14 days in T cell-supportive differentiation conditions to 
derive T cell lineages.  
(F) Quantification of the number of differentially expressed genes for GMPs and EHT CD34+CD45+ populations in 
comparison to bone marrow HSCs.  
(G) Ranked set of transcriptional regulators predicted by BART analysis to regulate down-regulated genes 
compared to bone marrow HSCs  
 

revealed a substantial myeloid signature consisting of CMP and GMP states within our 

CD34+CD45+ EHT hematopoietic progenitors (Figure 4.4B). Differential gene expression 

analysis and GSEA also demonstrated significant enrichment of GMP and progenitor gene 

sets250, further corroborating the chromatin similarity to in vivo myeloid progenitors (Figure 

4.4C). CD34+CD45+ cells produced from in vitro EHT also maintained myeloid differentiation 

potential, as assayed by CFUs where the majority of colonies generated were granulocytes or 

macrophages (Figure 4.4D). Furthermore, while CD34+CD45- endothelium isolated from EBs 

harbored the capacity to generate CD5+CD7+ proT cells within T cell-supportive differentiation 

conditions, CD34+CD45+ cells produced from EHT only generated CD7+ progenitors, 

suggesting a deficiency in lymphoid differentiation (Figure 4.4E).  

The myeloid bias exhibited by hematopoietic progenitors produced during EHT prompted 

us to determine the molecular underpinnings that explain why these cells lack features of 

multipotency. Several thousand genes were differentially expressed between CD34+CD45+ 

EHT progenitors and in vivo isolated bone marrow HSCs (Figure 4.4F). We performed BART 

analysis 251 to nominate transcriptional regulators that may account for the transcriptional 

discrepancy between HSCs and EHT progenitors. Interestingly, ERG, KMT2A, and RUNX1 

were among the top predictions that regulate genes downregulated in EHT hematopoietic 

progenitors compared to HSCs (Figure 4.4G). These predictions are in strong alignment with a 

transcription factor cocktail that, when overexpressed during EHT, confers multilineage 
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hematopoiesis within engrafted NSG mice 146. KMT2A is known to regulate HOXA genes, and 

HOXA5 and HOXA9 were both necessary along with ERG, RUNX1 and LCOR to produce 

engraftable hematopoietic cells from EHT. Notably, in addition to these predictions consistent 

with experimental findings, BART analysis prioritized chromatin modifier KDM2B as the top 

transcriptional regulator to account for transcriptional discrepancies between EHT progenitors 

and HSCs. We then replicated this analysis with GMPs and identified GATA2 as the top 

prediction (Figure 4.4G), consistent with the critical role of GATA2 in maintaining HSCs 188,252–

254. These data suggest that the predicted transcriptional regulators for EHT hematopoietic 

progenitors are not simply a result of molecular differences due to a GMP-like state. Rather, the 

predictions suggest molecular differences as a result of in vitro specification. This multi-omic 

analysis enabled the molecular characterization of EHT-derived hematopoietic progenitors and 

predictions of transcriptional regulators that could promote increased molecular resemblance to 

in vivo hematopoietic populations.  

 

4.2.5 KDM2B promotes lymphoid commitment from hematopoietic progenitors 

We then asked whether modulation of KDM2B could enhance lymphoid commitment from EHT-

derived hematopoietic progenitors. We focused on promoting lymphoid commitment because of 

the myeloid-biased state of EHT-derived hematopoietic progenitors. Since BART predictions 

were performed on downregulated genes, we hypothesized that overexpression of KDM2B 

could promote lymphoid fates. We designed a doxycycline (dox)-inducible expression vector to 

express the KDM2B ORF (Figure 4.5A). As a member of the PRC1.1 complex, KDM2B plays a 

central role in post-translationally modifying histones by demethylating H3K36 via a Jumonji 

domain. Therefore, we also designed a mutant ORF with the Jumonji domain omitted to 

determine if histone demethylation activity is necessary for potential phenotypes. We derived 

CD34+ hemogenic endothelium as previously described, infected the CD34+ population with 

dox-inducible vectors following one day in EHT culture conditions and administered dox 24 
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hours later to induce expression (Figure 4.5B). We observed robust induction 24 hours after 

dox administration (Figure 4.5C), however, induction did not significantly alter the proportion of 

CD34+CD45+ hematopoietic progenitors generated after seven days in EHT culture conditions 

(Figure 4.5D). We then FACS isolated CD34+CD45+ hematopoietic progenitors and initiated T 

cell differentiation. Notably, we observed a significant proportion of CD5+CD7+ proT cells in 

KDM2B overexpression conditions relative to no dox controls (Figure 4.5E). Furthermore,  

 

Figure 4.5. Overexpression of KDM2B enhances lymphoid development from iPS cells 
(A) Schematic construct maps of dox-inducible overexpression vectors 
(B) Experimental scheme to test KDM2B overexpression during EHT and T cell differentiation 
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(C) Brightfield (left) and GFP (right) microscopy visualizing gene induction following lentiviral infection of EHT 
cultures and dox administration.  
(D) Flow cytometry profiling of CD34 and CD45 within EHT cultured infected with dox-inducible vectors but treated 
with or without dox.  
(E) Flow cytometry contour plots of CD5 and CD7 following 14 days in T cell-supportive differentiation conditions to 
derive T cell lineages from D8+7 CD34+CD45+ EHT cells.  
 

 

 

Figure 4.6. KDM2B regulates T cell lineages in zebrafish  
(A) WISH for runx1/cmyb in control/mRNA-injected embryos at 30 hpf.  
(B) WISH for rag1 in the thymus of control and mRNA-injected embryos at 120 hpf (left). Quantification of thymic 
area from microscopy via Fiji. Quantification of Rag2:GFP+ lymphocytes at 120 hpf and CD41low/+ HSPCs at 72 hpf 
by flow cytometry (FC) as a percentage of live cells in control and kdm2bb mRNA conditions (right; each dot 
represents a biological replicate; two-tailed unpaired Student’s t-test, *p < 0.05. Error bars indicate SD).  
 

sustained dox administration during EHT and T cell culture resulted in the highest frequency of 

CD5+CD7+ proT cells. The enhanced frequency of proT cells appeared to be Jumonji domain 

dependent as overexpression of a Jumonji domain lacking ORF did not phenocopy the wildtype 

protein.  

We then asked whether there is a conserved role of KDM2B in lymphoid commitment. 

We utilized zebrafish as an experimentally tractable model that has proven invaluable for 
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identifying genes impacting hematopoietic development. We performed mRNA overexpression 

of the zebrafish ortholog, kdm2bb within single cell embryos and observed increased expression 

of conserved HSPC markers, runx1 and cmyb, at 30 hours post-fertilization (hpf) (Figure 4.6A). 

Increased proportions of rag1+ and rag2+ lymphocytes were observed at 120 hpf (Figure 4.6B), 

in line with observations from human iPSC experiments. Notably, the frequency of CD41low/+  
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Figure 4.7. Knockout of KDM2B alters lymphoid progenitors and facilitates NK development 
(A) Experimental scheme to knockout genes within CD34+ umbilical cord blood and assess T lymphoid 
differentiation  
(B) Quantification of indels via TIDE analysis 48 hours following nucleofection of CRISPR/Cas9 RNPs into CD34+ 
HSPCs  
(C) Flow cytometry contour plots of CD5 and CD7 following 14 days in T cell-supportive differentiation conditions to 
derive T cell lineages. 
(D) Quantification of CD5, CD7 populations across n=3 replicate differentiation experiments.  
(E) Flow cytometry contour plots of CD56 and CD3 following 28 days in T cell-supportive differentiation conditions 
to derive T cell lineages. 
(F) Quantification of total viable cells and CD56, CD3 populations following 28 days in T cell supportive 
differentiation conditions across n=3 replicate experiments.  
(G) Flow cytometry contour plots of CD56 and CD16 following 28 days in NK cell-supportive differentiation 
conditions to derive NK cell lineages. 
(H) Quantification of total viable cells and CD56, CD16 populations following 28 days in NK cell supportive 
differentiation conditions across n=3 replicate experiments.  
 

HSPCs at 72 hpf was consistent between control and kdm2bb overexpression conditions, 

suggesting that kdm2bb overexpression does not expand HSPCs generally, but promoted 

lymphoid commitment from an earlier stage of hematopoietic development.  

Finally, to further understand the contributions to lymphoid commitment, we performed 

knockout experiments within umbilical cord blood hematopoietic stem and progenitor cells since 

they maintain lymphoid competency. We utilized CRISPR/Cas9 RNPs to knockout KDM2B 

within HSPCs (Figure 4.7A) and identified one gRNA that efficiently generated frameshifting 

indels (Figure 4.7B). Following knockout, we initiated T cell differentiation and observed a 

significant reduction in lymphoid progenitors expressing the T cell associated marker, CD5 

(Figure 4.7C-D). These results are in line with the overexpression phenotype during EHT 

demonstrating an increased frequency of CD5+CD7+ cells. Continued differentiation within T 

cell supportive conditions interestingly resulted in the acquisition of CD56+CD3- natural killer 

(NK) cells (Figure 4.7E-F), potentially as a consequence of an altered distribution of lymphoid 

progenitors early in the differentiation. Finally to follow up on these findings, we replicated the 

knockouts in cord blood HSPCs and performed an NK-specific differentiation. Under these 

conditions, knockout of KDM2B resulted in the enhanced production of CD16+ NK cells 

following four weeks of differentiation (Figure 4.7G-H), further implicating a role for KDM2B 

within lymphoid lineage development.  



 

126 

4.3 DISCUSSION 

In this chapter, we systematically dissected the chromatin and transcriptional landscapes of 

hematopoietic fate specification during EHT from iPSCs. We identified the temporal activity of 

transcription factors within hemogenic endothelium and hematopoietic progeny, which allowed 

for the identification of differences in molecular landscapes between iPSC-derived 

hematopoietic progenitors and umbilical cord blood progenitors. Furthermore, we sought to 

improve iPSC differentiation protocols by enhancing the production of lymphoid fates by 

predicting transcriptional regulators that may explain molecular discrepancies between iPSC-

derived hematopoietic progenitors and umbilical cord blood progenitors. We experimentally 

validated the top prediction, KDM2B in iPSC differentiation and zebrafish contexts to enhance 

progenitor T cell commitment. Knockout of KDM2B in umbilical cord hematopoietic progenitors 

attenuated proT cell fates, yet enhanced NK cell development, suggesting a role in early 

lymphoid fate selection. Further investigation is needed to understand the mechanism through 

which KDM2B facilitates T cell fates. KDM2B, a component of the PRC1.1 complex, is a 

H3K36me2 demethylase. We demonstrated that the enhancement of progenitor T cells from 

iPSCis dependent on the Jumonji domain, suggesting a role for H3K36. Moreover, PRC2 

complexes have also been shown to regulate early hematopoietic specification and T cell 

differentiation 255,256. Thus, because H3K27 and H3K36 methylation are mutually exclusive 

histone marks, we hypothesize that overexpression of KDM2B results in increased removal of 

H3K36 methylation to enable a suitable substrate for EZH2 to deposit H3K27 methylation. In 

further support of this hypothesis, inhibition of EZH2 in human or mouse hematopoietic 

progenitors facilitates NK cell development, yet attenuates T cell maturation 256. In conclusion, 

this study revealed new insights into molecular regulators of lymphoid fate and serves as a 

framework to refine differentiation protocols for the generation of lymphoid cells from iPSCs.   
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4.4 METHODS 

4.4.1 Cell Culture 

Human iPSCs (1157.2 line from Boston Children’s Hospital) were cultured on hES-Qualified 

Matrigel Basement Membrane Matrix (Corning) with StemFlex media (Gibco) for gene editing, 

single cell cloning, and expansion culture. iPSCs were fed every other day and propagated with 

ReLeSR (Stem Cell Technologies) once the cultures reached 70% confluence. HEK293FT cells 

were obtained from ATCC and cultured in complete media, consisting of DMEM+GlutaMAX and 

10% FBS. Cells were fed every other day and propagated upon reaching 70% confluency using 

TrypLE. 

 

4.4.2 Differentiation of human iPSCs to hemogenic endothelium 

Human iPSCs were cultured on irradiated mouse embryonic fibroblasts (Gibco) for one passage 

prior to the initiation of hematopoietic differentiation. A comprehensive protocol for the 

generation of CD34+ hemogenic endothelium is available as a supplemental protocol and 

adapted from Sugimura et al 2017, Ditadi et al 2015, Sturgeon et al 2014. Briefly, iPSC colonies 

were detached with Collagenase IV for 10 minutes at 37C and seeded into ultra-low attachment 

10cm dishes (Corning) to form EBs in SFD media, supplemented with GlutaMAX 

(ThermoFisher), ascorbic acid (1 mM), α-monothioglycerol (400 µM), holo-transferrin (150 

µg/mL), and BMP-4 (10 ng/uL). bFGF (5 ng/uL) was added to the EB cultures following 24 

hours. The media was completely changed following an additional 18 hours to day 0 containing 

media, supplemented with bFGF (5 ng/mL), CHIR99021 (3 µM) and SB431542 (6 µM). 

Following 30 hours, the media was completely changed to StemPro-34 media (Thermo Fisher 

Scientific), supplemented with ascorbic acid (1 mM), holo-Transferrin (150 µg/mL), α-

monothioglycerol (400 µM), bFGF (5 ng/uL), and VEGF (15 ng/mL). On day 6 of differentiation 

the media was changed to day 3 containing media supplemented additionally with  IL-6 (10 
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ng/mL), IL-11 (5 ng/mL), IGF-1 (25 ng/mL), SCF (50 ng/mL) and EPO (2 U/mL) and then 

cultured until day 8. Cultures were maintained in a 5% CO2, 5% O2, 90% N2 environment. 

 

4.4.3 Endothelial-to-hematopoietic transition assay  

EBs were dissociated after 8 days of directed differentiation using the Embryoid Body 

Dissociation Kit (Miltenyi Biotec) according to the manufacturer’s protocol. The resulting single 

cell suspension was stained through a 40 uM filter and then CD34+ cells were enriched with 

MACS beads (Miltenyi Biotec) according to the manufacturer’s protocol. CD34+ cells were 

plated onto Matrigel-coated 24-well plates (100,000 cells/well) and cultured at 5% O2 in 

StemPro-34 based media, supplemented with BMP4 (10 ng/mL), bFGF (5 ng/mL), IL-3 (30 

ng/mL), IL-6 (10 ng/mL), IL-11 (5 ng/mL), IGF-1 (25 ng/mL), VEGF (5 ng/mL), SCF (100 ng/mL), 

TPO (30 ng/mL), FLT-3L (10 ng/mL), EPO (2 U/mL) and SHH (20 ng/mL). Unless otherwise 

stated, CD34+ hemogenic endothelium underwent EHT over the course of 7 days with regular 

half media changes every other day. Floating and/or adherent cells were collected for 

downstream functional or molecular assays. For time course profiling, adherent cells were 

singularized with Accutase and pooled with the floating cell fraction. Cells were then stained 

with antibodies for 20 minutes at room temperature in the dark then FACS sorted for RNA-Seq 

and ATAC-Seq.  

 

4.4.4 Bulk RNA-Sequencing and processing 

RNA from at least 5,000 cells was extracted using a 2X TCL lysis buffer (Qiagen cat. no. 

1070498). At least two technical replicates were prepared per sample using the SMART-Seq2 

protocol 69, with some modifications. Briefly, RNA was purified from cellular lysate using 2.2X 

RNA SPRI beads (Beckman Coulter cat. no. A63987) then immediately reverse transcribed in 

the presence of a template switching oligo (Exiqon) with Maxima RNase H-minus RT (Thermo 

Fisher Scientific cat. no. EP0751) using a polyT primer containing the ISPCR sequence. Whole 
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transcriptome amplification proceeded with KAPA HiFi HotStart ReadyMix using an ISPCR 

primer according to the following thermal program: 98C for 3 minutes, 21 cycles of 98C for 15 

seconds, 67C for 20 seconds, and 72C for 6 minutes, and a final extension step of 72C for 5 

minutes. The amplified cDNA was cleaned with 0.8X DNA SPRI beads (Beckman Coulter cat. 

no. B23318). Ten nanograms of amplified cDNA was tagmented at 58C for 10 minutes in a 10 

uL reaction containing 2 uL of 5X tagmentation buffer (50 mM Tris-HCl, 25 mM MgCl2 pH 8.0), 

2 uL of Tris Buffer (10 mM Tris-HCl, 1% Tween-20 pH 8), and 4 uL Nextera Tn5 transposase 

(Illumina). The reaction was stopped with 1% SDS and incubated at 72C for 10 minutes, then 

4C for 3 minutes. The tagmented library was cleaned with 1X DNA SPRI beads followed by an 

indexing PCR with NEBNext High Fidelity polymerase to incorporate sample index barcodes 

and Illumina flow cell handles. The index PCR proceeded with the following thermal program: 

72C for 3 minutes, 98C for 30 seconds, 12 cycles of 98C for 10 seconds, 60C for 30 seconds, 

72C for 30 seconds, and a final extension step of 72C for 5 minutes. The final libraries were 

pooled, diluted and sequenced on a NextSeq with a 75-cycle High Output Kit with the following 

read configuration: 36-8-8-38. Reads were then pseudoaligned with kallisto and a TPM matrix 

generated for all samples. Differentially expressed genes were identified using DESeq2 and 

defined as a |fold-change| > 2 and FDR < 0.01. Prediction of transcriptional regulators was 

performed using BART via the online website interface (https://zanglab.github.io/bart/).  

 

4.4.5 Bulk ATAC-Sequencing 

EHT cells following FACS isolation were used as input for ATAC-Seq. Nuclei isolation, 

tagmentation and library construction were followed as described in the Omni-ATAC-Seq 

protocol 228. The concentration of the final ATAC-Seq libraries was quantified using a High 

Sensitivity DNA Bioanalyzer Assay (Agilent) in the size range of 100-1000 bp. The libraries were 

pooled and sequenced on a NovaSeq to a depth of at least 10 million aligned, deduplicated 

reads. The ATAC-Seq libraries were processed with the PEPATAC pipeline 229 to generate 
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hg38-aligned, deduplicated BAM files. A non-redundant, non-overlapping peaks set was 

generated as outlined in 231 and a count matrix constructed for all samples. The matrix was CPM 

normalized using the edgeR package in R followed by quantile normalization. Differentially 

accessible peaks were identified using the raw count matrix and DESeq2 in R. Differentially 

accessible peaks were then used as input to GREAT 

(http://bejerano.stanford.edu/great/public/html/). Motif enrichment within differentially accessible 

peaks was computed by using CIS-BP motif matches from motifmatchr and calculating the 

significance of the enrichments with a hypergeometic test in R. Transcription factor footprinting 

was performed via the ChrAccR package in R using genome-wide occurrences of motifs. 

Global, genome-wide activity was measured using the chromVAR package in R where the raw 

counts within ATAC-Seq peaks an CIS-BP motif matches within these peaks (determed with 

motifmatchr) were used as inputs. GC bias-corrected deviations were then computed using the 

chromVAR “deviations” function.  

 

4.4.6 Hematopoietic colony assay 

Analysis of hematopoietic colony potential was performed by plating 1,000 gene edited CD34+ 

cord blood cells into methylcellulose media (MethoCult SF H4636, Stem Cell Technologies) and 

cultured on 3.5cm dishes in a humidified chamber at 20% O2. Colonies consisting of erythroid 

lineages (BFU-E), myeloid lineages (granulocytes/macrophages) or mixed lineages were 

quantified blindly by an independent researcher after 14 days of culture.  

 

4.4.7 CRISPR/Cas9 knockouts in CD34+ umbilical cord blood 

Genetic knockouts of select genes were generated in primary hematopoietic stem and 

progenitor cells (HSPCs) via nucleofection of CRISPR/Cas9 ribonucleoproteins (RNPs). Two 

independent knockouts were generated for each gene using separate gRNAs and knockouts 

were replicated across two different donor pools of human umbilical cord blood. First, CD34+ 
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umbilical cord blood cells (AllCells) were thawed from liquid nitrogen storage via dropwise 

addition of RPMI 1640 + 10% FBS. Cells were centrifuged at 200g for 8 minutes and 

subsequently washed with FACS buffer (PBS + 2% FBS). Cells were cultured for 48 hours prior 

to nucleofection at a density of 250,000 cells/mL in SFEM II media (StemCell Technologies, 

09605) supplemented with 100 ng/mL SCF, TPO, FLT3L, and IL-6 (Peprotech) within a 5% O2, 

5% CO2, 37C incubator. Next, the top two protospacer sequences for each desired gene were 

selected from the Brunello genome-wide knockout library (Broad Institute) based on the Rule 

Set 2 score. A control gRNA targeting the AAVS1 locus was designed in Benchling. All gRNA 

sequences were synthesized by IDT as an Alt-R CRISPR/Cas9 sgRNA. RNPs were complexed 

by incubating 105 pmol of Cas9 protein (IDT, 1081058) with 125 pmol of sgRNA in a 5 uL total 

volume for 10 minutes at room temperature. CD34+ cord blood HSPCs were washed with 

FACS buffer and 125,000 cells were resuspended in 20 uL of P3 Primary Cell Nucleofection 

Solution (Lonza, V4XP-3032) per nucleofection. RNPs were nucleofected into HSPCs with 3.85 

uM electroporation enhancer (IDT, 1075915) using a 16-reaction nucleovette and pulse code 

DZ-100 on a Lonza 4D-Nucleofector. Cells were cultured for 36-48 hours at 5% O2, 5% CO2 in 

96-well U-bottom plates (Corning, 351177) then subsequently harvested for genomic DNA 

extraction and initiation of in vitro differentiation assays.  

 

4.4.8 Quantification of indel frequencies 

Genomic DNA was extracted from at least 50,000 cells using a custom extraction buffer (1 mM 

CaCl2, 3 mM MgCl2, 1 mM EDTA, 10 mM Tris-HCl, 1% Triton X-100, and 0.2 mg/ml Proteinase 

K) and then subjected to the following thermal program: 65C for 10 minutes then 95C for 15 

minutes. gRNA-targeted genomic loci were PCR dialed-out from genomic DNA using NEBNext 

High Fidelity Master Mix (NEB, M0541S) and primers that flank ~200 bps of the expected Cas9 

cut site. PCR amplicons were gel extracted from a 2% agarose gel and submitted for Sanger 

Sequencing using forward and reverse PCR primers. Indel frequencies for each gRNA were 
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quantified using TIDE analysis (http://tide.nki.nl) where the reference nucleotide sequence was 

derived from a mock-nucleofected control. The proportion of frameshifting indels was then 

determined from the total TIDE indel frequency estimates.  

 

4.4.9 In vitro T cell differentiation  

Umbilical cord blood HSPCs or iPSC-derived cells were differentiated to T cells using the 

StemSpan T cell Generation Kit (Stem Cell Technologies, 09940) per the manufacturer's 

instructions with n=3 replicate differentiations per gRNA in 24-well plates. After 14 days of 

differentiation, cells were collected and 50,000 cells/sample were replated into new 24-well 

plates for continued differentiation.  

 

4.4.10 Molecular cloning  

Plasmid vectors were designed in Benchling and generated via Gibson Assembly. The wildtype 

KDM2B ORF was amplified from a whole transcriptome amplification cDNA library using specific 

primers and cloned with a P2A-mNeon translation reporter into a custom dox-inducible vector. 

NEB Stable Competent E. coli (NEB cat #C3040H) were transformed with the Gibson Assembly 

reaction and grown overnight at 30C on agar plates with 50 mg/ml carbenicillin. Individual 

colonies were picked for liquid culture in LB media supplemented with ampicillin and plasmid 

DNA was subsequently isolated using a QIAGEN Plasmid Plus Midi Kit with endotoxin removal. 

Plasmid sequences were fully verified by Sanger sequencing (Genewiz, Inc).   

 

4.4.11 Lentivirus production 

HEK293FT cells were seeded into 15-cm plates or multi-well plates at a density of 100,000 

cells/cm2. After 20 hours, cells were transfected with pMD2.G (Addgene #12259), psPAX2 

(Addgene #12260), and a lentiviral transfer plasmid (2:3:4 ratio by mass) using Lipofectamine 

3000 (Thermo Fisher L3000015). Media was exchanged after 4 hours and supplemented with 2 
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mM caffeine 20 hours post-transfection to increase viral titer. Viral supernatant was harvested 

48 hours after transfection and filtered through 0.45 μm PVDF filters (Millipore SLHVR04NL). 

 

4.4.12 Zebrafish whole mount in situ hybridization 

Embryos were fixed in 4% paraformaldehyde overnight at 4°C, and processed with established 

protocols and published probes for runx1, cmyb and rag1!
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4.4.13 Zebrafish mRNA injections 

5’ capped kdm2bb mRNA was synthesized from commercially available plasmid constructs 

(Horizon Discovery) using the mMessage mMachine SP6 Kit (Invitrogen) and injected at the 1-

cell embryo stage at a concentration of 300 ng/µl. Injected embryos were stage-matched to 

control siblings. 

 

4.4.14 Zebrafish embryo dissociation and flow cytometry 

Pools of embryos/larvae were dissociated by Liberase (Sigma) in a 34°C circulating water bath 

and resuspended in 1X PBS/1mM EDTA. FACS was performed on LSRFortessa (BD) with 5 

fish per replicate. Prior to analysis, cells were labeled with 5nM SYTOX Red dead cell stain 
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(Thermo Fisher Scientific), as described (Cortes et al., 2016). Data analyzed using FlowJo X 

Software.  
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5 Conclusions & Future Directions  

 

In this thesis, I describe novel molecular tools and biological insights that collectively advance 

our understanding of dynamic cellular processes. This body of work spans multiple layers of 

gene regulation that converge on transcription with the goal of studying, measuring and 

directing hematopoietic cell fate decisions. In particular, we investigate enhancers and 

chromatin modifiers contributing to the transcriptional regulatory networks governing 

hematopoietic differentiation and specification. We further extend our ability to understand 

dynamic cellular processes by engineering a synthetic RNA export system in mammalian cells 

to measure temporal transcriptional changes within living cells. Collectively, this thesis provides 

evidence that 1) the modulation of chromatin machinery instructs lymphoid fates during 

hematopoietic differentiation and development, 2) retroviral machinery can be repurposed to 

enable live-cell readouts of cellular transcriptomes, and 3) the derepression of TEs during 

lymphoid differentiation highlights their involvement within NK cell lineage choice. While these 

observations and novel technologies have the potential to influence current practice, there are 

several additional avenues for future interrogation and research that may further their biological 

and therapeutic reach.  

 

5.1. Future Directions 

5.1.1 iPSC derived NK cells for adoptive cell therapy 

In Chapter 2, we arrived at the surprising finding that TE derepression enacted by knocking out 

regulators of heterochromatin formation lead to the acquisition of NK cells within B and T cell 

supportive differentiation conditions. We then further characterized the NK cells derived from 

EHMT1 or TRIM28 knockout HSPCs and identified distinct molecular and phenotypic properties 

despite sharing a core NK signature. Many efforts are emerging for developing and engineering 
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NK cell-based cancer immunotherapies. However, there are challenges to overcome, such as 

clinical-grade ex vivo expansion, limited in vivo persistence and sub-optimal infiltration to solid 

tumors. iPSCs represent an amenable platform to install genetic modification to endow NK cells 

with new functionality or augment their activity, as well provide scalable production of targeted 

cell populations257–264. Thus, the modulation of EHMT1 or TRIM28 during iPS differentiation 

could be a logical application of the insights derived in Chapter 2 to endow iPS-derived NK cells 

with distinct effector functions. The impact of small molecule inhibitors of EHMT1/2 can be 

assessed during specific differentiation windows and/or TRIM28 degron iPSCs can be 

engineered to tunably and selectively modulate TRIM28 during differentiation. Notably, knockout 

of EHMT1 produced 3-fold more NK cells than the AAVS1 gRNA control, which could aid in 

enhancing in vitro production of iPS-NK cells. Furthermore, a higher proportion of CD16+ NK 

cells were derived by knockout of EHMT1, which reflects a more mature, peripheral blood-like 

state. Conversely, TRIM28 knockout NK cells were more potent IFN-γ producers, which can 

further augment the inherent ability of NK cells to produce interferons upon stimulation. This 

property may be of particular therapeutic interest in light of a recent study demonstrating loss of 

IFNγR signaling in solid tumors as a mechanism of resistance to CAR-based 

immunotherapies265. Finally, our observation that knockout of TRIM28 results in elevated IFN-γ 

production raises interesting questions about the mechanism of epigenetic “priming” therapies 

to induce viral mimicry in cancers. Studies have demonstrated that TE derepression in solid or 

liquid tumors results in the production of ERV proteins that stimulate adaptive immune 

responses. It would be interesting to determine if the chromatin inhibitors used in these studies 

are also acting on NK cells to derepress TEs and enhance their inflammatory signaling to 

contribute to the anti-tumor effect.  
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5.1.2. Single cell resolution and multimodal readouts of self-reporting  

A fundamental goal in molecular and stem cell biology is to understand how a cell’s starting 

state (genetic, phenotypic and/or environmental) influences its phenotypic response to stimuli. 

Cellular heterogeneity in various contexts has been well documented, where seemingly similar 

cells can behave differently over time 266–270. A challenge with trying to understand molecular 

determinants of cellular behavior is that most genome-wide profiling methods destroy the cell, 

which precludes follow-up experiments on the same cells. Recently, attempts to non-

destructively measure transcriptomes from individual, living cells over time employ specialized 

hardware to extract cytoplasmic aliquots of mRNAs271. While this approach represents a 

technological advance, a limitation is the low throughput of cells that can be profiled, which 

hinders its utility depending on the rarity of the phenomena amongst single cells that one is 

intending to measure. A core advantage of self-reporting is that the technology is genetically 

encodable, and thus, allows for scalable throughput across a population of cells (Chapter 3). 

However, further technology development will be necessary to achieve single cell resolution. In 

this thesis, we demonstrate that the incorporation of different epitope tags into the VSV-G 

envelope protein enables multiplexing of different conditions within bulk cultures. An extension 

of this approach would be to utilize nucleic acid barcodes that are expressed within cells and get 

packaged in VLPs along with mRNAs. Optimization and refinement of droplet-based mRNA 

sequencing assays may allow the isolation of VLPs and profiling of the VLP-derived mRNAs to 

obtain single cell (or lineage) resolution. Repeated sampling on the same population of self-

reporting cells may enable the reconstruction of lineage-level transcriptional trajectories.  

 

5.1.3. Modulation of TEs during in vitro hematopoietic development   

The temporal dissection of chromatin and transcriptional landscapes during endothelial-to-

hematopoietic transition from iPSCs (Chapter 4) revealed several additional findings that could 

warrant further investigation. In particular, inflammatory signatures, such as type I interferons, 
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were transcriptionally attenuated and inaccessible by ATAC-Seq in iPSC-derived hematopoietic 

progenitors compared to umbilical cord blood hematopoietic progenitors. The up-regulation of 

interferon genes have also been observed during HSC maturation in vivo following emergence 

from hemogenic endothelium89. Furthermore, several studies have highlighted the importance of 

basal inflammatory levels in regulating hematopoietic development, particularly interferon 

signaling across zebrafish and mouse models 91,93,95,97,99. Recently, TE-derived RNAs were 

discovered to be activators of RIG-I-like receptors during embryonic hematopoiesis, which 

ultimately induce inflammatory signals necessary for hematopoietic stem and progenitor cell 

generation. In this thesis, we provide evidence for upregulation of type I interferon genes and 

corresponding enhancement of IFN-γ production within TRIM28 knockout NK cells (Chapter 2). 

Thus, similar chemical/genetic approaches which we employed to modulate regulators of 

heterochromatin could be applied transiently during hematopoietic specification from iPS cells to 

determine if 1) modulation of heterochromatin results in TE derepression and corresponding 

upregulation of inflammatory signaling, and 2) whether such modulations generate cells that are 

molecularly and phenotypically more similar to umbilical cord blood hematopoietic progenitors.  

 

5.2. Conclusions 

This dissertation spans multiple levels of gene regulation to collectively advance our 

understanding of dynamic cellular processes. We interrogated the role of TEs within human 

hematopoiesis identifying unique contributions to the regulatory wiring of lymphoid cells and 

their dynamic contributions to NK cell development. Furthermore, we repurposed retroviral 

machinery to create a live-cell reporter of transcriptional states and enable the measurement of 

transcriptional trajectories over time. Finally, we identify novel regulators of lymphoid fate by 

dissecting the molecular transitions underlying hematopoietic specification from iPSCs. The 

application and further investigation of insights derived from this thesis may enable new 

therapeutic opportunities for the treatment of hematological disease and cancer.   
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Appendix A: Inducible CRISPR-interference to study coding and non-

coding elements during pluripotent stem cell differentiation 

Authors: Mohamad Ali Najia, Trevor Bingham, Ran Jing, Thorsten Schlaeger, George Q. Daley 

Contributions: M.N. designed and conceived the study; M.N. performed all experiments with 

assistance from T.B. and R.J; M.N. wrote the manuscript with input from all authors. T.S. and 

G.Q.D. supervised the research and provided funding. 

 

 

A.1 INTRODUCTION 

Induced pluripotent stem (iPS) cells are ideal sources to derive somatic cells for allogeneic cell 

therapies, in addition to serving as convenient in vitro models to study disease, development 

and differentiation. The differentiation of iPS cells consists of multiple highly orchestrated steps, 

temporally controlled by networks of transcription factors (TFs). TFs bind to cis-regulatory 

elements and recruit transcriptional machinery to modulate gene expression and establish 

lineage- and cell type-specific gene regulatory networks. In a developmental context, knockout-

based approaches to perturb genes or cis-regulatory elements can often cloud scientific 

interpertations of a factor’s role during differentiation due to pleiotropic or embryonic lethal 

phenotypes. Thus, the precise temporal control of gene expression is necessary to guide 

differentiation to desired cell types, and genetic tools to selectively manipulate regulatory 

elements are needed to understand the molecular circuitry that governs differentiation.  

CRISPR-interference (CRISPRi), a catalytically dead Cas9 fused to a transcriptional 

repressor domain, has emerged as a facile and programmable molecular tool to selectively 

repress genomic loci101. When complexed with a gRNA targeting a desired locus, CRISPRi 

leads to the recruitment of repressive chromatin modifying machinery that results in 

transcriptional knockdown at promoters103,105 or altered chromatin state at cis-regulatory 
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elements107,109. CRISPRi avoids the introduction of double-stranded DNA breaks, which enables 

reversible repression and temporal, titratable control over gene expression or cis-regulatory 

elements111,113. Furthermore, in contrast to a diversity of editing outcomes from catalytically 

active Cas9, CRISPRi generally confers a more homogeneous loss-of-function across a 

population of cells115. These distinct advantages enable CRISPRi to be an ideal approach to 

dissect the regulatory logic governing the differentiation of iPS cells to desired somatic cells.  

In this work, we engineered iPS cells with CRISPRi machinery under the inducible 

control of a doxycycline-responsive promoter in order to study the role of individual cis-

regulatory elements and genes during hematopoietic development. We demonstrate robust 

CRISPRi-mediated repression within iPS cells, as well as during embryoid body (EB) based 

differentiation. We further demonstrate that CRISPRi can be utilized during specific 

developmental windows, such as endothelial-to-hematopoietic transition (EHT) to dissect the 

temporal requirements and cell type-specific manifestations of individual enhancers to mediate 

the generation of hematopoietic progenitors. The inducible CRISPRi iPS cells generated in this 

study serve as a broadly enabling platform for basic science discovery and translational 

endeavors to generate desired somatic cell types.    

 

A.2 RESULTS 

To enable modular CRISPRi applications in iPS cells, we first generated clonal iPS cells with 

robust, inducible expression of the CRISPRi machinery. gRNA expression vectors can then be 

introduced into this established cell line to enable programmable repression. We constructed a 

piggyBac transposon expression vector to drive expression of a dCas9-KRAB transgene under 

the control of a dox-inducible promoter (Figure A.1A). This approach will enable long-term 

expression within iPS cells and limit transgene silencing that can result from lentiviral vectors. 

We utilized an mCherry translation reporter in order to determine cells by flow cytometry or 

microscopy that induce the CRISPRi machinery upon dox treatment. Following piggyBac 
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transposition and single cell cloning, we identified a karyotypically normal iPS clone (Figure 

A.1B) that resulted in rapid and homogeneous induction of dCas9-KRAB within 24 hours of dox 

administration (Figure A.1C) and negligible transcriptional leakiness in the absence of dox  

 

Figure A.1. Inducible CRISPR-interference in iPS cells 
(A) Construct maps of the dox-inducible dCas9-KRAB piggyBac expression vector (top) and gRNA lentivirus 
expression vector (bottom).  
(B) Karyotype of the clonal iPS line containing an integrated dCas9-KRAB piggyBac vector from (A).  
(C) mCherry flow cytometry and (D) qPCR on the dCas9-KRAB transgene following 24 hours of dox treatment (1 
ug/mL). Error bars represent standard deviation across n=3 replicates.   
(E) Relaxation kinetics of dCas9-KRAB expression following withdrawal of dox assayed by flow cytometry for 
mCherry. Error bars represent standard deviation across n=3 replicates.   
(F) Brightfield and GFP microscopy of inducible dCas9-KRAB iPS cells infected with CROPseq vectors.  
(G) Flow cytometry for mNeon and mCherry following 5 days of dox treatment on CRISPRi iPS cells expressing 
OCT4 gRNAs.  
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(H) Validation of CRISPRi-mediated knockdown in iPS cells following lentiviral infection of gRNA vectors targeting 
the TSS of OCT4 and five days of dox treatment (1 ug/mL). Relative expression of OCT4 was normalized against 
ACTB using the 2^(–ΔΔCT) method.  
 

(Figure A.1D). The expression of the dCas9-KRAB transgene returned to baseline within five 

days following dox removal (Figure A.1E), demonstrating tunable induction and relaxation of  

 

 

Figure A.2. Activity of CRISPRi machinery during iPS cell differentiation  
(A) CRISPRi machinery is inducible during embryoid body differentiation evidenced by mCherry microscopy (left) 
and specifically within iPS-derived CD34+ cells by flow cytometry (right) following a 24-hour dox pulse.  
(B) Flow cytometry time-course of mCherry expression during EHT demonstrating CRISPRi iPS cells retain 
hematopoietic differentiation capacity and can robustly induce expression of dCas9-KRAB during EHT. 
 

the CRISPRi machinery. To validate CRISPRi-mediated repression, we first designed gRNAs 

targeting the transcriptional start site of pluripotency transcription factor, OCT4 and cloned them 

into a CROPseq gRNA expression vector (Table S1, Figure A.1A). We then infected the 

inducible dCas9-KRAB iPS line with the CROPseq gRNA vectors (Figure A.1F) and 

administration of dox resulted in robust transcriptional knockdown of OCT4 (Figure A.1-H). 

Next, we characterized CRISPRi repression during specific time windows of iPS cell 

differentiation. We performed EB-based differentiation to derive hemogenic endothelium 116,119. 

Administration of dox to EBs in a 24 hour pulse was sufficient to induce a majority of cells within 

the aggregates (Figure A.2A). We then isolated the CD34+ fraction of cells after 8 days of 

differentiation and plated them in a monolayer culture to undergo EHT. Sustained administration 

of dox during EHT resulted in ~95% of cells to induce dCas9-KRAB over 8 days (Figure A.2B). 
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These results are supportive of the long-term expression that can be achieved with our 

piggyBac expression vector and indicate induction of CRISPRi machinery is robust within iPS-

derived cells following several weeks of differentiation. We then examined the application of 

inducible CRISPRi to interrogate the function of cis-regulatory factors during specific temporal  

 

Figure A.3. CRISPRi interrogates cis-regulatory elements during endothelial-to-hematopoietic transition 
(A) Schematic of the human RUNX1 locus. Triangles note gRNAs targeting the P1 and P2 promoters as well as 
the +24kb enhancer in order to validate CRISPR-interference at cis-regulatory elements and TSSs during EHT.  
(B) Microscopy of inducible CRISPRi iPS cells expressing RUNX1-targeting gRNAs during EB-based 
hematopoietic differentiation.  
(C) Representative microscopy and (D) flow cytometry of mNeon and mCherry expression from iPS-derived CD34s 
on d8+3 of EHT  targeting RUNX1 regulatory elements. Endothelial and hematopoietic cells efficiently express 
mNeon (+90%) and at 0.5 ug/mL of dox treatment approximately half the cells induce expression of dCas9-KRAB 
(mCherry).  
(E) Quantification of the proportion of mCherry+mNeon+ cells on d8+3 of EHT expressing +24kb enhancer gRNAs 
(n=4), P1 promoter gRNAs (n=2) and P2 promoter gRNAs (n=2).  
(F) Proportion of CD45+ cells on d8+8 of EHT measured by flow cytometry for various reporter subpopulations. 
Each dot represents a distinct gRNA and error bars reflect one standard deviation. n=3 differentiation replicates. 
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windows. As a positive control, we focused on cis-regulatory elements known to regulate the 

expression RUNX1, a critical transcription factor required for hematopoietic commitment from 

hemogenic endothelium 121,123,125. The human RUNX1 gene is expressed from two distinct 

promoters and is regulated by an intronic enhancer located 24 kb from the P1 promoter 127. We 

designed gRNAs targeting each of these RUNX1 regulatory elements (Figure A.3A, Table S1) 

and expressed them within our inducible CRISPRi iPS cells (Figure A.3B). We then generated 

EBs for each of the gRNA lines and differentiated them to hemogenic endothelium (Figure 

A.3B). We then isolated CD34+ hemogenic endothelium and plated the cells as a monolayer to 

undergo EHT. We administered a suboptimal dose of dox such that half the cells induced the 

CRISPRi machinery (Figure A.3C-E). This allowed us to compare induced and uninduced 

fractions within a gRNA condition and to control for variability observed between differentiation 

conditions. By flow cytometry, we could identify the mCherry+mNeon+ fraction of cells, 

indicative of CRISPRi induction and the mCherry-mNeon+ fraction which is uninduced. 

Consistent with the critical role of RUNX1 during EHT, we observed that gRNAs targeting 

RUNX1 regulatory elements resulted in a significant attenuation in the emergence of CD45+ 

hematopoietic cells (Figure A.3F). These data overall demonstrate the applicability of CRISPRi 

to selectively and tunably modulate cis-regulatory elements and genes during desired temporal 

windows of iPS cell differentiation.  

 

A.3 DISCUSSION 

In this work, we establish an inducible CRISPRi iPS line and demonstrate its utility to modulate 

cis-regulatory elements and genes during hematopoietic development. This in vitro platform can 

be useful to understand the genetic circuitry that governs differentiation to cell types of interest 

and to facilitate the production of therapeutically relevant cell types from iPS cells. Indeed, this 

same CRISPRi iPS line has recently been employed to tunably knockdown EZH1 to enhance 
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the generation of adult-like T cells from iPS cells 129, as well as to understand the function of 

various transcriptional regulators during hematopoietic development 130. Given the performance 

of this inducible CRISPRi system, we believe that it could be a powerful platform to perform 

large-scale pooled genetic screens during hematopoietic development. Current experimental 

approaches to understand hematopoietic development rely on mouse or zebrafish models 

where it is experimentally tractable to modulate only a handful of variables at a time. However, 

the versatility and scale of iPS cells coupled with the power of CRISPRi approaches 

theoretically enables the systematic interrogation of thousands of genes or elements within a 

single experiment. Furthermore, a significant translational goal in the hematopoiesis field is to 

generate engraftable hematopoietic stem cells (HSCs) from iPS cells. Large-scale knockdown 

screens with CRISPRi and coupled transcriptional readouts (e.g. Perturb-Seq 132,134,136) could be 

informative to identify genes that induce an HSC-like transcriptional state from iPS cells and/or 

result in engraftment within NSG mice. Further refinements of this inducible CRISPRi iPS 

system could implement improved repressor domains, such as a ZIM3-derived KRAB domain 

that was recently identified 138. Finally, we can build on the current power of CRISPRi for 

developmental screens by combining orthogonal dCas9-effectors to modulate combinations of 

genes simultaneously and for synergistic knockdown and activation of genes to direct cell fate 

toward desired lineages.  
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A.4 METHODS 

A.4.1 Molecular cloning of CRISPR vectors  

All CRISPR plasmids were designed in Benchling and cloned via Gibson Assembly. In brief, 

dox-inducible Cas9 or dCas9-KRAB vectors were designed by modifying the pB-rtTA vector 

(Addgene #126034). The UbC promoter in pB-rtTA was swapped for an EF1a promoter derived 

from CROPseq-Guide-Puro (Addgene #86708). A dCas9-KRAB-2A-mCherry transgene was 

derived from pHR-SFFV-KRAB-dCas9-P2A-mCherry (Addgene #60954) 103 and inserted 

upstream of the EF1a promoter with a TRE promoter. The resulting plasmid was termed PB03-

NDi-dCas9-KRAB. A CROPseq vector (Addgene #86708) 140 for gRNA expression was modified 

by swapping the puromycin gene for a polycistronic mNeon-P2A-zeoR gene. The gRNA scaffold 

sequence was also swapped for an optimized sequence reported by 142 and the new plasmid 

was termed CROPseq-Zeo-GFP. NEB Stable Competent E. coli (NEB cat #C3040H) were 

transformed with the Gibson Assembly reaction and grown overnight at 30C on agar plates with 

50 mg/mL carbenicillin. Individual colonies were picked for liquid culture in LB media 

supplemented with ampicillin and plasmid DNA was subsequently isolated using a QIAGEN 

Plasmid Plus Midi Kit with endotoxin removal. Plasmid sequences were fully verified by Sanger 

sequencing (Genewiz, Inc). 

 

A.4.2 Maintenance of human pluripotent stem cells  

Human iPS cells (1175.2 line, Boston Children’s Hospital) were propagated on tissue culture-

treated plates coated with Matrigel (Corning) and cultured in StemFlex medium (ThermoFisher). 

iPS cells were propagated upon 70% confluency using ReleSR (Stem Cell Technologies), 

unless otherwise stated.  
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A.4.3 Construction of inducible CRISPR iPS cells 

iPS cells were engineered to express dox-inducible CRISPR vectors through piggyBac 

transposition. First, 1157.2 iPS cells were nucleofected (800,000 cells/reaction) with 2.5 µg of 

piggyBac transposase plasmid (SBI cat. no. PB200A-1) and 10 µg of transposon plasmid using 

Lonza Cell Line Nucleofector Kit V (cat. no. VCA-1003) with program B-016 on an Amaxa IIb 

Nucleofector. Nucleofected cells were cultured on matrigel-coated 6-well plates in StemFlex 

media supplemented with 1 µM Y-27632 (Stem Cell Technologies). Following five days of 

culture, iPS cells were exposed to 1 µg/mL of doxycycline hyclate (Sigma cat. no. D9891-1G) 

for 48 hours. mCherry+ iPS cells were single cell sorted using a Sony MA900 FACS into 

matrigel-coated 96-well plates containing conditioned media. Clones were prioritized for 

continued expansion and characterization based on stable growth rates, lack of mCherry 

expression following dox removal, and rapid, robust mCherry expression following reinduction 

with dox. Prioritized clones were submitted for karyotypic analyses (Cell Line Genetics), where 

20 metaphases were analyzed using G-band karyotyping. Karyotypically normal clones were 

additionally characterized with knockdown/knockout assays, and verified to undergo 

hematopoietic differentiation and EHT. Validated iPS cell clones expressing either the dCas9-

KRAB or Cas9 cassettes were scaled-up, banked, and used for all subsequent 

knockdown/knockout experiments.  

 

A.4.4 Cloning and infection of gRNA expression vectors  

gRNA sequences targeting the transcriptional start site of desired genes for CRISPRi-mediated 

knockdown were pulled from the Dolcetto Set A library (Broad Institute, Addgene #92385). 

gRNAs targeting non-coding elements, such as transcriptional enhancers and cis-regulatory 

elements, were designed in Benchling. gRNA target sequences and their reverse complement 

sequence were ordered as oligos (Integrated DNA Technologies), phosphorylated and 

annealed. The annealed oligos were cloned into the CROPseq-Zeo-GFP vector via Golden 
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Gate Assembly with Esp3I (Fisher Scientific) and T7 ligase (Epizyme). Lentivirus was produced 

for each gRNA expression vector by transfection of pMD2.G (Addgene #12259), psPAX2 

(Addgene #12260), and the transfer plasmid (2:3:4 ratio by mass, 3 µg total) into HEK293FT 

cells using Lipofectamine 3000 (Thermo Fisher L3000015). Viral supernatants were harvested 

48 hours after plasmid transfection and filtered through 0.45 μm PVDF filters (Millipore 

SLHVR04NL). Inducible dCas9-KRAB iPS cells were signularized with TrypLE (Gibco), plated 

on a matrigel-coated 6-well plate (160,000 cells/well), and then infected with individual 

CROPseq lentiviruses (MOI=0.25) with 8 μg/mL polybrene and 1 μM Y-27632 (Stem Cell 

Technologies). The following day, iPS cells were selected with 200 μg/mL zeocin (ThermoFisher 

R25001) for 24 hours. All iPS cells were mNeon+ following zeocin selection. iPS cells were then 

expanded as colonies, banked and then used for downstream differentiation experiments.   

 

A.4.5 Flow cytometry 

Cells were stained with antibodies and a viability dye (DAPI or propidium iodide) at room 

temperature for 20 minutes in the dark for flow cytometric profiling, followed by a wash step with 

FACS buffer (PBS + 2% FBS). Data was collected on a Sony MA900 and analyzed using 

FlowJo. Antibodies for flow cytometry were used at 1:100 dilution, unless otherwise stated.  

 

A.4.6 CRISPR-interference assay  

Inducible CRISPRi iPS cells expressing gRNAs were singularized with TrypLE and 50,000 cells 

were plated per well in matrigel-coated 24-well plates with 1 μM Y-27632. The following day, the 

StemFlex media was replaced to remove Y-27632 and dCas9-KRAB expression was induced 

with 1 ug/mL doxycycline supplemented to the media. Cells were harvested daily over the next 

five days through single cell dissociation. Total RNA was extracted from cells using an RNeasy 

Kit (Qiagen, 74106) per the manufacturer’s instructions. cDNA was synthesized using 500 ng of 

purified RNA with a iScript cDNA Synthesis kit (Bio-Rad, 1708891). RT-qPCR was performed to 
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determine transcriptional knockdown of target genes using Kapa High Fidelity 2X ReadyMix, 

SYBR Green and Rox as a reference dye. RT-qPCR was also performed for ACTB as a 

housekeeping control gene. Relative expression of the gene of interest was normalized against 

ACTB using the difference in threshold-cycle (CT) values between the gene of interest and 

ACTB control by the 2–ΔΔCT method 144.  

 

A.4.7 Differentiation of human iPS to hemogenic endothelium 

Human iPS cells were cultured on irradiated mouse embryonic fibroblasts (Gibco) for one 

passage prior to the initiation of embryoid body differentiation. The CD34+ hemogenic 

endothelium was adapted from 116,119,146. Briefly, iPS colonies were detached with Collagenase 

IV (Gibco) for 10 minutes at 37C and seeded into ultra-low attachment 10cm dishes (Corning) to 

form EBs in SFD media, supplemented with GlutaMAX (ThermoFisher), ascorbic acid (1 mM), 

α-monothioglycerol (400 µM), holo-transferrin (150 µg/mL), and BMP-4 (10 ng/uL). bFGF (5 

ng/uL) was added to the EB cultures following 24 hours. The media was completely changed 

following an additional 18 hours to day 0 containing media, supplemented with bFGF (5 ng/mL), 

CHIR99021 (3 µM) and SB431542 (6 µM). Following 30 hours, the media was completely 

changed to StemPro-34 media (Thermo Fisher Scientific), supplemented with ascorbic acid (1 

mM), holo-Transferrin (150 µg/mL), α-monothioglycerol (400 µM), bFGF (5 ng/uL), and VEGF 

(15 ng/mL). On day 6 of differentiation the media was changed to day 3 containing media 

supplemented additionally with  IL-6 (10 ng/mL), IL-11 (5 ng/mL), IGF-1 (25 ng/mL), SCF (50 

ng/mL) and EPO (2 U/mL) and then cultured until day 8. Cultures were maintained in a 5% 

CO2, 5% O2, 90% N2 environment. 

 

A.4.8 Endothelial-to-hematopoietic transition assay  

EBs were dissociated after 8 days of directed differentiation using the Embryoid Body 

Dissociation Kit (Miltenyi Biotec) according to the manufacturer’s protocol. The resulting single 
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cell suspension was stained through a 40 uM filter and then CD34+ cells were enriched with 

MACS beads (Miltenyi Biotec) according to the manufacturer’s protocol. CD34+ cells were 

plated onto Matrigel-coated 24-well plates (100,000 cells/well) and cultured at 5% O2 in 

StemPro-34 based media, supplemented with BMP4 (10 ng/mL), bFGF (5 ng/mL), IL-3 (30 

ng/mL), IL-6 (10 ng/mL), IL-11 (5 ng/mL), IGF-1 (25 ng/mL), VEGF (5 ng/mL), SCF (100 ng/mL), 

TPO (30 ng/mL), FLT-3L (10 ng/mL), EPO (2 U/mL) and SHH (20 ng/mL). Unless otherwise 

stated, CD34+ hemogenic endothelium underwent EHT over the course of 7 days with regular 

half media changes every other day. Floating and/or adherent cells were collected for 

downstream functional or molecular assays.  
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A.5 SUPPLEMENTAL TABLES 

 

Table S1: gRNA sequences  

sgrna_id Target Gene Target Locus Target Sequence 

NTC NA NA CCCGATGGACTATACCGAAC 

grna_oct4_tss_a OCT4 TSS GGTGAAATGAGGGCTTGCGA 

grna_oct4_tss_b OCT4 TSS GTTCACCAGGCCCCCGGCTTG 

grna_oct4_tss_c OCT4 TSS GGGGCGCCAGTTGTGTCTCC 

grna_oct4_pe_b OCT4 Proximal enhancer GCAGACATCTAATACCACGGT 

grna_oct4_pe_c OCT4 Proximal enhancer GAGGGAGAACGGGGCCTACCG 

grna_oct4_pe_f OCT4 Proximal enhancer GCCCTGGGTGGGGAAAACCAG 

grna_oct4_de_b OCT4 Distal enhancer GTGCCGTGATGGTTCTGTCC 

grna_oct4_de_c OCT4 Distal enhancer GGTCTGCCGGAAGGTCTACA 

grna_oct4_de_e OCT4 Distal enhancer GCATGACAAAGGTGCCGTGA 

grna_runx1_p2tss_a RUNX1 P2 TSS GCGGCGCAGGGCCGGGCAGCG 

grna_runx1_p2tss_b RUNX1 P2 TSS GCGGGCGGGACGGGCGCCCCG 

grna_runx1_p2tss_c RUNX1 P2 TSS GGCAGCGTGGTGCCCTGGCT 

grna_runx1_p1tss_a RUNX1 P1 TSS GAGCCGAGTAGACTTTGCAAG 

grna_runx1_p1tss_b RUNX1 P1 TSS GTTGAGATGGGCTGTGGAAAG 

grna_runx1_p1tss_c RUNX1 P1 TSS GCTGCCAGGCTACCCAACTTG 

grna_runx1_+24e_a RUNX1 +24 Enhancer GTAGAGCGGCCCCACCCTAG 

grna_runx1_+24e_b RUNX1 +24 Enhancer GATAAACCGGCAGTTAAAGCA 
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grna_runx1_+24e_c RUNX1 +24 Enhancer GTTGCAGAAGTTCCGTCGCTG 

grna_runx1_+24e_d RUNX1 +24 Enhancer GAGCAACAGCCAGAAACGGCG 

 

Table S2: RT-qPCR primers  

Primer Name Primer Sequence 

ACTB Forward GAGGCACTCTTCCAGCCTT 

ACTB Reverse AAGGTAGTTTCGTGGATGCC 

huOCT4 Forward CGAAAGAGAAAGCGAACCAGTATCGAGAAC 

huOCT4 Reverse GCGATCAAGCAGCGACTATGCACAACG 
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