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Abstract

This thesis presents the BP-tree, an efficient concurrent key-value store based on the
B⁺-tree, that uses large leaf nodes to optimize for range-query performance without
sacrificing update speed by using large leaf nodes. B⁺-trees are a fundamental data
structure for implementing in-memory indexes in databases and storage systems. B⁺-
trees support both point operations (i.e., inserts and finds) and range operations (i.e.,
iterators and maps). There is an inherent tradeoff between point and range operations
however, since the optimal node size for point operations is much smaller than the
optimal node size for range operations. To avoid any slowdown in point operations, this
thesis introduces a novel insert-optimized array called the buffered partitioned array
(BPA) to efficiently organize data in leaf nodes.

Using the buffered partitioned array, the BP-tree overcomes the decades-old tradeoff
between point and range operations in B⁺-trees. Experiments show that on 48 hyper-
threads, the BP-tree supports slightly faster (by about 1.1×) point operations than
the best-case configuration for B⁺-trees for point operations while supporting between
1.4×–1.7× faster range operations. On workloads generated from the Yahoo! Cloud
Serving Benchmark (YCSB), the BP-tree is faster (by about 1.1×) on all point operation
workloads compared to the B⁺-tree, and slower (by about 1.15×) on the short range
operation workload compared to the B⁺-tree. Furthermore, this work extends the YCSB
to include large scan and map workloads, commonly found in database applications, and
find that the BP-tree is between 1.2×–1.4× faster than the B⁺-tree on these workloads.
This thesis contains my joint work with Helen Xu, Brian Wheatman, Manoj Marneni,
and Prashant Pandey.
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Chapter 1

Introduction

This thesis shows how to build an efficient key-value store that outperforms the traditional B$^+$-tree on range operations, while maintaining performance for point operations.

The B-tree [5] has been the fundamental access path structure in databases and storage systems for over five decades [14, 23], and the B$^+$-tree is a widely implemented variant of the B$^+$-tree in real-world applications. B-trees are an extension of self-balancing binary search trees to arbitrary fanouts (with more than two children per node). They store elements in each node in a sorted array. A B$^+$-tree is a scan-optimized variant of B-trees that stores all data records in the leaves and only pivot keys in the internal nodes. Given a cache-line size $Z$, a B$^+$-tree with $N$ elements and node size $B = \Theta(Z)$ supports the point operations insert and find in $O(\log_B(N))$ cache-line transfers in the I/O model [1]. B$^+$-trees are one of the top choices for in-memory indexing [65] due to their cache efficiency though they were initially introduced for indexing data stored on disk [5]. This thesis presents my joint work with Helen Xu, Brian Wheatman, Manoj Marneni, and Prashant Pandey in improving the performance of in-memory B$^+$-trees.

B$^+$-trees are especially popular in databases and file systems because they support logarithmic point operations (inserts and finds) and efficient range operations (range queries and scans) that read blocks of data [32, 57]. They are also extensively used as the in-memory index in many popular databases such as MongoDB [40], CouchDB [17], ScyllaDB [59], PostgreSQL [51], and SplinterDB [15].

B$^+$-trees support updates as well as member, predecessor, and successor queries in
Figure 1-1: Normalized performance compared to the fastest configuration (for each operation) in a concurrent B$^+$-tree with 48 hyperthreads. The x-axis represents the node size of the B$^+$-tree in bytes. The y-axis represents the throughput for a given configuration relative to the throughput for the best-case configuration for a given operation (1.0 is the best possible value). Note that while only node sizes of powers of 2 are plotted, we ran additional experiments on other node sizes and found no anomalies between powers and non-powers of 2 node sizes. 

A logarithmic number of cache-line transfers. In a comparison based I/O model, this number of cache-line transfers is the best possible for member queries [10]. This thesis focuses on the case where $B = \Theta(Z)$.

B$^+$-trees also support range operations that scan across the leaf level of the tree. For range queries, the B$^+$-tree requires $O(\log_B(N) + k/B)$ cache-line transfers, where $k$ is the number of elements in the range. For long range queries, the $k/B$ factor is the higher-order term, so increasing the node size improves range-query performance. The performance of point operations does not improve however and may even suffer with larger nodes. Therefore, there is an inherent tradeoff between point operations (insert and query) and range queries in the B$^+$-tree as the optimal node size is quite different for point and range operations.

As illustrated in Figure 1-1, the B$^+$-tree exhibits\footnote{Chapter 6 contains all details about the experimental setup and method.} a tradeoff between point and range operations depending on the selection of node size. Prior work showed that setting the node size much larger than the cache-line size can improve both point and range operations [13, 26]. Similarly, we found that the optimal node size for point operations was $2^{10}$ bytes in the tested B$^+$-tree. In contrast, the range-query performance improves with the node size as the nodes grow past $2^{10}$ bytes in size, but it starts to stagnate.
beyond \(2^{16}\). Large nodes improve range queries because they reduce cache misses by reading more contiguous data. As the node size grows however, insertion performance suffers because more elements are shifted around upon each insert.

**Point and range operations in key-value stores.** One of the core use cases for B\(^+\)-trees is to support key-value (KV) stores [39], a ubiquitous method of storing data as a collection of records, or key-value pairs. KV stores are used extensively in systems such as Dynamo [18], Redis [31], and Memcached [19, 48].

KV stores have traditionally been optimized and benchmarked for point operations (e.g., get and put) that underlie online transaction processing (OLTP) applications such as those in the Yahoo! Cloud Serving Benchmark (YCSB) [16]. The original YCSB workloads center around point operations such as point insertions and queries. They contain range queries, but only in a limited capacity because range operations are not as common as point operations in OLTP.

Emerging applications increasingly require both fast point and range operations (e.g., range queries and maps) in the same KV store to enable integrated support for both transactional and analytic processing [50, 55, 25]. Range queries from transactional workloads are often short (i.e., they involve only a few elements)—the default configuration in YCSB generates range queries with a maximum length of 100. In contrast, range queries from analytical workloads may be much longer and access a constant fraction of the data (e.g., 1% or 10%) [50]. Real-time analytics require fast range operations to process both real-time data and archived data as quickly as possible [9, 12, 20]. Bioinformatics applications also use range queries to investigate genomic data [24, 62, 45]. Graph analytics workloads often require quickly scanning through all the neighbors of a given source node [46].

Systems optimized for either point operations or range operations may suffer on the other type of workload. For example, prior work showed that state-of-the-art KV stores such as Cassandra [11], RAMCloud [43], and RocksDB [56] perform poorly on long range queries because they were designed for point and short queries [50, 49]. Furthermore, HBase [27] integrates support for point and range operations but has been shown to underperform on point lookups compared to other KV stores.
Overcoming the point-range tradeoff in B⁺-trees. The goal of this thesis is to overcome the inherent point-range tradeoff in B⁺-trees by making the nodes bigger to support fast range operations without compromising on point-insert performance. As shown in Figure 1-1, simply making the nodes bigger while keeping the sorted array data structure in the nodes does not solve the problem because it improves range operations at the cost of point operation throughput.

This work argues that not all nodes in a B⁺-tree need to be of the same size. Leaf nodes contain all of the data records and making them large results in higher locality and faster range scans. Internal nodes only store pivots and keeping them small results in faster updates.

Making the leaf nodes larger beyond a certain point, however, requires organizing data records inside leaf nodes to support efficient updates. As we shall see in Chapter 3, naively increasing the size of only the leaves while keeping the sorted arrays in the leaves does not solve the problem because it improves range operation throughput at the cost of point operation throughput.

To improve range operation performance while maintaining fast point operations, we introduce a new insert-optimized array-based data structure called the buffered partitioned array (BPA) that we incorporate into B⁺-tree nodes to allow them to grow in size without sacrificing point-insert throughput. The BPA is faster for inserts than a traditional array for two main reasons. First, it buffers insertions to avoid shifting elements on every insert, drawing inspiration from write-optimized data structures [22]. Second, it partitions the array into blocks and leaves empty spaces in the blocks to further avoid shifting during every insert, drawing inspiration from the Packed Memory Array (PMA) data structure [30, 7].

We use the BPA to create the BP-tree, a variant of the traditional B⁺-tree that uses the BPA in the leaves and sets the leaf size to be much larger than the internal node size. The BP-tree is optimized for long range queries that traverse multiple leaves in the B⁺-tree. It improves long range queries by avoiding pointer indirections that would have occurred with smaller leaf nodes thereby converting random reads into sequential ones. Furthermore, the insert-optimized BPA ensures that there is no impact on the perfor-
Figure 1-2: Relative speedup of the BP-tree compared to the baseline B+-tree on a series of microbenchmarks. The x-axis lists the evaluated workloads. The y-axis represents the throughput of the BP-tree relative to the throughput of the B+-tree (i.e. above 1 means the BP-tree is faster than the B+-tree).

Results summary. We implemented a concurrent BP-tree using the state-of-the-art TLX B+-tree [8] and an optimistic concurrency control scheme [33]. We use the concurrent version of the TLX B+-tree with 1024-byte nodes as the baseline because this is the best case for point operations. In fact, it speeds up the point operations in some benchmarks.

Figure 1-2 demonstrates that the BP-tree improves the performance of range iteration by up to 1.4× and range maps by up to 1.7× without giving up point operation performance when compared to the best-case configuration for point operations in a concurrent B+-tree (B=1024, from Figure 1-1). Since different use cases may require different types of range operations (iteration or maps), we include both in the evaluation. The BPA enables the BP-tree to support faster range operations with much larger leaves. Furthermore, the BP-tree is slightly faster than the baseline for both point inserts and queries (finds) even though the leaves in the BP-tree are almost 8× larger than those in the baseline.

In addition to the baseline B+-tree, Figure 1-3 compares the range and point operation performance of different node size configurations of the plain B+-tree to that of the BP-tree. This shows that while some configurations of the plain B+-tree can exceed the performance of the BP-tree in a single dimension, the BP-tree achieves higher

---

2The default configuration for the BP-tree sets $B_{\text{internal}}=1024$ bytes and $B_{\text{leaf}}=8704$ bytes.
Figure 1-3: Throughput of range iteration (maximum length of 100k) versus throughput of inserts at varying node sizes for the B$^+$-tree, compared to the BP-tree. Each point plotted represents the range-iteration and insert performance of one configuration of the B$^+$-tree or the BP-tree.

We also tested the baseline concurrent B$^+$-tree and BP-tree on default workloads from YCSB and report the results in Figure 1-4. The BP-tree achieves slightly faster performance (about 1.1×) on all point operation workloads compared to the B$^+$-tree, and slower performance (within 1.15×) on the short range operation workload compared to the B$^+$-tree. Since the BP-tree is optimized for long range queries, we created two new workloads using the YCSB generator. The first one is called workload X and contains large range iterations. The second one is called workload Y and contains large range maps. The BP-tree is about 1.2× faster on workload X and 1.4× faster on workload Y when compared to the baseline.

Types of range operations. Traditional B$^+$-trees (and most key-value stores) store elements in globally sorted order and implement range queries with ordered iteration over elements by key.

The importance of ordered iteration within a range query depends on the use case. For example, YCSB requires that the results of a range query can be iterated through
in sorted order to simulate an application example of threaded conversations. Cassandra [11] supports this type of query natively by taking as input a start key and a length (i.e., the number of consecutive following entries to scan). We refer to this operation as range iteration.

On the other hand, some applications may not necessarily need to access the keys in order. Some examples include graph-processing systems [4, 60], feature storage for machine learning [28, 37, 47], and file system metadata management [54, 57]. In contrast to Cassandra’s range query API, HBase’s range query API [27] takes as input an interval of start and end keys and scans entries with keys in the interval. We refer to this operation as range map.

We implement and evaluate both range iteration, which iterates over the requested number of keys in order, and range map, which maps over an interval of keys but not necessarily in order.

Contributions

Specifically, the thesis’ contributions are as follows:

- An empirical evaluation of the impact of the node size on various B+-tree operations in a concurrent setting.
• The design and implementation (in C++) of the buffered partitioned array (BPA), an insert-optimized data structure that reduces element moves compared to a sorted array.

• The design and implementation (in C++) of the BP-tree, a variant of the B+-tree incorporating the BPA in the leaves, which overcomes the decades-old point-range operation tradeoff in B+-trees.

• An evaluation of BP-tree compared to a traditional B+-tree on microbenchmarks and workloads from YCSB that demonstrates that BP-tree supports faster range operations without sacrificing point operation performance.

Map. The rest of the thesis is organized as follows. Chapter 2 presents necessary preliminaries about B+-trees and concurrency schemes required to understand the data structures and implementations in this thesis. Chapter 3 demonstrates the need for leaf-specific data structure design to overcome the point-range tradeoff because simply increasing the leaf size does not solve the issue. Chapter 4 describes the buffered partitioned array (BPA) data structure that we use to enable larger B+-tree leaf nodes while maintaining fast point operations. Chapter 5 shows how to incorporate the BPA into a B+-tree to create the BP-tree. Chapter 6 empirically compares the BP-tree with a baseline B+-tree on a suite of microbenchmarks and on workloads from YCSB. Chapter 7 surveys related work, and Chapter 8 provides concluding remarks.
Chapter 2

Background

This chapter provides necessary background to understand the data structure improvements in this thesis. First, we introduce the classical “Disk-Access Machine (DAM) model” and a refinement to the DAM model called the “affine model” [6]. We use the DAM model to measure the cost of B\(^+\)-tree operations, and in Chapter 5, use the affine model to explain the empirical differences between data structures. Next, we review details about B\(^+\)-trees and their operations, which we will build on in the BP-tree. Finally, we describe the concurrency control mechanism in the concurrent B\(^+\)-tree that we use as a baseline and as a starting point for the BP-tree implementation.

Memory models

The *Disk-Access Machine (DAM) model* [1] captures algorithm cost in hierarchical memory by taking into account non-uniform access times in different levels of memory. It models two levels of memory: a small fixed-size cache and an unbounded-size slow memory. Any data must first be in the cache before it processed. Data is transferred between the two levels in cache lines of size \( Z \). An algorithm’s cost is measured in cache-line transfers.

The *affine model* [6, 3, 58] refines the DAM model to explicitly account for the cost of random vs contiguous memory access. In the affine model, an I/O of \( x \) words has cost \( 1 + \alpha x \), where \( \alpha \ll 1 \) is a hardware parameter. The 1 represents the normalized setup
cost of doing an indirection (or seek, on disk) and $\alpha$ is the normalized bandwidth cost.

**B⁺-tree design and operations**

B⁺-trees generalize self-balancing binary trees to arbitrary fanouts to take advantage of the speed of contiguous memory access [5]. Just like binary trees, B⁺-trees store elements in sorted order. Traditionally, B⁺-trees store $B = \Theta(Z)$ elements per node in a sorted contiguous array. The height of a B⁺-tree with $N$ elements and node size $B$ is $O(\log_B(N))$.

A B⁺-tree is a scan-optimized variant of B-trees that stores all elements in the leaves and replicates some of the elements in the internal nodes. In contrast, traditional B-trees store each element exactly once (either in the internal nodes or leaves). B⁺-trees support faster scans than B-trees because they can scan over all of the elements without having to access internal nodes.

A B⁺-tree exposes the following four operations.

**insert(k, v)**

Inserts a key-value pair $(k, v)$.

**find(k)**

Returns a pointer to the element with the smallest key that is at least $k$.

**iterate_range(start, length, f)**

Applies the function $f$ to length elements in key order, starting with the element with the smallest key that is at least $start$.

**map_range(start, end, f)**

Applies the function $f$ to all elements with keys in the range $[start, end)$.

Point operations refer to insert and find. Range operations refer to iterate_range and map_range. We omit the discussion of deletes for simplicity, but they are symmetric to insertions.

We now review the asymptotic bounds for the four main operations on B⁺-tree with $N$ elements and node size $B = \Theta(Z)$. 
The B\(^+\)-tree supports the point operations \textit{insert} and \textit{find} in \(O(\log_B(N))\) cache-line transfers. To find an element in a B\(^+\)-tree, we traverse the internal nodes and follow the pivots (elements at internal nodes) to find the leaf that the target element might reside in. This procedure takes \(O(1)\) cache-line transfers at each level of the tree for a total cost of \(O(\log_B(N))\) cache-line transfers. Inserts begin with a \textit{find} for the correct leaf to insert the element into. To maintain elements in sorted order, the B\(^+\)-tree shifts elements in the array in the target leaf to make space and place the element in the correct position. If the leaf becomes full, it \textit{splits} into two leaves and the midpoint is promoted to become a pivot in the internal nodes. This promotion procedure proceeds up the tree recursively, if necessary.

The B\(^+\)-tree supports the range operations \textit{iterate_range} and \textit{map_range} in \(O(\log_B(N) + k/B)\) cache-line transfers where \(k\) is the number of elements in the range. A range operation in a B\(^+\)-tree is comprised of a \textit{find} for the smallest element with a key that is at least \textit{start}, which takes \(O(\log_B(N))\) cache-line transfers. Since the B\(^+\)-tree stores elements in sorted order, it implements both \textit{iterate_range} and \textit{map_range} with a forward scan from the starting element until the end of the range. Since there are \(\Theta(Z)\) elements in each node, this scan of \(k\) elements takes \(\Theta(k/B) = \Theta(k/Z)\) cache-line transfers.

\textbf{Concurrency control}

This section describes the optimistic concurrency control mechanism [33] used in the B\(^+\)-tree and BP-tree in this thesis to support simultaneous operations (i.e., concurrent inserts, finds, and range queries). Each internal node is locked with a read/write lock, where multiple readers are allowed to access the node concurrently if no write lock is held. Each leaf node is locked with a simple exclusive lock.

The operations below use hand-over-hand locking [29] to traverse the tree. Hand-over-hand locking is a method of grabbing successive locks which first grabs a successor lock (e.g., the lock on the child node) prior to releasing a lock on its predecessor (e.g., the lock on the parent node). We first describe concurrency mechanisms for all B\(^+\)-tree operations, then argue deadlock freedom and termination.
**Insert.** Insertions first make an optimistic descent by taking hand-over-hand read locks from the root down to the leaf, and then locking the leaf. If we are able to insert into the leaf without causing a split, then we successfully insert into the leaf and release all locks. If inserting into the leaf would cause a split, we check if the parent can handle an additional element. If the parent can handle the additional insert, the change will not propagate farther up the tree and we just need to acquire the write lock on the parent of the leaf. We first try to upgrade the current read lock on the parent to a write lock, which can only be done if no other threads hold the read lock on the parent. If the lock can be upgraded, we can complete the insert. If the parent of the leaf cannot be upgraded, since some other thread is trying to read or write the parent, we release the lock entirely and restart the insertion operation with a pessimistic second descent.

In the second descent, we take write locks from the root down to the leaf. Then we lock the leaf and the new right leaf (from the split), insert into the appropriate leaf, and propagate the midpoints back of the tree, unlocking as we go.

**Find.** Finds take read locks in a hand-over-hand fashion from the root down to the leaf, then lock the leaf and search for the key within the leaf. The lock on the leaf nodes are exclusive locks.

**Range query.** Range queries first perform a find on the start key to locate the starting leaf of the query, then take locks from left-to-right as needed in a hand-over-hand fashion starting from the leaf that resulted from the find.

**Theorem 1.** The $B^+$-tree is deadlock free.

*Proof.* To prove that the $B^+$-tree does not deadlock, let us show that the $B^+$-tree imposes a total resource ordering [41] at every given time-step. Let $V$ be the set of nodes in a $B^+$-tree. Let us order these resources, i.e. nodes $V_i$ for $i = 1, 2, \ldots, |V|$, from top-down, then left-to-right via the bijection $f : V \rightarrow [1, |V|]$ at some arbitrary time-step. We refer to $f(V_i)$ as the value of $V_i$. Let $f(V_i) < f(V_j)$ if $V_j$ is on a lower level than $V_i$, or if they are on the same level and $V_j$ is to the right of $V_i$ in order of pivots. For example, suppose $V_1$ is the root node, $V_2$ is the left-most node of the second level, $V_3$ is the next node in the second level. Then $f(V_1) < f(V_2) < f(V_3)$, and furthermore $f(V_1) = 1, f(V_2) = 2,$ and $f(V_3) = 3.
Suppose there exists \( P \) parallel processes at some arbitrary time. Each process \( p_i \) for \( i = 0,1,\ldots,P-1 \) holds a set of resources \( S_i \subseteq V \). Let us assign each process the maximum value over the resources it holds. Formally, let \( p_i \) have value \( w_i \in [0,|V|] \) such that \( w_i = 0 \) if \( |S_i| = 0 \), and \( w_i = \max(f(s)|s \in S_i) \) otherwise.

Let us now show that each process \( p_i \) only waits for resources with higher value than \( w_i \) in all operations. Finds and range queries trivially meet this condition, as all resources are acquired from top-down while searching, then left-to-right while querying.

For inserts, there are two cases: inserts that only require the optimistic descent, and inserts that require the second descent. In the optimistic descent and if the insert does not cause a split, resources are trivially acquired top-down. In the second case, some more inspection is needed when inserts would cause a split. As described prior, upon a split at the leaf, the process attempts to upgrade the lock of the leaf’s parent. While the parent does have a lower value than the leaf, the process does not wait and instead immediately fails if other threads hold a read lock on the parent. In this case, the process releases all resources and restarts from the root, again acquiring resources top-down. Lastly, splits create a new right node at the same level as the original split node, so processes maintain the left-to-right order of resource acquisition. Thus the \( B^+ \)-tree imposes a total resource ordering across all operations and does not deadlock.

\[ \square \]

**Theorem 2.** The \( B^+ \)-tree is starvation-free.

**Proof.** To prove that the \( B^+ \)-tree is starvation-free, let us show that each process will only wait for a bounded set of internal nodes that does not grow and a finite number of leaf nodes. Weak fairness of the scheduler is assumed, meaning that when an action is continuously enabled, the action will eventually be executed \([35]\). We continue to use the notation for resources and processes established in Theorem 1.

A process \( p_i \) for all \( i = 0,1,\ldots,P \) must wait in two cases at a given time-step: either the process must wait to acquire an internal node’s write lock, or the process must wait to acquire a leaf’s exclusive lock. In the first case, let \( M_i \) be the node corresponding to \( w_i \), i.e. the highest value node held by process \( p_i \). Let \( h_i \) be the height of \( M_i \) (i.e., its
distance from the leaves). For example, the leaves have height 0 and any parent of a leaf has height 1. Then the process \( p_i \) waits for at most \( h_i - 1 \) internal-node descendants of \( M_i \). As described prior, all operations acquire internal nodes in top-down order from the root. In order for other processes to acquire internal-node descendants of \( M_i \), they must first acquire \( M_i \). Thus process \( p_i \) waits for a bounded number of internal nodes and will eventually reach the leaf level.

In the second case, the process \( p_i \) is waiting for exactly one leaf node at a given time-step. The process is either waiting at the parent of the leaf or the left predecessor (in range queries). All processes at the leaf node release the lock upon either completion or failure (in the optimistic descent of inserts). All processes request finitely many leaf nodes in total. Thus given weak fairness of the scheduler, this process will terminate. \( \square \)
Chapter 3

The Point-Range Tradeoff

This chapter empirically demonstrates the tradeoff in point-range operations by varying the B⁺-tree leaf node size. We find that simply increasing the size of the leaves greatly sacrifices point insertion performance for range-operation performance. These experiments establish a need for leaf-specific data structure design in B⁺-trees beyond sorted arrays in order to enable larger leaf nodes.

Figure 3-1 and Table 3.2 report the performance of a version of the B⁺-tree that fixes the internal node size at 1024 bytes (to match that of the best-case B⁺-tree for inserts) and increases the size of the leaf nodes (starting at 1024 bytes). Although increasing the leaf node size can improve range query\(^1\) throughput by almost 4×, the B⁺-tree with the largest leaf node size we tested is almost 20× slower for inserts than the best-case B⁺-tree configuration for point insertions. The middle ground of a B⁺-tree with internal nodes of 1024 bytes and leaf nodes of 4096 bytes that improves range query throughput by about 1.5× is about 2× slower for inserts when compared to the B⁺-tree with all nodes of size 1024 bytes.

Figures 1-1 and 3-1 exhibit similar trends even though the first one varies the size of all the B⁺-tree nodes, whereas the second varies only the B⁺-tree leaf size. Since all the data records in a B⁺-tree are present in the leaves, the internal node size does not significantly affect overall performance. Internal nodes do not need a specialized data structure for inserts because the internal nodes are updated rarely (especially as the

\(^1\)The plot illustrates range iteration performance, but range map performance is similar in the B⁺-tree.
Figure 3-1: Normalized performance compared to the fastest configuration (for each operation) in a concurrent B+-tree with variable leaf size on 48 hyperthreads. The x-axis represents the leaf node size of the B+-tree in bytes. The y-axis represents the throughput for a given configuration relative to the throughput for the best-case configuration for a given operation (1.0 is the best possible value).

Table 3.2: Throughput and normalized performance of point and range operations of a B+-tree with fixed-size internal nodes but varying leaf nodes. Point operation throughput is reported in operations/s and range query throughput is reported in (expected elements processed)/s. We use N.P. to denote the normalized performance in the B+-tree compared to the best B+-tree configuration for that operation (1.0 is the best possible value).

leaf size grows). Furthermore, the leaf node size determines range-operation throughput because operations in a B+-tree perform a scan in the leaves. B+-trees with larger leaves exhibit better locality during scans and therefore achieve higher range-operation throughput. See the end of Chapter 5 for the theoretical analysis in the affine model of range scans with sequential and random I/O.

Based on the results in this chapter, we focus on designing specialized data structures for B+-tree leaves because their size and data structure choice determine the overall performance of both point and range operations. Especially, the range iteration and range map performance which is critical in numerous database and storage systems workloads.
Chapter 4

The Buffered Partition Array

This chapter describes the buffered partitioned array (BPA) data structure, which enables the BP-tree to maintain large leaf nodes without sacrificing updatability. It then describes how the buffered partitioned array supports the four operations insert, find, iterate_range, and map_range, which were presented in Chapter 2:

The main idea behind the BPA is to create a data structure for $B^+$-tree nodes that uses a larger contiguous block of memory compared to traditional $B^+$-tree node sizes to enable fast scans while maintaining fast inserts. As demonstrated in Chapter 3, simply increasing the leaf node size significantly degrades $B^+$-tree insert performance. Furthermore, the leaf node size determines overall performance because most of the writes affect only the leaves. Therefore, we design a new data structure specifically for $B^+$-tree leaves.

The BPA improves insertion throughput when compared to a sorted array by reducing data movement in two ways. First, the BPA buffers inserts to amortize data movement across operations. Next, it maintains empty spaces in the data structure in a “blocked structure” to avoid element shifting as much as possible even when the buffer becomes full. Finally, it does not maintain a global sorted order across the array. Specifically, the items inside blocks are not stored in order and that allows new inserts to be placed at the ends of blocks instead of requiring element shifts.
Structure

The BPA uses a contiguous array to store its data, but partitions that array into three sections called the “log” the “header” and the “blocks” as illustrated in Figure 4-1. It is parametrized by the following values:

- **log_size**: the maximum number of buffered inserts.
- **num_blocks**: the number of blocks in the data structure.
- **block_size**: the maximum number of elements per block.

The **log** encompasses the first log_size slots (i.e., locations [0, log_size)) and is used to buffer inserts that will later propagate to the rest of the data structure. The **header** uses the next num_blocks slots (i.e., locations [log_size, log_size + num_blocks)) to partition the rest of the data structure by range. Each slot in the header holds the minimum element (or a block marker) in the corresponding block. The elements in the header are sorted. Finally, there are num_blocks **blocks** of block_size slots each. Each block’s elements fall in the range denoted by the corresponding header element. That is, the elements in block i fall in the range denoted by the elements at positions [log_size+i, log_size+i+1). The i-th block’s elements start at position block_start = log_size+num_blocks+i×block_size. The i-th block encompasses the cells in positions [block_start, block_start + block_size). In contrast to the elements in the header, elements in the log and each individual block may not be sorted.

Just as in other buffered data structures such as the \(B^e\)-tree [22], there may be two copies of an element in a BPA: one in the log and one in the blocks. However, if the element is present in both the log and the blocks, the copy in the log must have been the one that arrived later and is therefore the one returned during queries.

Operations

**Concurrency control.** As described in Chapter 2, the optimistic concurrency control mechanism in the BP-tree uses exclusive locks on each leaf. Therefore, the operations
Insert. The BPA is an insert-optimized data structure that supports fast inserts by buffering inserts and storing elements in a contiguous array partitioned into fixed-size blocks with empty spaces. The BPA maintains the invariant that there is always at least one empty cell in the log and in each block after an insertion has been completed.

Suppose we want to insert a key-value pair \((k, v)\) into the BPA. The BPA first scans all elements in the log. If any of the elements in the log have \(k\) as their key, the BPA replaces that element with \((k, v)\) and returns. Otherwise, it appends the element to the end of the log. There are two cases after adding the new element to the log:

Case 1: There is at least one empty cell left in the log.

The insertion is complete. The first insert in Figure 4-1 illustrates appending an element at the end of the buffer.

Case 2: There are no empty cells left in the log.

To maintain the invariant that there are empty cells in the log before any insert, the BPA sorts and then flushes, or moves, the elements to the rest of the data structure based

---

**Figure 4-1**: Examples of insertions in a BPA. For simplicity, we illustrate only the keys for each element. In this example, \(\log_{\text{size}} = \text{num\_blocks} = \text{block\_size} = 4\). Upon the first insertion (of 22), there is enough space in the log to hold the new element, so the element is placed at the end of the log. The second insertion (of 27) overflows the log, so the elements from the log are sorted and the BPA determines how many are destined for each block. Since flushing the log would overflow at least one of the blocks, the BPA sorts all blocks and redistributes elements evenly amongst them.

On the BPA do not need to be thread safe because the leaf node will be locked when performing the operation in the BP-tree.
on the partitioning given in the header. If this is the first time elements are being flushed from the log (e.g., near the beginning of the lifetime of the BPA) and there are no elements yet in the header, the log is ordered and simply moved to the header. Otherwise, if there are elements in the header, the BPA first counts up how many elements are in each block and stores the result in an array called `count_per_block` that stores how many elements are currently in each block. It then determines how many new elements (excluding duplicates) are destined for each block (based on the partitioning from the header) and stores the result in an array called `new_destined_per_block`. There are two possible cases:

Case 2a: A flush would not result in any block becoming full.

Formally, for any $i=0,1,...,\text{num\_blocks}-1$, we have $\text{count\_per\_block}[i] + \text{new\_destined\_per\_block}[i] < \text{block\_size}$. In this case, each block has enough space to accommodate elements from the log while still maintaining the invariant that there is at least one empty space in each block. The BPA flushes elements from the log to a block in two steps. It first replaces any elements in the header/block with the same key as an element in the log with the newer version from the log. It then moves all other elements in the log destined for the block into that block. If there are currently elements in the block, the BPA appends any relevant elements from the log to the end of those elements. After the flush, the BPA completes the insertion by clearing the log.

Case 2b: A flush would result in at least one block becoming full.

Formally, there exists some $i=0,1,...,\text{num\_blocks}-1$ such that $\text{count\_per\_block}[i] + \text{new\_destined\_per\_block}[i] \geq \text{block\_size}$. The second insert in Figure 4-1 illustrates this case of possibly filling one of the blocks upon a flush.

If there is not enough space in at least one of the blocks to flush elements from the log, the BPA sorts each block and merges all elements (from the log, header, and blocks) into a separate array, removing duplicate keys (i.e., if there are elements with the same key in the log and the header/blocks) along the way. At the end of the merge, all elements in the data structure are stored in sorted order in the separate array. The BPA then performs a **redistribute** that chooses a new header that split elements as evenly as

---

1 The redistribute procedure is inspired by the Packed Memory Array (PMA) data structure [30, 7], but the PMA is distinct in that it may perform local redistributes that do not include all of the blocks, while the BPA only performs global redistributes of all blocks.
possible amongst the blocks.

After the redistribute, the BPA completes the insertion by clearing the log.

**Delete.** Just as in inserts, deletes in a BPA are buffered in the log and flushed to the header/blocks when there are no empty cells left in the log. Inserts and deletes use the same log, but inserts grow from the front of the log and deletes grow from the back. The BPA keeps track of how many inserts and deletes there are to determine which messages in the log are inserts/deletes.

Suppose we want to delete an element with the key $k$ from the BPA. First, we scan the deletes that are currently in the log. If a delete for key $k$ already exists, we exit because the delete will already be propagated to the rest of the BPA. If the delete did not already exist in the log, we scan the buffered inserts and remove any that have $k$ as their key. Regardless of whether a matching element was found in the log, the BPA prepends a delete message with the key $k$ (along with a filler null value if in map mode) to the end of the log. If the log is full, the BPA first flushes deletes to the header/blocks by deleting any elements with keys that match the delete messages. If the deletes affects the header or cause any of the blocks to become empty, the BPA performs a redistribute like in the insert case. If there was not a redistribute, the BPA then flushes the inserts.

**Find.** Point queries in a BPA first check the log, then the header, and then finally the blocks. If the key is found in the inserts in the log, the BPA returns that element. If the key is found in the deletes in the log, the BPA returns null. If the key is not found in the log, the BPA checks the header to see if the element is in the header. If the element is in the header, the BPA returns that element. If it is not in the header, the BPA uses the header to determine the block that the target element might possibly reside in. Finally, the BPA checks all elements in the relevant block and returns the element with the matching key, if there is one. Otherwise, it returns null because there was no element with a matching key.

**Range iteration.** Although the BPA is not globally sorted, it supports sorted iteration in a range (iterate_range) by sorting elements as necessary and then processing the elements in sorted order. Suppose the user calls the procedure iterate_range(start, length, f). As a preprocessing step, the BPA first flushes all deletes in the log to the
iterate_range(start = 7, length = 2, f)

Sort the log and first relevant block, initialize the pointers:

Advance the pointers to perform sorted iteration:

Figure 4-2: An example of a call to iterate_range in BPA. In this example, log_size = num_blocks = block_size = 4. The BPA sorts parts of the data structure as needed. To perform the ranged iteration, the BPA executes a two-finger merge through the relevant (and now sorted) parts of the BPA.

header/blocks. The BPA then sorts the remaining inserts in the log and the block that the start key would reside in. It then initializes two pointers:

- log_ptr: Initially points to the smallest element in the log that is greater than or equal to start.

- blocks_ptr: Initially points to the smallest element in the header/blocks that is greater than or equal to start.

The BPA then performs a co-iteration with the two pointers to process length elements and applies the function f to those elements while advancing the pointers as necessary. If the query is not finished but the blocks_ptr reaches the end of its current block, the BPA sorts the next block (if there is one) and moves the blocks_ptr to the start of that block. If either of the pointers reaches the end of their respective sections (the log or the blocks) and fewer than length elements have been processed, the BPA advances the remaining pointer until it reaches the correct number of elements or runs out of elements.

As an additional optimization to avoid unnecessary sorting, the BPA keeps a bit vector of length num_blocks that denotes whether the elements in each block are currently
sorted. It sorts a block during a range query if and only if the corresponding bit in the bit vector is unset. If the BPA sorts a block as part of a redistribute or sorted range query, it sets the corresponding bit. If there are elements flushed to a block during an insert, the BPA unsets the corresponding bit because the elements in the block may have become unsorted.

Figure 4-2 presents a worked example of a sorted range query.

**Range map.** The BPA also supports range maps queries of the form `map_range(start, end, f)`. The procedure for range maps is similar to the one for range iteration except that maps do not need to sort elements and perform a two-finger co-iteration. As a preprocessing step, the BPA first flushes all deletes in the log to the header/blocks. The map then scans through the inserts in the log and applies the function `f` to all elements that fall within the range. During this scan, the BPA searches for each of the elements in the log in the blocks to keep track of duplicates. After scanning through the log, the BPA scans through all blocks with elements that may fall into the range. If an element in the blocks has a newer version in the log, we skip the one in the blocks because it has already been accounted for. Otherwise, we apply the function `f` to any element in the blocks that falls into the range.
Chapter 5

The BP-tree

This chapter introduces the BP-tree, a modified version of the concurrent B+-tree described in Chapter 2 that used large leaf nodes to optimize range operation without slowing down point operations. It uses the BPA from Chapter 4 in the leaf nodes and standard sorted arrays in the internal nodes. As shown in Chapter 3, it is not necessary to replace the sorted array in every node with a BPA because all data records are in the leaf nodes and relatively few are in the internal nodes. Next, this chapter describes how to implement the B+-tree operations outlined in Chapter 2 in the BP-tree. Finally, this chapter demonstrates the benefits of the BP-tree on range operations in the affine model.

Structure

The BP-tree replaces the sorted array in the leaves of a B+-tree with the BPA. The leaf nodes in the BP-tree do not have to be the same size as the internal nodes, and often are much larger because of the specialized BPA data structure.

Traditional B+-trees keep track of exactly how many elements are in each leaf to determine when a leaf becomes too full during insertions. Since the buffered partitioned array may contain duplicates of elements due to buffering, each leaf in a BP-tree keeps track of its num_elts, or the number of elements in each leaf (including duplicates), to determine how full the leaf node is. Although the count num_elts in the BP-tree may be an overestimate of the number of elements with different keys, it is at most \( \log_{size} \)
away from the correct count.

**Operations**

**Insert.** Like inserts in the plain $B^+$-tree, inserts in the BP-tree first traverse down to the correct leaf by following the root-to-leaf path and then check if the target leaf is full (i.e., the count \texttt{num\_elts} is equal to the number of slots in the BPA).

If the leaf is not full, we call \texttt{insert} on the BPA and increment the \texttt{num\_elts} in the leaf. If the leaf is full, we first flush the log in the BPA in that leaf and then perform a split. A split creates a new “right” leaf and divides the elements as evenly as possible between the current leaf and the new leaf. Since \texttt{log\_size} is much smaller than the size of the BPA, there are always enough elements in the BPA to perform a valid split even if all of the elements in the log are duplicates. The split moves the upper half of the full BPA’s elements in sorted order into a new BPA structure. After a split, the current leaf contains the first half of elements in sorted order, and the new right leaf contains the new BPA with the remaining half of the elements. The BP-tree then checks which leaf the new element should be inserted into, and calls \texttt{insert} on that BPA.

**Find.** Finds in the BP-tree first traverse down to the leaf where the key would be located, then use the BPA’s find functionality.

**Range iteration.** BP-tree range iterations use the \texttt{iterate\_range} functionality in the BPA to process elements in sorted order at the leaves. Given a call to \texttt{iterate\_range(start, length, f)} in the BP-tree, the first step is to traverse down to the leaf where the \texttt{start} key would be located. The BP-tree then calls the \texttt{iterate\_range} on the BPA (as described in Chapter 4) with the same parameters. The BPA reports the number of elements found in the query. If the reported number of elements found equals the length of the query, the query is finished. Otherwise, the BP-tree keeps track of how many elements have been processed so far. It then continues onto the next leaf and calls \texttt{iterate\_range} on the BPA in this new leaf with the remaining number of elements in the query and adjusts the count of elements
processed so far accordingly. This process of traversing leaves repeats until the total number of elements found is equal to length, or no next leaf exists.

The concurrency mechanism described in Chapter 2 states that we always grab exclusive locks on the leaf nodes including during find or range queries. Therefore, during the range iteration operation in BP-tree we can safely modify the BPA as described in Chapter 4 without modifying the concurrency mechanism in the BP-tree.

**Range map.** Range maps in a B-tree of the form `map_range(start, end, f)` traverse down to the leaf where the `start` key would be located, then use the `map_range` functionality in the BPA as described in Chapter 4 to apply the function `f` to all elements in the range. We then check if the maximum key in the leaf is greater than the `end` key, and if so, we are finished. Otherwise, we continue to traverse to the next leaf and repeat the range map until the the maximum key in the current leaf is greater than the `end` key, or no right leaf exists.

**Analyzing range operations in the affine model.** The affine model [6] captures the benefits of the BP-tree for range operations by modeling the cost of random vs sequential memory accesses. A range operation (iteration and map) consists of a search through the internal nodes of the tree and then a scan at the leaves. Since the changes in the BP-tree only affect the size of the leaves and not the higher-level search, we focus the analysis on the scan. Suppose that a range query performs a scan of size `k`. Given a leaf size of `L`, the scan at the leaves has cost

\[
\Theta\left(\left(\frac{k}{L}\right)(1+\alpha L)\right) = \Theta\left(\frac{k}{L} + k\alpha\right)
\]

in the affine model.

Let `L_1` be the size of the leaves in a B+-tree and `L_2` be the size of leaves in a BP-tree. Since the BP-tree is optimized for large leaves, we have `L_1 < L_2`. When the length of the scan `k` is sufficiently large (`k = \Omega(L_1 + L_2)`),

\[
\frac{k}{L_1} + k\alpha = \Omega\left(\frac{k}{L_2} + k\alpha\right).
\]
Chapter 6

Evaluation

This section demonstrates that the BP-tree improves long-running range operations without giving up point-operation performance on a suite of microbenchmarks as well as on workloads generated from YCSB [16]. The BP-tree supports range iteration up to $1.4 \times$ faster and range maps up to $1.7 \times$ faster when compared to the best-case insertion configuration for the $B^+$-tree. Furthermore, the BP-tree achieves slightly faster performance (about $1.1 \times$) on point-operation workloads compared to the $B^+$-tree. The BP-tree achieves slower performance (within $1.15 \times$) on the short-running range-operation workload compared to the $B^+$-tree, as the range fits within the leaf node and thus does not benefit as much from the locality in the larger leaf nodes in the BP-tree.

To illustrate the use case for the BP-tree, we generated workloads with long-running range operations from YCSB and found that the BP-tree achieves between $1.2 \times$-$1.4 \times$ speedup compared to the $B^+$-tree.

Tables 6.4, 6.5, and 6.6 contain all data used to generate the plots in this section.

Systems setup

All experiments were run on a 48-core 2-way hyperthreaded Intel Xeon Platinum 8275CL CPU @ 3.00GHz with 189 GB of memory from AWS [2]. The machine has 1.5MiB of L1 cache, 48 MiB of L2 cache, and 71.5 MiB of L3 cache across all of the cores. To avoid non-uniform memory access (NUMA) issues across sockets, we ran all experiments on
a single socket with 24 physical cores and 48 hyperthreads. All times are the median of 5 trials after one warm-up trial.

Data structures setup

We used the B$^+$-tree [14] from the TLX library [8] with 64-bit elements in map mode (i.e., with keys and values) as the starting point for our implementation. We then implemented the optimistic concurrency control scheme described in Chapter 2 on top of the main operations. We ran operations concurrently using the OpenCilk compiler [42]. Finally, we implemented the BPA from Chapter 4 in the leaves of the TLX B$^+$-tree.

We tested various node sizes in two different types of blocked trees:

- The standard B$^+$-tree which sets the internal and leaf node sizes to be the same.
- The BP-tree with BPAs in the leaf nodes.

In Chapter 3, we tried a variant of B$^+$-trees that only grows the leaf nodes and keeps the size of the internal nodes fixed, but found that the performance was similar to the traditional B$^+$-tree because the leaf nodes are the most affected during operations.

The B$^+$-tree takes a parameter node_size (in bytes) for both the internal and leaf nodes. We tested different (powers of 2) node sizes ranging from $2^8$ up to $2^{16}$. We also tested non-powers of 2 node sizes ranging from $2^8$ up to $2^{16}$ and found no discrepancies between node sizes of powers and non-powers of 2.

The BP-tree takes several parameters as described in Chapter 4: internal_size, header_size, and block_size. We tested two configurations of the BPA in the leaves to explore the effect of the number of blocks on the tree’s performance. The small version sets internal_size = 1024 (bytes), header_size = 32 (slots), and block_size = 32 (slots) (for a total of 1088 slots per leaf). The large version sets internal_size = 1024 (bytes), header_size = 64 (slots), and block_size = 32 (slots) (for a total of 2176 slots per leaf). In both configurations, we set each block to take up 8 cache lines (at 64 bytes per line). Furthermore, we set each internal node to 1024 bytes but found that the size of the internal node did not have much of an effect.
Evaluation on microbenchmarks

**Workloads setup.** We concurrently inserted 100M uniform random elements in the range $[1, 2^{64} - 1]$. We then performed finds (point queries) for 1M of those elements. Finally, we tested range queries with varying maximum lengths. For each maximum length $\text{max\_len}$ tested, we performed 1M range iterations with lengths distributed uniformly randomly in the interval $[0, \text{max\_len}]$. We saved the start and end points of each of these queries and used them to perform 1M range maps on the same ranges. In addition to the total operation times shown in Figure 1-2, we also report individual operation latencies by percentile in Figure 6-1.

**Inserts.** Although the BP-tree has large leaf nodes (over 16k bytes), it achieves high insertion throughput because the optimized BPA data structure amortizes element moves across inserts. In the traditional B$^+$-tree, each insertion shifts existing elements within a leaf’s sorted array to make space for the new element. Therefore, the insertion performance in B$^+$-trees with sorted arrays in the leaves degrades with increasing leaf size because the number of element moves grows proportionally with the leaf size. In contrast, the BPA relaxes the sortedness of the leaves and buffers insertions in the log. It flushes elements to the blocks only when the log is full, amortizing accesses to the blocks across inserts.

The BP-tree achieves similar (within $1.1 \times$) insertion throughput when compared to the best-case insertion throughput of the baseline B$^+$-tree (at $\text{node\_size} = 1024$). However, as shown in Table 6.4, the BP-tree is over $5 \times$ faster for inserts when compared to a B$^+$-tree with similar-sized leaf nodes. Figure 1-1 illustrates the decline in insertion throughput in the B$^+$-tree as the leaf size grows.

In addition to timing overall concurrent performance, we also timed each individual operation to analyze worst-case latency. Figure 6-1 shows the normalized individual operation speedup of the BP-tree relative to the B$^+$-tree at various percentiles (with higher percentiles indicating slower individual operation latency). For worst-case inserts, the 99.9th percentile of inserts in the BP-tree are approximately 50% slower than the 99.9th percentile of inserts in the B$^+$-tree. The slowdown in the worst-case is due to
**Find operations.** Figure 1-2 demonstrates that the BP-tree supports finds about $1.2 \times$ faster than the best-case $B^+$-tree configuration for finds (at $\text{node\_size} = 1024$). Finding an element in a BPA avoids looking at the entire data structure via the header, which enables a lookup to skip to the relevant block that might contain the target element. In contrast, finding an element in an array requires a scan when the node size is small (up to 2048 bytes) or a binary search when the node size is large.

As shown in Figure 1-1, the find throughput does not change as much as the insert throughput as a function of node size in a $B^+$-tree. Insertion performance degrades more dramatically with larger node sizes because the number of elements that must be shifted upon an insert grows linearly with the size of the nodes. In contrast, when the nodes are sufficiently large, finds can be implemented in the $B^+$-tree with a binary search, which only requires looking at a logarithmic number of elements in each node. Figure 6-1 shows that individual operation performance for finds are equivalent between the BP-tree and $B^+$-tree across percentiles.

**Range operations.** As mentioned in Chapters 1 and 2, we evaluate two types of range operations: range iteration, which processes elements in sorted order (according to their

---

**Figure 6-1:** Normalized individual operation speedup of the BP-tree relative to the baseline $B^+$-tree by percentile. The $x$-axis lists the evaluated workloads. The $y$-axis represents the average latency of an individual operation in the $B^+$-tree relative to the average latency of an individual operation in the BP-tree (i.e. above 1 means the BP-tree is faster than the $B^+$-tree).

The amortization of insertions in the buffered partitioned array, where some inserts may cause a buffered partitioned array to flush or redistribute.
Figure 6-2: Throughput of range iterations of varying maximum lengths as a function of node size in B+-trees.

keys) and range map, which processes elements in a range in any order.

Figure 6-2 demonstrates that the B+-tree range iteration throughput (in terms of expected elements processed per second) improves with both the average range size and B+-tree node size. As predicted by the discussion of the affine model in Chapter 5, longer range operations take advantage of locality more than short-running range operations because longer ranges process more contiguous elements. The shortest range operation (with maximum size 100) does not improve much with the node size because the queries are contained in one node. In contrast, the longest range operation (with maximum size 100,000) improves by about 3× as the node size grows. In traditional B+-trees, both types of range operations have similar throughput because the arrays in the leaves are sorted, so we only plot the results for range iteration but report results for both types of range operations in Tables 6.5 and 6.6. Similarly, Figure 6-1 demonstrates that both worst-case individual range operations are improved in the BP-tree compared to the B+-tree, as the slowest individual operations span longer ranges and thus benefit most from the increased leaf node size in the BP-tree.

Figure 6-3 reports the throughput of range operations of varying lengths in the best-case B+-tree for inserts and the BP-tree (with the small BPA configuration). We find that the BP-tree is between $1.1 - 1.2 \times$ slower for short-running range operations when compared to the B+-tree because the BPA incurs computational overhead for its improved locality, but short-running ranges fit within the B+-tree nodes and do not
Table 6.4: Throughput and normalized performance of point and range operations. Point operation throughput is reported in operations/s and range query throughput is reported in (expected elements processed)/s. We use N.P. to denote the normalized performance in the B+ tree compared to the best B+ tree configuration for that operation (1.0 is the best possible value). We use SU in the BP-tree to denote the speedup for each operation compared to the B+ tree with node size = 1024. The range operations are reported for the largest tested range (max length of 100,000).

benefit much from this better locality. However, the BP-tree achieves up 1.4× speedup on range iterations and 1.7× speedup on range maps compared to the B+ tree on large ranges (i.e., when the length of the range operation grows larger than the B+ tree node size). Iteration is slower in the BP-tree compared to maps because the BPA is not a sorted data structure. There is additional computational overhead to returning elements in sorted order in the BPA because the blocks and log must be sorted to perform the sorted scan. However, as mentioned in Chapter 1, many applications may not require sortedness in their range operations.
Evaluation on YCSB workloads

We also evaluate the B+-tree and BP-tree on workloads from YCSB [64] and report the results in Figure 1-4 and Table 6.7.

**Experimental setup.** Based on the results from Section 6, we fixed the parameters for the B+-tree at node_size = 1024 bytes to maximize insertion throughput. For the BP-tree, we set the internal node size internal_size = 1024 (bytes) and used the small version of the BPA (with 1088 elements each) in the leaves.

Table 6.7 presents details of the core workloads from YCSB [64]. We tested work-
Table 6.7: Throughput (in operations/s) of the B⁺-tree and BP-tree on workloads from YCSB loads¹ A, B, C, and E from the core YCSB workloads by adapting the YCSB driver from RECIPE [34]. Running a workload in YCSB has two consecutive phases: 1) the load phase, which adds elements to the data structure, and 2) the run phase, which performs operations specified by the workload. For each workload, we generated 100M elements to insert in the load phase and 100M operations to perform in the run phase. All elements were generated uniformly at random to match the distribution in RECIPE [34]. We ran all 100M operations in each phase concurrently.

The YCSB experiments use the insert (put), find (get), and iterate_range (scan) operations defined in Chapter 2. To generate scan operations, the YCSB workload generator takes as input a max_len parameter and generates range iteration operations with lengths uniformly distributed in the range [0, max_len].

As mentioned in Chapter 1, the core YCSB workloads focus mostly on point operations and short-running range operations. To illustrate the strengths of the BP-tree, we added two new workloads: 1) workload X, which performs long range iterations (with maximum length 10,000), and 2) workload Y, which performs long-running range maps (with maximum length 10,000). Although the core YCSB workloads do not originally include range maps, we include them in addition to the provided workloads to illustrate how the different systems perform on operations from other application areas.

Finds and inserts. The BP-tree is slightly faster (within about 1.1×) compared to the B⁺-tree for loading elements as well as on the workloads containing point operations (workloads A, B, and C). The BP-tree is optimized for long-running range operations but is competitive with the best-case B⁺-tree for point operations despite the much larger leaves in the BP-tree because of the insert-optimized BPA in the leaves.

¹We omit workload D from YCSB because it benchmarks the read-latest operation, which is not the focus of this work.
Range operations. Just as in the microbenchmarks, the BP-tree is about $0.8 \times$ as fast as the $\text{B}^+$-tree on short-running range iterations (workload E) because the benefits of improved locality do not outweigh the added computational overhead in the BP-tree when the range size fits in one node.

Since the BP-tree is optimized for long-running range operations, we use the YCSB workload generator to create workloads X and Y, which perform long-running range iterations and maps, respectively. The BP-tree is about $1.2 \times$ faster on workload X and $1.4 \times$ faster on workload Y when compared to the $\text{B}^+$-tree. Although the BP-tree incurs computational overhead during range operations due to buffering, it is faster on the whole for long-running range operations that take advantage of its improved locality from large leaf nodes.
Chapter 7

Related work

This thesis focuses on resolving the point-range tradeoff in B+-trees because of the B+-tree’s ubiquity in real-world database and storage systems. Due to the B+-tree’s popularity, there has been significant effort devoted to improving its cache utilization during queries. For example, the CSB+-tree [53] is a cache-sensitive search tree that achieves efficient updates by storing child nodes in contiguous memory areas. However, previous work showed that the CSB+-tree exhibits a similar tradeoff between point and range operations depending on the node size [26]. The results have shown that using node size larger than a cache line results in better range operation performance, but that insertion performance suffers with much larger nodes. There is no clear winner between the B+-tree and CSB+-tree because the B+-tree outperforms the CSB+-tree on update-intensive workloads. Furthermore, Masstree [38] is a trie variant of the B+-tree that achieves high query throughput with cache optimizations. Future work includes integrating the BPA introduced in this thesis into these B+-tree variants to improve their empirical point-range tradeoff.

The log-structured merge (LSM) tree [44] is another hierarchical structure used frequently in key-value stores such as LevelDB [36] and RocksDB [56]. At a high level, the LSM tree contains multiple levels of tree-like structures of increasing size. Each of the tree-like structures is tuned for the medium it is stored in (e.g., in memory or on disk). The smallest level of the LSM tree must support efficient insertions, and all of the levels must support fast point and range queries. The BPA has the potential to improve the smallest level of the LSM tree by improving both point and range operations.
The skip list [52] has recently gained popularity as a randomized alternative to B⁺-trees. Since traditional skip lists (based on linked lists) exhibit poor cache utilization, previous work [21, 61, 63, 66] optimized skip lists for cache utilization by collocating some of the elements. These cache-friendly skip lists use a blocked structure to improve cache utilization. Therefore, they should exhibit a similar point-range operation tradeoff to B⁺-trees because they must choose a node size. The BPA data structure could improve these blocked variants of skip lists by enabling fast point and range operations.
Chapter 8

Conclusion

In this thesis, I have presented the BP-tree as a solution to the tradeoff between point and range operations in B⁺-trees by replacing the sorted array in traditional B⁺-tree leaves with the novel buffered partitioned array. I believe that the BP-tree strikes an appropriate balance between point-operation and range-operation performance. Traditionally, a user could decide to make B⁺-tree nodes smaller to achieve the best possible point operation performance, or make the nodes larger to improve range operations but sacrifice point operations. The BP-tree is an ideal candidate for emerging applications that serve blended workloads of range and point operations with the same data store. The BP-tree is optimized for long-running range operations because analytics-based applications rely heavily on range operations. At the same time, the BP-tree supports similar point-operation performance compared to the best-case B⁺-tree.

I see two primary avenues of future work. First, broadening the scope of supported operations in the BP-tree will increase the robustness of this study. The BP-tree supports both range iteration and range map, which underlie operations like database joins and intersections. A merge operation that merges two BP-trees in sorted order would be a valuable extension to the supported range-operation workloads. Efficient merges could enable the BP-tree to function as the in-memory component of structures like LSM trees, which require merging to structures on disk.

Second, this thesis’ higher-level technique of replacing sorted arrays in the nodes of B⁺-trees can be applied to other blocked structures as well. I am particularly inter-
ested in other usages for the BPA. Example applications could include integration into B-skiplists [21], or into enterprise B\(^+\)-tree-based key-value stores such as MongoDB [40] or CouchDB [17].

Overall, I am excited by the progress we made in developing the BPA and BP-tree, and I anticipate further investigation into their applications will yield compelling results.
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