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Abstract 
The development of hybrid organic-inorganic semiconductor nanomaterials represents a major 
advance towards highly tunable and efficient optoelectronic devices. These materials are comprised of 
multiple chemical constituents arranged in nanoscale geometries, and they exhibit emergent properties 
such as quantum confinement and enhanced Coulombic interactions. Photoactive nanomaterials have 
potential applications in lighting, solar, lasing, and quantum information. However, their complex 
chemistry and nanometer-scale dimensionality present a barrier to understanding and controlling their 
structure-function relationships. In this thesis, I utilize ultrafast pump-probe spectroscopy to study the 
fundamental properties of hybrid semiconductor nanomaterials. This technique allows the electronic 
and vibrational dynamics of these materials to be investigated with femtosecond time resolution, 
providing new insights into their underlying physics. 
 
I first employ impulsive vibrational spectroscopy to study exciton-phonon interactions in silver phenyl 
selenolate (AgSePh), a recently discovered hybrid 2D semiconductor. Combining this time-domain 
Raman technique with frequency-domain non-resonant Raman scattering, I measure the vibrational 
landscape of the system and identify a subset of vibrational modes that couple strongly to excitonic 
transitions. Density functional theory calculations are then utilized to pinpoint specific atomic 
displacements which couple to the excitonic transition. An investigation of temperature-dependent 
photoluminescence reveals the connection between atomic scale dynamics and macroscopic properties, 
showing the 99 cm-1 mode strongly impacts emission frequency and linewidth in AgSePh. Finally, 
temperature-dependent impulsive vibrational spectroscopy is employed to probe vibrational 
anharmonicity in this material. These findings provide a roadmap for controlling exciton-phonon 
coupling in hybrid organic-inorganic semiconductors. 
 
Next, I study charging and neutralization processes in lead halide perovskite nanocrystals (quantum 
dots) with transient absorption spectroscopy. A temperature-dependent study of CsPbBr3 nanocrystals 
reveals that charging occurs in a significant fraction of photoexcited nanocrystals (>10%), which then 
exhibit a microsecond neutralization lifetime at cryogenic temperatures. The temperature-dependent 
dynamics are modeled to extract a ~100 meV energy barrier to re-neutralization. Additionally, 
photocharging shows a sublinear fluence dependence, excluding Auger recombination as the initiator 
of this process, in contrast with traditional nanocrystal systems. These results help illuminate the 
underlying mechanism of charging in perovskite nanocrystals, guiding future synthetic advances to 
improve nanocrystal performance in lighting and quantum information applications. 
  
 
Thesis Supervisor: William A. Tisdale 
Title: Associate Professor of Chemical Engineering  
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Chapter 1                 
Introduction to Hybrid Semiconductor Nanomaterials 
 

 

Things on a very small scale behave like nothing that you have any 
direct experience about. They do not behave like waves, they do not 
behave like particles, they do not behave like clouds, or billiard balls, 
or weights on springs, or like anything that you have ever seen. 
 
Richard Feynman, The Feynman Lectures on Physics, Volume III, Chapter 11 

 

 

1.1 Motivation 

Devices that absorb or emit light make much of modern technology possible. From the 

display screens that inform and entertain us, to the solar panels that power our industries, to the 

emerging technologies—like augmented reality headsets—that may transform the future, optically 

active semiconductor devices are an integral part of our lives. Advances in these technologies are 

being driven by next-generation materials that exhibit a step change in performance over current 

devices. These emerging materials often involve multiple elements arranged in complex structures, 

mixtures of different classes of materials (such as organic and inorganic components), or nanoscale 

dimensionality. Their increased complexity allows these materials to be engineered with desirable 

characteristics like efficient light absorption, tunable emission, low-cost manufacturing, and many 

other useful properties. Next-generation materials have proven effective in a variety of device 

applications including solar panels2–5, LEDs6–9, lasers7,10–12, photodetectors13–15, and quantum 

emitters16–18. 

However, the complex structures of many next-generation materials make it difficult to 

understand the underlying physical processes that drive their unique properties, and often these 

processes do not mirror their simpler inorganic crystalline predecessors. In addition, many 

emerging semiconductors are nanomaterials, exhibiting structural features on a 1-100 nanometer 

scale in one or more dimensions8,19. Compared to bulk semiconductors—which normally have 

grain sizes and dimensions on the ~micrometer scale20—these nanocrystals are orders of 
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magnitude smaller, greatly increasing interfacial effects and leading to non-intuitive physical 

phenomena like quantum confinement. This nanometer-scale dimensionality impacts macroscopic 

optoelectronic properties, such as electronic transport21–23, optical bandgap24,25, and emission 

linewidth26,27. Developing a complete picture of nanomaterial physics and understanding how this 

impacts device-level performance presents a formidable challenge. 

In this thesis, I will report on several investigations of emergent physical properties in 

semiconductor nanomaterials using ultrafast transient absorption spectroscopy in addition to other 

experimental and computational techniques. Through these studies, I am able to make connections 

between spectroscopic observations and their causal physical mechanisms occurring on extremely 

small (~10-9 meter) length scales and extremely fast (~10-12 second) time scales. These results 

improve fundamental understanding of the distinctive properties of hybrid semiconductor 

nanomaterials, providing a pathway to improve nanomaterial design and optoelectronic device 

performance going forward.  

 

1.2 Historical Development of Nanomaterials 

Mankind has been taking advantage of the unique optical properties of nanoparticles to 

make colored glasses and dyes for thousands of years, albeit without understanding what they were 

or how they worked8,19,28. The modern history of nanoparticles began in the 1980s, when 

researchers grew nanocrystals (NCs) of controlled sizes from 1 to 40 nanometers (nm) as 

inclusions embedded in glass and noted their size-dependent optical properties29. It was also 

around this time that the theory of the quantum confinement effect in nanocrystals—or quantum 

dots (QDs), as they are often known—was rigorously developed30. Early syntheses of colloidal 

NCs (see Figure 1.1a) were soon reported31, opening the door to a range of new production 

methods. With the first synthesis of highly monodisperse colloidal NCs via the hot injection 

method32, more advanced studies of the underlying physics of NCs became possible. Since then, 

synthesis methods have continued to improve, leading to greater control over nanocrystal sizes 

and shapes33, formation of well-ordered nanocrystal superlattices25,34,35 (Figure 1.1b), 

implementation of more advanced core-shell structures36,37 (Figure 1.1c), and expansion to a 

variety of new material systems8,24,38,39. Today, nanocrystals have an active research community 
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and are at or near commercialization in a number of applications including displays40, solar cells4, 

and lasers12 among others. 

 

 

Figure 1.1. Advances in semiconductor nanocrystal synthetic methods. (a) Colloidal PbS nanocrystal 
coated in oleate capping ligands. Reprinted (adapted) with permission from J. Phys. Chem. C 2022, 126, 
33, 14264–14274. Copyright 2022 American Chemical Society.41 (b) Monodisperse PbS colloidal 
nanocrystals self-assembled into a three-dimensional superlattice. Reprinted (adapted) with permission 
from Chem. Mater. 2015, 27, 2, 474–482. Copyright 2014 American Chemical Society.34 (c) Progression 
of increasingly passivated core-shell nanocrystals, showing the InZnP core (blue), ZnSexS1-x intermediate 
shell (yellow), and ZnS outer shell (green). Open Access figure reproduced from Nanomaterials 2022, 12, 
20, 3703.42 

 

Adjacent to the quantum dot community—which is primarily focused on zero-dimensional 

(0D) nanocrystals that come in relatively isotropic shapes like spheres and cubes—many other 

research fields exist that are dedicated to nanomaterials found in various other geometries. These 

include 0D clusters and large molecules, 1D rods and nanotubes, 2D sheets and layered materials, 

and many other structures19,43–51, some of which are illustrated in Figure 1.2. While different in 

structure and composition, these highly anisotropic nanomaterials nonetheless share many of the 



19 
 

same unique properties as their zero-dimensional counterparts, including quantum confinement 

effects and high surface area-to-volume ratios. 

 

 

Figure 1.2. Different low-dimensional geometries and structures of nanomaterials. 0D (left), 1D 
(center), and 2D (right) geometries of nanomaterials, showing example material systems for each. Open 
access figure reproduced from Particle and Fibre Toxicology 2018, 15, 1, 46 under Creative Commons 
License 4.0 (https://creativecommons.org/licenses/by/4.0/).52 

 

Of particular relevance to this thesis is recent work studying 2D materials. The 2D 

materials research community has grown rapidly over the last two decades since the synthesis of 
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monolayer graphene via mechanical exfoliation in 200453. The many fascinating and useful 

properties exhibited by monolayer graphene21,54,55 have driven increased interest in other 

atomically thin 2D materials. Transition metal dichalcogenides (TMDs)56, an optically active set 

of materials51,57 that can be considered the semiconducting equivalent to graphene and similarly 

exhibit unique physical properties51,58, is another 2D material family that has attracted considerable 

attention recently. Both graphene and TMDs are synthesized via top-down exfoliation or bottom 

up vapor deposition approaches59,60, neither of which is optimal for large scale and low-cost 

production of high quality materials for commercial use. The thickness-dependent properties of 

these van der Waals 2D materials also present a challenge in scaling up to the device level as they 

require either the use of a single monolayer of material or the fabrication of a stacked 

heterostructure61,62. Addressing this issue, recent advances in 2D materials technology include the 

development of solution chemistry-based synthetic approaches. This methodology enables self-

assembly of layered 2D semiconductors63,64, bringing the properties of atomically thin 2D van der 

Waals materials to a more preferable 3D crystalline form. 

 

1.3 Lead Halide Perovskites: A Hybrid Material System 

Beyond nanoscale geometry, many next-generation semiconductor materials are notable 

for their complex chemical compositions, being comprised of many different elements and 

combining different chemical motifs into a single material. This can enable tunable properties via 

the substitution of an element with a related one, e.g. the replacement of chloride with other halide 

ions (fluoride, bromide)24. Different chemical moieties can also combine in interesting ways, such 

as hybrid materials that consist of repeating organic and inorganic layers which correspondingly 

alternate between insulating and semiconducting electrical properties63. As with nanomaterials, 

the benefits of these complex materials come with concomitant challenges in understanding their 

underlying physics. The two main hybrid material systems that comprise the focus of this thesis 

are lead halide perovskites and metal organic chalcogenolates (MOCs). 

Lead halide perovskites are perhaps the most studied emerging material system of the last 

decade. Having first been identified as a potential photovoltaic material in 200965, perovskite solar 

cells have since been improved to the point of rivaling silicon photovoltaics, with a power 

conversion efficiency of over 25%66. Additionally, perovskites have been proven effective across 
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a growing array of optoelectronic applications including displays, lasers, photodetectors, and 

more6,63. Lead halide perovskites are a class of crystalline semiconductor materials with an ABX3 

stoichiometry that normally assumes a cubic, tetragonal, or orthorhombic structure, as shown in 

Figure 1.3a. The A site can be one of several cations, the most common being methylammonium, 

formamidinium, and cesium2,24. The B-site contains a Pb2+ cation, although alternative (and less 

toxic) elements like tin have been explored2.  Finally, the X-site halide ion can be iodide, bromide, 

chloride, or a mixture of the three.2,67 By varying these compositional building blocks, the 

optoelectronic properties of the perovskite crystal, such as the absorption and emission spectra, 

can be tuned over the full visible light range, as shown in Figure 1.3b24,68. Additionally, 

parameters such as the crystal structural stability (e.g. via the Goldschmidt tolerance factor) can 

be optimized.69,70 

 

 

Figure 1.3. Lead halide perovskite structure and tunability. (a) Generic ABX3 perovskite cubic 
structure, showing the B-site cation (gray) and X-site anion (purple) arranged in corner-sharing octahedra 
(pink), with the A-site cation (blue) located in the center. Reprinted by permission from Springer Nature: 
Nature Photonics “The emergence of perovskite solar cells,” Martin A. Green et al. Copyright 2014.2 (b) 
Emission tunability of CsPbX3 perovskite nanocrystals covering the full visible light spectrum by varying 
the NC size and composition. Open Access figure reproduced from Nano Lett. 2015, 15, 6, 3692-3696.24 

 

Lead halide perovskites are a direct bandgap material with a high absorption coefficient2,71, 

which is useful for device applications like photovoltaics. Lead halide perovskites are also 

noteworthy for their high defect tolerance, allowing perovskite devices to operate efficiently 

despite a high concentration of lattice vacancies, interstitial ions, and other structural defects.72–74 

This defect tolerance is reflected in the long carrier diffusion length of perovskites, with some 

reported values in excess of 100 micrometers (µm),75,76 allowing charge carriers to travel 
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significant distances through the lattice without scattering or recombining. These properties 

contrast with many other semiconductor crystals like silicon, where such defects create energetic 

states within the bandgap that trap excited carriers and lead to non-radiative recombination.77 The 

mechanism leading to defect tolerance in perovskites is still under investigation. It is possible that 

defects don’t lead to the formation of midgap trap states68,72,73, or strong electron-lattice 

interactions screening excited carriers (e.g. polaron formation) may be the driving factor74,78,79. 

Despite high defect tolerance, the major fault of lead halide perovskites is their instability when 

exposed to air, moisture, or heat3,67.  

Perovskite nanomaterials show great promise in combining the unique attributes of bulk 

perovskites with the emergent properties of low-dimensional systems, including 0D perovskite 

nanocrystals6,24, 1D nanorods48, 2D nanoplatelets33, and layered 2D perovskites63,80. For example, 

perovskite nanocrystals have shown broad compositional tunability and quantum yields up to 90% 

in core-only structures not covered in a passivating shell layer24. They also show the potential for 

improved stability compared to their bulk counterparts3,6,67,81,82, owing to their insulating organic 

sublayer. A study on the temperature-dependent exciton dynamics in CsPbBr3 perovskite 

nanocrystals will be discussed in Chapter 4 of this thesis. 

 

1.4 Metal Organic Chalcogenolates (MOCs) 

A second hybrid material system which has played an important role in my thesis studies 

is metal organic chalcogenolates (MOCs), also variously known as MOChas, metal organic 

chalcogenides, or organic metal chalcogenides (OMCs). Contrasting with the many thousands of 

studies performed on lead halide perovskites, there have been only a few dozen reports on the 

properties of optically-active MOCs as of this writing. The prototypical MOC example is silver 

phenyl selenolate (AgSePh), a 2D layered material notable for its alternating inorganic and organic 

sub-layers, as illustrated in Figure 1.4a and Figure 1.4b. Each inorganic sub-layer is comprised 

of a covalently bonded AgSe network, with each of the Se atoms also covalently bonded to a 

phenyl ring either above or below the AgSe layer, forming the organic component. Adjacent 2D 

sheets are connected only by weak van der Waals interactions. AgSePh was first reported in a 2002 

synthesis paper by the Corrigan group83, but its optical properties were not recognized or studied 
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until its rediscovery in 2018 by the Hohman group84. AgSePh has a direct bandgap85,86 and exhibits 

narrow bandwidth blue emission at 467 nm84 (see Figure 1.4c and Figure 1.4d) with sub-

nanosecond exciton lifetimes87,88. Combining these optical properties with its straightforward 

synthesis, air stability, and heavy-metal free composition, AgSePh shows great potential for use 

in a variety of optoelectronic applications. 

 

 

Figure 1.4. Structure and emissive properties of AgSePh. (a) Layered 2D structure of AgSePh with 1.4 
nm sheet-to-sheet spacing noted. (b) View of two AgSePh sheets, showing the Ag (white), Se (yellow), and 
phenyl (blue) components. (c) AgSePh microcrystals formed via the biphasic reaction. (d) Bright blue 
photoluminescence emission from the same array of AgSePh microcrystals shown in panel (c). Reprinted 
(adapted) with permission from ACS Appl. Nano Mater. 2018, 1, 7, 3498-3508. Copyright 2018 American 
Chemical Society.84 

 

Most early studies of AgSePh and MOCs in general have focused on driving synthetic 

improvements88–94 in crystalline size and quality. Similar to perovskites, MOCs are also a tunable 

material platform, with structural and optoelectronic properties that can be modified by 

compositional changes to the chalcogen86,95,96, metal97, or organic88,97 components. MOCs 

exhibiting a 2D structure similar to AgSePh have been most frequently studied, but 1D and 0D43,98 

structures can also be formed. Despite the recent interest for the past several years, MOCs are a 

mostly unexplored material family. Early results suggest many parallels to 2D perovskites or 
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TMDs. Similar to 2D perovskites, the band edge electron density in 2D MOCs is contained mostly 

within the inorganic sub-layer, with the organic sub-layer acting as a spacing layer that 

electronically isolates adjacent sheets. However, the covalent bonding in the system is more like 

TMDs and suggests that organic layer functionalization could impact the electronic structure to 

some degree. This covalent bonding also likely contributes to the robustness of MOCs, which are 

stable in air over days or longer, an improvement over the stability issues that present a continued 

challenge for 2D perovskites99. Later in this thesis, I also share a study of exciton-phonon coupling 

in 2D layered AgSePh, paralleling previous reports of exciton-phonon coupling in both TMDs100 

and 2D perovskites101,102. Additionally, the 2D layered structure of AgSePh has been shown to 

give rise to other interesting physical phenomena, like anisotropic in-plane excitons86. These few 

photophysical studies are likely just the tip of the iceberg on the unique physical phenomena 

exhibited by hybrid MOC nanomaterials, leaving the underlying physics of this material family 

still to be discovered. 

 

1.5 Quantum Confinement Effect in Nanomaterials 

The most noteworthy emergent property of nanomaterials is the quantum confinement 

effect. Since nanocrystal research began in earnest, quantum confinement was the first property 

that captured the interest of researchers29–31, as it allows for NC size-dependent bandgap tunability 

and narrowed emission bandwidth (see Figure 1.5). We can better understand this phenomenon 

by calculating the quantum confinement effect in an example cuboidal semiconductor nanocrystal. 

In bulk intrinsic semiconductors, there are a set of closely packed filled low energy levels called 

the valence band (VB) and a separate set of closely packed empty high energy levels called the 

conduction band (CB). In between these is a region where no energy levels are found due to 

electron orbital interactions, referred to as the bandgap. In classical solid state physics models of 

bulk semiconductors, the bandgap is independent of the size of the semiconductor crystal and the 

VB and CB energy levels can be considered continuous. However, as the crystal size is reduced to 

the nanoscale, the energy levels in both bands begin to shift and the bandgap grows larger. This 

effect is due to the confinement of the quantum mechanical wavefunctions that describe 

electron/hole movement in a crystal. Figure 1.5 illustrates the quantum confinement effect in a 
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semiconductor nanocrystal. Using a quantum mechanical particle in a box model, we can calculate 

to first-order the degree to which quantum confinement affects the bandgap in a NC. 

 

 

Figure 1.5. Quantum confinement effect in semiconductor nanocrystals. For nanocrystals of decreasing 
diameter (increasing quantum confinement), the valence and conduction bands separate and become more 
quantized near the band edge. Open Access figure reproduced from Top. Curr. Chem. (Z) 2016, 374, 5, 58 
(http://creativecommons.org/licenses/by/4.0/).103 

 

We can imagine a NC absorbing a photon of light, exciting a single negatively-charged 

electron from the full valence band to the empty conduction band and leaving behind a positively-

charged hole. In a bulk crystal, these two carriers would be separated in energy by the bulk material 

bandgap and free to move in all directions (ignoring other effects like Coulombic and carrier-

lattice interactions). However, the infinite particle in a box model assumes that there is an infinite 

potential energy outside of the nanocrystal, so the electron and hole are confined to the nanocrystal 

and the wavefunctions of both are zero at the crystal boundaries. Here, we will solve the system in 

1 dimension and then expand that solution to 3 dimensions. 
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We begin the analysis with the time-independent Schrödinger Equation for a steady-state 

wavefunction solution, \ , for a carrier with energy E  , position rG , and mass m : 

 Ĥ E\ \ , (1.1) 

where the Hamiltonian is defined by 

 
2

2ˆ ( )
2

H V r
m

 � � �
= G . (1.2) 

By applying the potential energy V as described above, we see that the wavefunction must be zero 

everywhere outside of the NC for a system of finite energy. Within the NC, the electron and hole 

are treated as free particles with boundary conditions of 

 (0) ( ) 0d\ \   (1.3) 

at the surface of the NC of diameter d . We assume a free particle solution of the form 

 1 2
ikx ikxC e C e\ � � , (1.4) 

with constants Ci. Equation 1.4 can be rewritten as 

 3 4sin( ) cos( )C kx C kx\  � . (1.5) 

By applying the boundary conditions at x=0, the cosine term must be zero. Applying the second 

boundary condition at x=d, we see that 
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Thus, the wavefunction of a 1D particle in a box is 
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d
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The associated energy of the particle is found by solving Equation 1.1 with the solution found in 

Equation 1.7, which yields 
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Expanding this solution to 3 dimensions and solving for the lowest available energy level (n=1 in 

all three dimensions) gives 

 ( , , ) sin sin sinx y zx y z C
d d d
S S S\ § · § · § · ¨ ¸ ¨ ¸ ¨ ¸
© ¹ © ¹ © ¹

 (1.9) 

and 
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This is the lowest available energy level for an electron in the conduction band above the 

bulk band edge, and it is also the highest energy level for a hole in the valence band below the bulk 

band edge. These values are consistent with the bulk limit, where the energy approaches the band 

edge for increasingly large crystals ( d of ). Combining Equation 1.10 for both the electron and 

the hole with the bulk bandgap, we find that the NC bandgap can be calculated as 
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with the effective mass of the electron and hole given as em  and hm , respectively. For a hydrogen 

atom with only one electron, the effective mass is simply the mass of an electron, approximately 
319.11 10om kg� u . However, the presence of many lattice sites and other electrons in the lattice 

impacts the effective mass of the electron and hole under consideration. The effective mass can be 

approximated from the band structure of the material by 
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where the curvature of E with respect to k is evaluated at the band edge for the electron and hole. 

This solution is only a first-order approximation and is limited for several reasons. First, it 

does not take into account the exciton binding energy of the system. An exciton is a neutral 

quasiparticle formed from a negatively-charged electron and a positively-charged hole. Its 

existence is the result of Coulombic interactions between the electron and the hole that make them 

more energetically stable as a pair rather than as independent particles. This lowers the effective 

bandgap by the exciton binding energy—the difference between the lowest energy exciton state 
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(which resembles a hydrogen atom in its available energy levels) and the energy of the free electron 

and hole. Next, this approximation assumes an infinite quantum well, where the wavefunction 

must be identically zero at the edge of the nanocrystal. In reality, there is a large but finite potential 

energy beyond the NC core, the value of which depends on the NC shell (if there is one), the 

ligands, and the NC surroundings. This allows for some amount of electron or hole wavefunction 

spread outside of the NC core, reducing the quantum confinement of the system. In addition, the 

NC shape, the dielectric environment, and other factors also impact the degree of quantum 

confinement experienced by the excited carriers. The general principles of quantum confinement 

described here for 0D nanocrystals can also be extended to 2D63,104 and 1D48 systems, with 

confinement only occurring in one and two dimensions, respectively. 

 

1.6 Other Emergent Properties in Hybrid Semiconductor Nanomaterials 

Beyond quantum confinement, hybrid organic-inorganic semiconductor nanomaterials 

exhibit many properties that are unique from purely organic or inorganic bulk materials systems. 

Some of these properties result solely from their nanoscale structure or from their complex hybrid 

composition, while others emerge from both attributes in combination. A relatively simple and 

intuitive example is the colloidal nature of nanocrystals. Unlike bulk inorganic semiconductors, 

colloidal NCs are solution processable, meaning they can be suspended in various solvents while 

maintaining their core structure and properties6,8. In this way, they can be deposited on a thin film 

or substrate through common techniques such as spin coating or spraying, allowing for the 

fabrication of inexpensive and flexible optoelectronic devices105,106. Monodisperse colloidal NCs 

have also been shown to form regular, closely packed superlattices (see Figure 1.1b), which is 

important for charge or energy transport in many device applications. 

In another case, the dielectric environment of hybrid organic-inorganic nanomaterials can 

play a large part in key physical phenomena through Coulombic interactions. In most hybrid 

semiconductor nanomaterials, including perovskites and MOCs, the electron density of the VB 

and CB is primarily confined to the inorganic sub-component86,107. However, the dielectric 

environment surrounding the carriers still impacts their Coulombic interactions and is spatially 

inhomogeneous in hybrid organic-inorganic nanomaterials. In general, the dielectric constant is 

lower for the organic component than the inorganic component108, thus the carriers are subject to 
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reduced dielectric screening in hybrid structures than in a fully inorganic bulk crystal made of the 

same material. The reduced screening means the carriers are subject to stronger Coulombic 

attractions or repulsions, leading to an increased exciton binding energy. This phenomenon makes 

it possible to tune the exciton binding energy (and effectively the bandgap) in a hybrid 

nanomaterial simply by changing the dielectric environment109. This effect can also lead to 

counter-intuitive results like faster exciton transport from a NC to a monolayer TMD than to a 

multi-layer TMD sample due to reduced dielectric screening110 (see Figure 1.6), providing another 

channel for material tunability111. 

 

 

Figure 1.6. Dielectric effects on energy transport in nanomaterials. (a) Schematic showing exciton 
transport from a CdSe nanocrystal or quantum dot (QD) to single- and few-layer MoS2, a transition metal 
dichalcogenide (TMD). (b) Quantification of energy transfer rates from the QD to TMD, showing faster 
rates of transfer with fewer TMD layers due to reduced dielectric screening. Reprinted (adapted) with 
permission from Nano Lett. 2014, 14, 11, 6087-6091. Copyright 2014 American Chemical Society.110 

 

Charge and energy transport in organic-inorganic nanomaterials is also greatly impacted 

by both the nanometer scale structures and hybrid character of these materials. In a traditional bulk 

inorganic semiconductor, charge carriers exhibit band-like transport through a relatively flat 

energetic landscape112, except near interfaces or grain boundaries normally present on ~µm length 

scales20. In contrast, hybrid nanomaterials are designed with nanometer scale periodicity to their 

structures, presenting recurring energy barriers to transport caused by the wider bandgap organic 

component. This creates a disconnect in the band-like electronic structure of the material and 

forces charge carrier transport instead to occur through a hopping mechanism113,114. 
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The excitonic nature of nanomaterials introduced previously also greatly influences charge 

transport. Energy or exciton transport in these materials is possible through a tunneling mechanism 

(Dexter) that shows exponentially decaying dependence on separation distance ( exp( )Dexterk rv �

)115. However, energy transfer is also possible via dipole-dipole interactions (Förster resonance 

energy transfer or FRET) exhibiting 6
FRETk r �v dependence115,116, a mechanism absent from free 

carrier transport and dominant at slightly longer separation distances of a few nanometers. The 

dielectric environment has a large effect on FRET, as discussed previously and shown in Figure 

1.6110. If however, charge or free carrier transport rather than energy transport is the goal—e.g. to 

generate a net current—then exciton dissociation is first required, a process that depends highly 

on the exciton binding energy. Thus, multiple emergent characteristics are important to control the 

interplay between exciton and free carrier transport in hybrid nanomaterials115,117. 

Electron-phonon interactions in hybrid semiconductor nanomaterials must also be 

considered. Due to the less rigid structure of these materials compared to bulk inorganic 

semiconductors, they exhibit much stronger electronic and vibrational coupling. This effect has 

been shown for multiple material systems and dimensionalities including nanocrystals118, 2D 

materials119, and bulk hybrid organic-inorganic materials120. Electron-phonon coupling can have a 

large impact on a variety of optoelectronic properties including improved charge transport due to 

polaron effects79,120, broadband light emission through self-trapped exciton formation96,121, and 

others. A much more thorough discussion on the physical mechanisms of electron-phonon 

coupling and how it impacts macroscopic attributes is provided for the case of 2D AgSePh in 

Chapter 3 of this thesis. 

This summary just scratches the surface of the many emergent properties of hybrid organic-

inorganic semiconductor nanomaterials. These individual properties also influence each other in 

interesting ways, such as the case of excitonic, energetic, and dielectric effects all impacting the 

rates of charge and energy transport in nanomaterials. Controlling macroscopic optoelectronic 

properties in these materials requires a complete understanding of these complex properties and 

their interactions. 
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1.7 Thesis Overview 

In this thesis, I investigate the unique physical processes present in hybrid organic-

inorganic semiconductor nanomaterials. In this chapter, I provided a history of the development 

of nanomaterials, specifically 0D nanocrystals and 2D materials, as well as a description of two 

material systems of interest, lead halide perovskites and metal organic chalcogenolates. I then 

summarized some of the most interesting emergent properties exhibited by hybrid semiconductor 

nanomaterials which will also be explored further within this thesis. 

In Chapter 2, I provide an overview of my primary technique for studying these materials, 

transient absorption (TA) spectroscopy. This ultrafast technique is used to probe the electronic 

structure of nanomaterials with femtosecond time resolution over a broad energy range. I detail 

the theoretical and practical aspects of generating the necessary ultrafast laser pulses and 

employing them to investigate semiconductor nanomaterials. 

Chapter 3 details my results investigating exciton-phonon coupling in 2D AgSePh. Many 

different spectroscopic techniques are used to study the material, including impulsive vibrational 

spectroscopy (a time-domain Raman method similar to TA), non-resonant Raman spectroscopy, 

and temperature-dependent photoluminescence spectroscopy. These experimental techniques are 

paired with density functional perturbation theory computational results to identify the dominant 

vibrational modes in this system and what is unique about these particular modes. 

In Chapter 4, I present work studying temperature-dependent charging and neutralization 

processes in CsPbBr3 perovskite nanocrystals. This project identifies a long-lived, redshifted signal 

present in the TA spectrum at low temperatures, which we ascribe to a charged NC species. 

Temperature-dependent TA data then provides insights into the mechanism of NC neutralization 

in this system. These results help improve understanding of the heterogeneous energy landscape 

present in perovskite NCs compared to bulk perovskites. 

Finally, Chapter 5 includes my closing remarks and reflections on future directions for my 

research. In this thesis, I study hybrid semiconductor nanomaterials that combine low dimensional 

geometries with complex chemistries, e.g. 0D perovskite nanocrystals and 2D layered metal 

organic chalcogenolates. Using advanced spectroscopic techniques, I am able to discover the 

underlying physics that make these materials unique. These nanoscale physical insights can then 
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be connected to macroscale properties, providing a pathway to engineer new hybrid semiconductor 

nanomaterials and ultimately optimize the performance of next-generation optoelectronic devices. 
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Chapter 2              
Transient Absorption Spectroscopy: Theoretical and Practical 
Details 
 

 

Suffice it to say that, in an earlier day, the study of these short-lived 
high-energy molecules and their chemical characteristics could 
hardly even have been contemplated as a wild dream. 
 
Professor H.A. Ölander, member of the Nobel Committee for Chemistry, on 
bestowing the 1967 Nobel Prize for Chemistry to Ronald Norrish and George 
Porter for their work on flash photolysis, the precursor to modern pump-probe 
spectroscopy122 

 

 

2.1 Introduction 

In Chapters 3 and 4, we will discuss the electronic and vibrational properties of several 

semiconductor nanomaterial systems, which evolve on extremely fast timescales down to the 

femtosecond regime. In order for these physical processes to be studied experimentally, a 

technique must be employed that can resolve such rapid changes in a material. This is not a trivial 

challenge, and very advanced spectroscopic equipment and methods have been developed in recent 

decades in order to make this possible123,124. These spectroscopic techniques involve exposing a 

material of interest (e.g. an atomic, molecular, or solid system) to one or more ultrafast laser pulses, 

coherent light pulses with a duration of less than a picosecond. These laser pulses impulsively 

excite the optically active material out of its equilibrium ground state and into a dynamically 

changing excited state. 

This chapter has several goals. It is first meant to explain the basic principles of ultrafast 

transient absorption spectroscopy as well as its applications and limitations. It also provides a 

theoretical discussion on the generation and conditioning of the ultrafast laser pulses involved. 

Finally, it is meant to be a practical guide to the Tisdale lab transient absorption setup for use by 

current and future members of the research group. 
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2.2 Overview of Ultrafast Spectroscopy 

The key benefit to ultrafast spectroscopy experiments is that they are designed such that 

the time resolution, or the fastest physical process that can be resolved using the technique, is not 

limited by any electronic component in the system. Instead, the time resolution is determined only 

by the duration of the laser pulse(s) used in the experiment, enabling orders of magnitude 

improvement in resolution over the fastest electronic-based timing systems125. This laser-based 

timing mechanism also motivates the use of methods like pulse compression (discussed later in 

the chapter) that minimize the duration of the laser pulse in order to measure ultrafast processes 

with the most clarity. 

Advancements in ultrafast lasers have made these techniques much more widely available. 

Several decades ago when ultrafast lasers were first developed, performing ultrafast spectroscopy 

experiments required specialized, custom-built experimental setups123,126. Today, there are 

commercially available ultrafast laser systems that operate at kHz repetition rates and generate 

sub-100 fs duration laser pulses, enabling ultrafast techniques to be employed by a growing 

number of research groups124. Coupled with modern pulse compression setups using advanced 

optical materials, experiments with ~10 fs time resolution are now routinely performed127–129, and 

specialty setups at the leading edge of the technology are pushing ultrafast spectroscopy into the 

attosecond regime130,131. These advancements have greatly expanded the physical processes that 

can be studied. For example, hot carrier cooling and nanoscale charge transport processes that 

occur on femtosecond to picosecond timescales have been investigated using ultrafast 

techniques57,74. So too have molecular vibrations, which exhibit oscillatory periods of roughly 10-

100 femtoseconds124,132. At the lower limit of pulse duration, ultrafast techniques have been used 

to track bound core electron dynamics occurring on attosecond timescales133. 

Many different ultrafast techniques have been developed that employ various laser pulse 

trains, experimental geometries, and detection schemes, including transient absorption 

spectroscopy (TA)123,127,134, time-resolved second harmonic generation (SHG)57,135,136, 

femtosecond stimulated Raman spectroscopy (FSRS)137,138, coherent anti-Stokes Raman 

spectroscopy (CARS)139, impulsive vibrational spectroscopy (IVS)128,140, and many others. Among 

these techniques, the most common and straightforward is likely pump-probe transient absorption 

(TA) spectroscopy. This workhorse technique involves two laser pulses interacting with the 
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sample. The first is a monochromatic pump pulse that excites the sample electronically and/or 

vibrationally. The second is normally a broadband probe pulse that arrives at a specified time delay 

after the first and interrogates the system. The probe pulse that transmits through the sample is 

routed to a spectrometer and is used to measure the absorption spectrum of the material. The 

absorption spectrum of the excited state after pumping is subtracted from the absorption spectrum 

of the ground state in the absence of the pump pulse, giving a differential measurement that 

represents the change in optical transmission due to the pump excitation. The TA signal intensity 

is normally represented as an optical density measurement (∆OD), defined by: 

 10( ) log on
TA

off

TI OD
T
§ ·

'  � ¨ ¸¨ ¸
© ¹

, (2.1) 

where onT  and offT  are the wavelength-dependent probe transmission intensities when the pump 

pulse is on and off, respectively. For TA spectroscopy, the time resolution of the experimental 

setup is defined by the cross-correlation or convolution of the pump and probe laser pulses141,142. 

Figure 2.1 shows a simplified schematic of the TA experimental geometry and sample data 

showing how the TA signal is derived from the ground and excited state absorption curves. 

From TA data, fundamental physical properties such as vibrational dynamics or the 

energetic distribution of carriers within the band structure of a material can be determined. 

Contributions to the transient absorption signal include ground state bleach, stimulated emission, 

and excited state absorption123. Ground state bleach is caused by a reduction in available transitions 

from the valence band to the conduction band as a result of excitation by the pump pulse; 

stimulated emission involves a probe photon inducing the coherent emission of a photon with the 

same energy from the excited state of the material. Both of these processes appear as a negative 

TA signal ( on offT T! ). Conversely, excited state absorption results from new excitation pathways 

available in the excited state that weren’t present in the ground state and appears as a positive TA 

signal ( on offT T� ). The combined effect of all three of these processes generates the wavelength-

dependent TA signal, which also varies as a function of time delay between the pump and probe 

pulses. 
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Figure 2.1. Schematic of transient absorption spectroscopy technique. (a) Non-collinear TA setup 
showing the pump pulse (purple) and broadband probe pulse (orange) sequentially interacting with the 
sample with a time delay τ. (b) The TA signal (gold) is calculated from the difference between the ground 
state absorption spectrum (blue) and the excited state absorption spectrum (red) of a sample. 

 

2.3 Broadband Probe Light 

Both the pump and probe laser pulses in our setup originate from the same ultrafast light 

source, a Spirit 1040-8W Yb regenerative amplifier ultrafast laser from Spectra-Physics that 

generates 1040 nm laser pulses of ~300 fs pulse duration with a power output of 8 W at a 200 kHz 

repetition rate. This initial laser output is split into two different beam paths. One portion is sent 

to a non-collinear optical parametric amplifier (NOPA) to generate a tunable pump laser pulse, as 

will be discussed further in the next section. The other portion is used to generate the broadband 

probe light, through a process termed supercontinuum (SC) light generation. 

SC generation is a non-linear optical process that occurs when high intensity ultrafast laser 

pulses travel through a number of transparent media. The physics of this process is complex and 

much more through reviews of the mechanism and SC active media can be found in the 

literature143–146. Briefly, this process occurs through several steps, as illustrated in Figure 2.2. First, 

it is initiated by a self-focusing mechanism. When an ultrafast laser pulse of sufficient peak energy 

propagates through a transparent dielectric medium, the nonlinear refractive index of the medium 

begins to take effect. This is the result of the optical Kerr effect (OKE)147, by which the real 

component of the refractive index, n , has an electric field –dependent term defined by  

 0 2n n n I � , (2.2) 
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where 0n , 2n , and I  are the linear refractive index, the third-order non-linear refractive index 

term, and the intensity of the light field, respectively. Assuming an approximately Gaussian-

shaped laser pulse, the center of the pulse has a higher intensity and therefore experiences a higher 

refractive index than the edges. This effectively creates a lens within the material that travels with 

the laser pulse as it propagates, constantly focusing the pulse down to a smaller diameter. As the 

pulse focuses, the field strength increases and the effect becomes further amplified, creating a 

positive feedback loop that is only arrested by multiphoton absorption and ionization effects that 

reduce the pulse strength and defocus the beam145. The progression of the beam diameter over time 

depends on the interplay between these two effects, along with the initial focusing conditions of 

the beam, the pulse intensity, and the properties of the nonlinear medium. 

 

 

Figure 2.2. Physics of supercontinuum light generation through a transparent medium. A 
monochromatic green ultrafast laser pulse undergoes self-focusing followed by self-phase modulation, 
generating a chirped broadband laser pulse. 

 

In addition to self-focusing, the refractive index gradient also induces self-phase 

modulation in the pulse, which causes the spectral broadening that ultimately converts a 

monochromatic laser pulse into a broadband SC pulse. This is driven by the changing refractive 

index along the axis of propagation. The leading edge of the laser pulse experiences a positive 

refractive index gradient, such that the wavelength of the light wave is stretched and the front half 

of the pulse becomes red-shifted to lower energy. Similarly, the trailing edge experiences a 

negative gradient and the wavelength is blue-shifted. The resultant laser pulse shows a continuous 
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spectral shift from red to blue, as illustrated in Figure 2.2. As long as a strong refractive index 

gradient is present, this process will continue to broaden the laser pulse, spanning multiple octaves 

under optimized conditions144. In a normal group velocity dispersion (GVD) material, red light 

travels faster than blue light, leading to the pulse being stretch out and the field strength eventually 

dropping below the critical level to sustain this process. In anomalous GVD materials, the trailing 

blue edge travels faster than the leading red edge, recompressing the pulse and generating “light 

bullets” that can continue to experience further self-phase modulation145. Through self-focusing 

and self-phase modulation, high intensity ultrafast laser pulses can be spectrally broadened to 

generate a SC white light laser pulse for use as the probe beam in transient absorption 

spectroscopy. 

In our experimental setup, we have two different lineups for generating SC probe light as 

shown in Figure 2.3, with the selected beam path chosen based on the experimental needs. The 

primary setup involves routing the 1040 nm Spirit fundamental light into a yttrium aluminum 

garnet (YAG) crystal. This can be done with a 50 mm focal length lens into a 4 mm crystal to 

generate ~480-700 nm light, or with a 75 mm focal length lens into a 6 mm crystal to generate 

near infrared probe light. In order to study metal organic chalcogenolates exhibiting a larger 

bandgap than could be probed with the YAG setup, we also developed a second beamline using a 

3 mm sapphire crystal. This line involves first frequency-doubling the 1040 nm light to 520 nm in 

a β barium borate (BBO) crystal, then using the 520 nm light as the pumping laser into the sapphire 

window as depicted in Figure 2.4. Finally, the resultant “bluer” SC probe light is filtered and 

routed onto the same beam path as the YAG setup using a magnet-mounted mirror, enabling either 

of the SC light setups to be used in any TA experiment. In either case, the resultant probe beam is 

then routed directly to the sample point without any further optical modulation. 
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Figure 2.3. Supercontinuum light generation beam paths in the Tisdale laser lab. The 1040 nm Spirit 
output (pink) is either routed directly to a YAG crystal to generate broadband white light (bottom path), or 
it is first frequency-doubled to 520 nm (green) before being routed to a sapphire window to generate higher 
energy “bluer” broadband white light (top path). 

 

 

Figure 2.4. Supercontinuum light generation in a sapphire window. The 520 nm beam is focused onto 
the sapphire window using a lens. Supercontinuum white light is recollimated on a curved mirror and 
filtered to remove residual 520 nm light. Photographs taken in the Tisdale group laser lab. 
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2.4 Tunable Pump Pulse Generation 

As noted previously, our transient absorption setup employs a tunable pump beam to 

provide us with the experimental freedom to excite a semiconductor sample at, above, or below 

the bandgap. This pump beam is generated in a commercially available non-collinear optical 

parametric amplifier (NOPA) from Spectra-Physics. The fundamental physical process of a NOPA  

converts one high energy laser pulse into two lower energy pulses in a transparent nonlinear crystal 

such as BBO. This process is subject to conservation of both energy and momentum of the photons 

involved141. Below we describe general details of NOPA operation specific to our experimental 

setup; we recommend further reading from the literature for much more in-depth discussion on the 

theoretical148 and practical149 aspects of optical parametric amplification. 

The Spectra-Physics NOPA system we employ first generates seed and pump beams (not 

the same pump as in our TA setup; that comes later), then undergoes two rounds of amplification, 

followed by a pulse compression stage, and then finally a second harmonic generation (SHG) 

stage. The seed beam is formed from SC generation using 1040 nm Spirit fundamental light into 

a sapphire window. The pump beam is formed by frequency-doubling an additional portion of the 

1040 nm light into 520 nm. In the two amplification stages that make up the core of the NOPA, 

the pump and seed lines are crossed in consecutive BBO crystals at a specific angle to consume 

the 520 nm pump pulse and amplify a specific wavelength of the broadband seed pulse (between 

650 nm and 900 nm), forming the signal beam. The compression stage then involves two 

transparent prisms that minimize the pulse duration through a process to be discussed further in 

the next section. Finally, the compressed signal beam is sent to another BBO crystal to perform 

second harmonic generation, creating the NOPA output pulse at 325 nm to 450 nm, the pump beam 

as used in transient absorption experiments. Alternatively, the SHG stage can be bypassed, 

producing a 650 nm to 900 nm output instead. 

All of the aforementioned NOPA sub-sections can be optimized by adjusting computer-

controlled motors, e.g. the crystal angles to select the wavelength for amplification or delay stages 

to control pump-seed temporal overlap. Thus, day-to-day use of the system is well-automated, 

even when switching between output wavelengths. However, a brief reoptimization of the motor 

positions every few months, as well as a more involved complete mirror realignment and motor 

adjustment every one to two years is needed to keep the system functioning properly. 
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2.5 Pump Pulse Compression via Frequency-Resolved Optical Gating 

We have now introduced the fundamental processes that are used to convert a train of 

ultrafast 1040 nm laser pulses from the Spirit laser into the tunable pump and broadband probe 

lines. Next, several additional optical and mechanical components are used to modulate the pump 

beam and enable the transient absorption experiment to be performed. These will each be described 

in turn, with the complete TA setup illustrated in Figure 2.5.  

 

 

Figure 2.5. Full transient absorption spectroscopy laser table setup. This illustration highlights the 
optical and mechanical components used to modulate the pump and probe beams after they are generated. 

 

The first optics that the pump beam encounters after exiting the NOPA are a pair of fused 

silica prisms used for pulse compression. This process is used to minimize the duration of the 

pump pulse, which is critical to improving the time resolution of the TA setup. The pump pulse 

exits the NOPA with a positive chirp, where the lower energy red portion of the pulse arrives ahead 

of the higher energy blue portion. This is due to the effects of dispersion in the transmissive optics 

in the NOPA, and additional chirp is added by optics further along the beam path, including neutral 

density (ND) filters, wave plates, cryostat windows, etc. This positive chirp must be offset with a 

negatively dispersive process to minimize the pulse duration. 

The pump pulse is passed through both prisms twice to achieve this negative dispersion. 

Passing through the prisms themselves induces additional positive dispersion to the pulse. 

However, the prisms are carefully aligned such that the refraction of light in the prisms forces a 

longer total propagation time for the red edge compared to the blue edge, more than offsetting the 

positive dispersion of the prisms and leading to a net negative dispersive effect150. Alternatively, 

negatively dispersive chirped mirrors151 or gratings can be employed for chirp correction, or a 
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combination of prisms and mirrors can be used to correct for higher order terms in the dispersion 

and achieve even shorter pulses129,141. 

In order to properly compress the pump pulse, the angles and insertions of the prisms into 

the beam path are adjustable. This is done through an iterative process of moving the prisms and 

then measuring the pulse duration and chirp. The spectral and temporal shape of the pulse is 

measured using the frequency-resolved optical gating (FROG) technique152–154. This method 

involves splitting the laser pulse to be measured into two beams (here denoted “pump” and “probe” 

with quotation marks to clarify they are different than the TA setup pump and probe lines), which 

are then crossed with one another in a transparent medium, as illustrated in Figure 2.6. This setup 

has a number of parallels to the transient absorption setup found in Figure 2.5, and is similar to a 

version of pump-probe spectroscopy. 

 

 

Figure 2.6. Frequency-resolved optical gating experimental setup. The TA pump pulse is split into two 
beam lines that are overlapped with one another, allowing for time- and frequency-resolved data to be 
collected. 

 

The physics behind this method again utilizes the optical Kerr effect (OKE) and requires a 

laser pulse with a high instantaneous peak energy in order to induce nonlinear optical properties 

in a sample. The “probe” pulse (one half of the TA pump beam) is horizontally polarized, but 

routed to a spectrometer only after passing through a vertical polarizer. Thus, effectively no 

“probe” light reaches the spectrometer in the “pump off” condition. The other half of the TA pump 

beam, the “pump” line here, is rotated to a 45° polarization using a half-wave plate. When this 
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beam is focused into a hexane or fused silica sample, it induces birefringence in the material by 

the OKE. This birefringence rotates the polarization of the “probe” beam, allowing some of it to 

pass through the vertical polarizer and into the spectrometer, but only when the “pump” is on154. 

By using a mechanical chopper to alternate between “pump on” and “pump off” conditions and 

taking a differential measurement with the spectrometer as a function of time delay, a time- and 

frequency-resolved plot of the TA pump beam interacting with itself can be measured, as shown 

in Figure 2.7 (top row). 

 

 

 

Figure 2.7. Example frequency-resolved optical gating (FROG) data. The data were collected at three 
different prism positions, corresponding to overcompensated (left), fully compressed (center), and 
undercompensated (right) ~375 nm pump pulses. Data taken by inducing birefringence in 2 mm fused silica 
using the OKE. The top row shows 2D plots of raw, convolved FROG data; the bottom row shows the 1D 
pulse autocorrelation spectrum after the deconvolution algorithm is completed. 

 

The 2D FROG data must then be deconvolved to recover the actual 2D spectrogram of the 

pump pulse. Here we are greatly indebted to the Trebino group at the Georgia Institute of 

Technology for making their FROG deconvolution algorithm and code available to the public155. 
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This code employs a 2D phase retrieval algorithm that performs an iterative series of Fourier 

transforms on the FROG data154. We are able to reformat our collected data into an appropriate 

input for the Trebino code and run it as is, resulting in a fast and efficient measurement of the 

pump pulse spectrogram. The prism positions are then adjusted until a fully compressed pulse with 

the shortest possible duration is achieved, as shown in Figure 2.7. We also briefly note that a 

similar method to FROG, a pump-probe cross correlation, is used to measure the probe pulse 

spectrogram and correct for the probe chirp in the analysis of collected TA data.  

 

2.6 Transient Absorption Experimental Setup 

Returning to the remaining optical components shown in Figure 2.5, the pump beam passes 

through a half-wave plate and polarizer after the pulse compressor. These optics enable us to 

perform polarization-selective transient absorption experiments. One type of experiment compares 

the TA signal between two cases, one where the pump and probe share the same polarization and 

the other where they have different polarizations. This extracts information about the rate at which 

charge carriers or excited structures reorient themselves upon photoexcitation156,157. Alternatively, 

orientation dynamics in molecular systems can be excluded from TA data using magic angle 

polarization158. In our experiments, both the pump and probe beams are normally maintained at a 

horizontal orientation. 

The time delay between the pump and probe is established using a motorized delay stage. 

This consists of a corner cube mirror mounted on a computer-controlled linear translation stage 

with extremely fine positioning control and accuracy of <10 µm. This allows us to control the 

pump-probe delay by changing the pump path length and converting travel distance to travel time 

using the speed of light. The delay stage is 600 mm long (1200 mm round-trip), allowing for a 4 

ns time window with <50 fs precision. Following the delay stage, the pump passes through a 

mechanical chopper. This piece of equipment allows for the concurrent acquisition of the “pump 

on” and “pump off” data that are subtracted to yield the differential transient absorption signal. 

The chopper operates at 5 kHz, such that ~20 pump pulses in a row pass through the chopper to 

reach the sample over a 100 µs period, then the next ~20 pump pulses are blocked by the chopper 

blade over another 100 µs period, and so on. 
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Finally, both the pump and probe beams are focused down to a ~50-500 µm diameter spot 

on the sample of interest using a 200 mm focal length mirror. The beams cross each other in a 

slightly non-collinear geometry, which allows us to precisely control the spot sizes at the point of 

beam overlap. This geometry also blocks the transmitted pump beam from continuing on to the 

spectrometer. Additionally, the sample stage allows for the use of a tower cryostat (Janis Research, 

ST-100), permitting temperature-dependent TA measured under inert conditions. After passing 

through the sample, the probe beam is recollimated and coupled to a multi-mode optical fiber. 

From there it is routed to one of three different spectrometers, all equipped with 1024 pixel linear 

CMOS camera detectors. One spectrometer has an adjustable grating that provides very fine 

spectral resolution (useful for autocorrelations and other measurements where slight wavelength 

shifts are important), while two others have coarser spectral resolution more suitable for broadband 

TA in the visible and near-infrared regions. 

 

2.7 Transient Absorption Detection Scheme and Data Analysis 

We will end the chapter with a discussion on how laser light detected by the spectrometer 

is converted into data that can yield conclusions about the photo-physics of semiconductor 

nanomaterials. The entire detection scheme is controlled with a LabVIEW program connected to 

a high speed data acquisition board. The raw transient absorption data is a two-dimensional data 

set as a function of both wavelength and time delay. To collect a single time delay data point, the 

delay stage is first moved to the appropriate position. The 1024 pixels in the CMOS camera then 

collect the entire spectrum all at one time for each time delay. As shown in Figure 2.8, the 

spectrometer is synced with the chopper and used to detect consecutive “pump on” and “pump 

off” windows, remaining open for 90 µs per acquisition window and collecting ~18 probe pulses 

over this period. This data is integrated for many cycles of the chopper, approximately one second 

in total, and then saved as a single time delay point containing the “pump on” and “pump off” 

counts as well as a calculated TA signal (as defined by Equation 2.1) for each wavelength pixel. 

The delay stage is then moved to the next time delay position and the process is repeated until all 

time delay positions specified by a particular TA position path have been measured, thereby 

creating a 2D data set of intensity versus wavelength and time. This constitutes a single TA scan; 

normally several scans are done per TA run in order to identify and control for sample degradation 
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over time. The LabVIEW script then generates a file in .bin format containing all of the raw data 

that was collected. Additional details on our detection setup have been reported previously by the 

Tisdale group138,159. 

 

 

Figure 2.8. Transient absorption detection and chopping scheme. The top row shows the continuous 
train of probe pulses that pass through the sample; the bottom row shows the corresponding train of pump 
pulses, half of which are blocked by the chopper blade. The spectrometer collects sequential 90 µs “pump 
on” and “pump off” windows, each containing ~18 probe pulses (Note: only one out of every three pulses 
is shown here for visual clarity). 

 

The .bin data is imported to MATLAB for further processing and data analysis. A series of 

nested functions have been created to achieve this. The lowest level function imports the .bin data 

and converts it to MATLAB-formatted matrices. The second level function applies a chirp 

correction and spontaneous photoluminescence background subtraction. The third level function 

aggregates multiple TA runs into a structure, removes erroneous data, and extracts experimental 

conditions. Finally, a master script is used to call these functions, generating formatted data that 

can easily be analyzed using a number of methods, including 2D and 1D plotting, analysis as a 

function of time delay/wavelength/temperature/fluence/scan count, fitting algorithms, and Fourier 

transforms. In this way, the newly collected transient absorption data can be quickly processed to 

a level where characteristics of the underlying physical mechanisms begin to emerge. 

Our ultrafast broadband transient absorption spectroscopy setup allows for the study of 

femtosecond to nanosecond dynamics in hybrid semiconductor nanomaterials. The system is 

tunable over a wide range of pump wavelengths/fluences, probe/detector spectral ranges, sample 
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temperatures, and various other conditions, all with <100 fs temporal resolution. This system is a 

powerful tool for investigating a wide range of physical phenomena at the nanoscale. 
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Chapter 3                                                                                    
Coherent Exciton-Lattice Dynamics in a 2D Metal 
Organochalcogenolate Semiconductor 
 
 

Nanomaterials have become increasingly important in the 
development of new materials for enhanced applications. … There is 
an immense quest for composite materials containing … the 
properties of two or more materials to create a material designed for 
a specific purpose. 
 
B. Viswanathan Nano Materials160 

 

 

The basis of this chapter has been adapted from: 
Eric R. Powers†, Watcharaphol Paritmongkol†, Dillon C. Yost, Woo Seok Lee, Jeffrey C. 
Grossman, William A. Tisdale. “Coherent Exciton-Lattice Dynamics in a 2D Metal 
Organochalcogenolate Semiconductor.” In Preparation (2023). 
†Authors contributed equally. 
 
 

3.1 Abstract 

Hybrid organic-inorganic nanomaterials can exhibit transitional behavior that defies 

description by models developed for all-organic or all-inorganic materials systems. Here, we 

reveal the complexity of exciton-phonon interactions in a recently discovered 2D layered hybrid 

organic-inorganic semiconductor, silver phenylselenolate (AgSePh). Using femtosecond resonant 

impulsive vibrational spectroscopy and non-resonant Raman scattering, we measure multiple 

hybrid organic-inorganic vibrational modes and identify a subset of these modes that strongly 

couple to the electronic excited state. Calculations by density functional perturbation theory show 

that these strongly coupled modes exhibit large out-of-plane silver atomic motions and silver-silver 

spacing displacements. Moreover, analysis of photoluminescence fine-structure splitting and 

temperature-dependent peak-shifting/linewidth-broadening suggests that light emission in 

AgSePh is most strongly affected by a compound 99 cm-1 mode involving the wagging motion of 
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phenylselenolate ligands. Finally, red-shifting of vibrational modes with increasing temperature 

reveals a high degree of anharmonicity arising from non-covalent interactions between phenyl 

rings. These findings reveal the unique effects of hybrid vibrational modes in organic-inorganic 

semiconductors and motivate future work aimed at specifically engineering such interactions 

through chemical and structural modification. 

 

3.2 Introduction 

Hybrid organic-inorganic materials can exhibit functionality and performance not 

achievable in all-organic or all-inorganic material systems alone. These hybrid materials – 

including metal-organic frameworks, colloidal nanocrystals, organics in sol-gel derived matrices, 

organic modified ceramics, and hybrid halide perovskites – have been used in many fields ranging 

from catalysis, photonics, functional coatings, electronics, energy, and sensing to biology, 

medicine, and biotechnology161–163. 

Interest in hybrid organic-inorganic semiconductors has surged recently due to remarkable 

optoelectronic properties and ease of fabrication by low-temperature solution-based syntheses6,163–

165. However, a complete description of excited state dynamics in hybrid semiconductors has 

proven elusive due to strong charge carrier-lattice interactions119,166–169  that defy conventional 

models of all-inorganic semiconductors. Moreover, excited state dynamics in low-dimensional 

hybrid semiconductors are further complicated by the mixed Frenkel-Wannier nature of strongly-

bound excitonic states102,170,171. 

Exciton-phonon coupling in two-dimensional  (2D) hybrid semiconductors has been 

extensively studied in 2D hybrid organic-inorganic lead halide perovskites101,102,172,173. Previous 

research in this material class has shown that the main vibrational modes that couple strongly to 

excitons and excited electronic states belong to the motions of inorganic frameworks, while the 

organic components indirectly affect the vibrational modes through structural templating101,172,173. 

However, it is unclear whether these findings are representative of all 2D hybrid semiconductors 

or if they are specific only to 2D lead halide perovskites, which are uniquely ionic in nature and 

possess relatively weak hydrogen-bonding interactions between organic and inorganic 

components.  
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Layered metal organochalcogenolates (MOCs)64,174 are an emerging class of covalently-

bonded 2D hybrid organic-inorganic semiconductors with potential applications in light 

emission175–177, thermoelectricity178, and electrocatalysis,179 as well as in light94,180,181, chemical182, 

and thermal183 sensing. A prototypical member of this material family is 2D silver 

phenylselenolate (AgSePh), comprised of a hybrid quantum-well structure83,88,95 which exhibits a 

thickness-independent direct bandgap90, strong exciton binding energy85,86, an ultrafast picosecond 

photoluminescence lifetime85,87,88,94,96, narrow-linewidth blue luminescence centered at 467 nm84, 

2D in-plane exciton anisotropy with polarized light absorption and emission86, and robust chemical 

stability. Moreover, synthesis of AgSePh can be accomplished without specialized equipment and 

the material can be prepared as single crystals83,88, microcrystals88,91,92, or polycrystalline thin 

films90,93,94 via low-temperature vapor-phase or solution-phase processes, depending on the end-

use need. These attributes, combined with earth-abundant elemental composition and chemical 

robustness, have generated interest in AgSePh for a variety of optoelectronic applications.180,181  

In this work, we employ a combination of steady-state and time-domain spectroscopy 

techniques together with density functional perturbation theory (DFPT) to develop a detailed 

understanding of exciton-lattice interactions in AgSePh. Understanding of exciton-phonon 

coupling in low-dimensional semiconductors like AgSePh reveals new opportunities for 

controlling optoelectronic properties through molecular engineering of hybrid organic-inorganic 

systems. 

 

3.3 Crystal Structure, Electronic Structure, Synthesis, and Basic Optical Properties of 

AgSePh 

AgSePh is a 2D hybrid organic-inorganic semiconductor, consisting of Ag, Se, C, and H. 

It crystallizes in the C2/c or P21/c space group83,88,95 and adopts a quantum-well structure (Figure 

3.1a) with a layer of Ag atoms located between two layers of Se atoms that are covalently bonded 

to phenyl (Ph) rings. Each Ag atom is surrounded by four Se atoms in a tetrahedral configuration, 

and each Se atom is linked to four Ag atoms and one phenyl ring oriented in the out-of-plane 

direction. The Ag atoms are arranged into a distorted hexagonal pattern (Figure 3.1b), leading to 

in-plane anisotropy86 and three different Ag-Ag separation distances (3.04, 2.90 and 2.90 Å) for 

the P21/c crystal structure (the C2/c crystal structure has two different Ag-Ag separation 
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distances). Because these interatomic distances are shorter than the sum of two Ag atomic radii 

(3.44 Å), it is believed that Ag atoms are linked via argentophilic interactions95,184. For the 

remainder of this paper, these three Ag-Ag separations will be denoted (Ag-Ag)1, (Ag-Ag)2, and 

(Ag-Ag)3, respectively, as defined in Figure 3.1b. 
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Figure 3.1. Structural, electronic, and optical properties of AgSePh. (a) Structure of AgSePh in P21/c 
space group when viewed from the side showing a natural 2D quantum-well system. (b) Structure of 
AgSePh P21/c space group when viewed from the top showing the distorted hexagonal pattern of in-plane 
Ag atoms and three different Ag-Ag bond lengths labeled by 1, 2, and 3. (c) Calculated electronic band 
structure of AgSePh derived from density functional theory, predicting a direct bandgap at *. (d) Isosurfaces 
of the wavefunctions at the conduction band minimum (CBM) and valence band maximum (VBM) at *. 
(e) Photos of an AgSePh thin film and AgSePh crystals used in this study. (f) Scanning electron micrograph 
of an AgSePh thin film showing its polycrystalline morphology with random in-plane orientation. (g) 
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Absorption and photoluminescence spectra of AgSePh thin films and crystals (powder). (h) Brillouin zone 
image of AgSePh adopting the P21/c space group. 

 

Electronic structure calculations performed using density functional theory (DFT) show 

that AgSePh is a semiconductor with a direct bandgap at * and no dispersion along the out-of-

plane direction, in agreement with its quantum-well structure and a previous calculation86 (Figure 

3.1c). Figure 3.1d shows the electron densities at the conduction band minimum (CBM) and 

valence band maximum (VBM), which are mainly concentrated in the inorganic AgSe core. 

Electron density at the CBM also contains a small orbital contribution from the nearest C atoms, 

suggesting the possibility for electronic bandgap tunability by organic modification. 

AgSePh was prepared as both thin films and large crystals, based on previously reported 

procedures.88,94 AgSePh thin films (Figure 3.1e, left) were prepared by vapor-phase chemical 

transformation – or “tarnishing” – of metallic silver films by diphenyl diselenide (Ph2Se2) in the 

presence of dimethyl sulfoxide (DMSO) vapor.94 A scanning electron micrograph of a 

representative film shows its polycrystalline nature with micrometer grain sizes and random in-

plane orientation on a glass substrate (Figure 3.1f). Using an alternate synthetic method, large 

AgSePh crystals (Figure 3.1e, right) were obtained by an organic single-phase reaction between 

silver nitrate (AgNO3) and Ph2Se2 in a mixed propylamine and toluene solution.88  

Figure 3.1g shows the absorption and photoluminescence spectra of AgSePh thin films 

and crystals, revealing a crowded excitonic absorption feature at 430-450 nm comprised of three 

distinct optical transitions, and a single photoluminescence peak at 467 nm, in agreement with 

previous reports84,86,88,94,96. AgSePh thin films were used for femtosecond pump-probe 

experiments, while crystals were used for non-resonant Raman and photoluminescence 

spectroscopy experiments. 

 

3.4 Time-domain observation of coherent exciton-lattice dynamics by impulsive vibrational 

spectroscopy (IVS) 

To investigate vibrational dynamics in AgSePh, we employed resonant impulsive 

stimulated Raman scattering (RISRS)101,102,119,168,172, a time-domain vibrational spectroscopy 

technique belonging to a broader class of methods known collectively as impulsive vibrational 
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spectroscopy (IVS). 126,132,140,141,185 Based on pump-probe transient absorption spectroscopy, IVS 

measures the change in a sample’s absorption/transmission due to photoexcitation as a function of 

time (Figure 3.2a). In our experiment, an ultrafast 375 nm pump laser pulse was used to excite 

AgSePh electronically and vibrationally, followed by a broadband probe laser pulse to monitor the 

excited state dynamics over a controllable time delay (Figure 3.2b).  Due to the short temporal 

width (~70 fs) of the pump laser pulse (Figures 3.9 and 3.10), a coherent vibrational wavepacket 

is generated on an excited-state potential energy surface upon photoexcitation, and this wavepacket 

evolves over time with a frequency ω corresponding to the underlying vibrational mode(s). This 

oscillation of the wavepacket leads to fluctuations in the atomic spacing and lattice organization, 

resulting in a time-dependent modulation of sample’s absorption that contains information on the 

sample’s vibrational dynamics. 
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Figure 3.2. Coherent vibrational dynamics obtained by impulsive vibrational spectroscopy (IVS). (a) 
IVS color map of thin-film AgSePh at 5 K. The IVS data were collected and analyzed over a time delay of 
0 to 20 picoseconds (ps), at which point all substantial oscillatory signals were found to have degraded. The 
data are truncated to 10 ps here for clarity; the full 20 ps color map can be found in Figure 3.15a. The three 
distinct excitonic transitions X1, X2, and X3 are labeled. (b) Schematic of the IVS technique employed in a 
displaced harmonic oscillator potential energy system. Photoexcitation occurs from the electronic ground 
state (GS) to the excited state (ES) and induces a coherent vibrational wavepacket oscillating at a frequency 
ω. At right, the process of extracting vibrational frequency information from the IVS signal is illustrated, 
involving the subtraction of fitted electronic dynamics to obtain vibrational dynamics, followed by a Fourier 
transform to find the vibrational mode frequency. (c) Analysis of time-domain IVS data, showing the 
vibrational oscillations in the signal over a 408-422 nm region (blue), the fit to multiple decaying sine waves 
(orange), and the difference between the experimental signal and fit with an offset for clarity (gray). (d) 
Vibrational frequencies obtained after Fourier transformation of IVS vibrational dynamics (blue). These 
frequency-domain data were fit to multiple Lorentzian peaks (red) and agree with the frequencies identified 
by the sine-wave fit to the time-domain data (orange ticks). (e) Probe wavelength-dependent IVS vibrational 
frequencies showing an increase in the relative intensity of the γ mode at longer probe wavelengths.  
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Figure 3.2a shows the IVS color map for AgSePh at 5 K, plotted as the change in 

absorption versus time delay and probe wavelength. We observed three prominent bleach features 

(a negative change in absorption), labeled X1, X2, and X3.86,87 These three optical transitions in 

AgSePh were previously assigned to three distinct excitonic states oriented within the 2D plane 

(X2 perpendicular to X1 + X3) and exciton binding energy ≥300 meV86.  A fit to these excitonic 

dynamics and further discussion are shown in Figure 3.3. 

 

 
Figure 3.3. Dynamics of the three bleach features in the AgSePh IVS spectrum at 5 K. Dynamics for 
the first 0.5-1 ps consist primarily of decay from the higher energy X3 (422-428 nm) and X2 (440-446 nm) 
excitonic features to the lowest energy X1 (451-457 nm) peak. The dynamics of the X1 peak after 1 ps are 
fit with a biexponential decay, yielding a 3.4 ps fast lifetime, consistent with previously reported findings87 
and likely driven by exciton trapping or recombination through radiative and non-radiative pathways. The 
decay of the slow component was found to be effectively zero over the 20 ps time window, so the true long 
lifetime could be any value several hundred picoseconds or longer. 

 

Superimposed on the decaying electronic signals in the IVS data are the oscillatory 

vibrational dynamics. To isolate the vibrational dynamics, we sum over a wavelength region of 

the IVS data, then fit and subtract off the electronic contribution to the signal (Figure 3.2b and 

Figure 3.4), leaving only the quickly oscillating vibrational signal as shown in Figure 3.2c. Next, 

a Fourier transform is applied to extract the frequencies of underlying vibrational modes (see 

Appendix A for an extended discussion on this data analysis method). Figure 3.2d shows the 

vibrational frequencies of the IVS signal at 408-422 nm. 
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Figure 3.4. Isolating coherent vibrational data from electronic dynamics. The raw IVS data at 5 K 
extracted from Figure 3.2a is shown in blue. The fit to the data is shown in red, as discussed in Appendix 
A. Subtraction of the fit from the raw data yields the vibrational dynamics shown in Figure 3.2c. 

 

We observe four dominant vibrational modes in the IVS data (Figure 3.2d) with 

frequencies of 29.3, 62.1, 98.7, and 103.7 cm-1 labelled α, β, γ, and δ, respectively. These are the 

vibrational modes that significantly modulate the excitonic optical transitions in AgSePh; or, in 

other words, these are the primary modes that participate in exciton-phonon coupling. 

The IVS results show differences in exciton-phonon coupling behavior among the three 

excitonic states (Figure 3.2e). While the β mode is the most dominant mode based on signal 

intensity at probe wavelengths of 416-421 nm (corresponding to the highest-energy excitonic state, 

X3), the γ mode is most intense for the lowest-energy excitonic state, X1 (probe wavelength 457-

462 nm).  

To corroborate the findings of the frequency-domain analysis, we also performed mode 

analysis directly on the time-domain data (Figure 3.2c) by fitting to the sum of multiple decaying 

sine waves of the form 

𝐼 ൌ 𝜅ଵ sinሺ𝜔ଵ𝑡 ൅ 𝜑ଵሻ exp ൬
െ𝑡
𝜏ଵ

൰ ൅ 𝜅ଶ sinሺ𝜔ଶ𝑡 ൅ 𝜑ଶሻ exp ൬
െ𝑡
𝜏ଶ

൰ ൅ ⋯ , ሺ3.1ሻ 

where 𝐼 is the intensity of the IVS signal, 𝑡 is time, and the remaining variables represent adjustable 

fitting parameters. The result of a four-mode fit is shown as an orange dashed line overlaid with 

the original data in Figure 3.2c; details on the fitting method and a list of the derived fitting 

parameters can be found in Appendix A and Table 3.5, respectively. The orange ticks along the 

x-axis in Figure 3.2d represent the fitted sine-wave frequencies, showing good agreement with 
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the frequencies obtained by Fourier transformation. Beyond identification of the vibrational 

frequencies, the unique time-domain data collection method of IVS allows for analysis of the 

temporal evolution of the vibrational coherences, represented by the 𝜏௜ coherence lifetime terms 

in the fit and tabulated in Table 3.1. 

 

3.5 Comparison of IVS spectrum to non-resonant Raman scattering (NRRS) 

The unique information content of IVS is further revealed by comparison of the IVS 

spectrum to the corresponding frequency-domain non-resonant Raman scattering (NRRS) 

spectrum (Figure 3.5a). By using a non-resonant Raman pump laser wavelength of 785 nm (below 

the bandgap of AgSePh), we ensure that only vibrational modes belonging to the electronic ground 

state are observed in NRRS. 

 

 
Figure 3.5. Vibrational mode identification using density functional perturbation theory (DFPT). (a) 
Comparison of vibrational spectra from several experiments and simulations, normalized and offset. Shown 
in order are impulsive vibrational spectroscopy (IVS, blue, 5 K), non-resonant Raman scattering (NRRS, 
red, 78 K), DFPT calculated Raman (green), and DFPT calculated phonon density of states (orange). See 
also Figures 3.19 and 3.20. (b and c) DFPT simulated atomic displacements in the AgSePh structure for the 
α (b) and ε (c) modes. (d) Net correlation between IVS activity and different vibrational mode 
characteristics in AgSePh, evaluated for the 13 identified modes between 0 and 140 cm-1. The x, y, and z 
directions correspond to the a, b, and 5.6-degrees-off-c crystallographic directions, respectively. 
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The four primary IVS modes (α, β, γ, and δ) have corresponding peaks in the NRRS 

spectrum at 29.0, 61.2, 99.6, and 105.5 cm-1, respectively (Table 3.1). The observation of these 

same four vibrational modes associated with exciton-phonon coupling by both techniques indicates 

that they couple to both the ground electronic state (as shown by NRRS) and the excited electronic 

state (as revealed with resonant IVS). 

Due to the large unit cell of AgSePh consisting of 52 atoms, it is expected that many more 

Raman-active modes should exist in this material beyond the four modes identified by IVS. Indeed, 

the NRRS spectrum reveals >10 resolvable peaks in the spectral range from 0 cm-1 to 140 cm-1 

(Figure 3.5a). As these vibrations are not observed in the IVS spectrum, we conclude that they 

correspond to Raman-active modes that do not couple strongly to the three primary excitonic 

transitions in AgSePh.  

Another noteworthy difference between the results of the two techniques is the broadened 

linewidths in IVS compared to those seen in NRRS. First, we note that the linewidths are 

homogeneous in origin – rather than derived from sample inhomogeneity – due to the Lorentzian 

(rather than Gaussian) lineshapes shown in Figure 3.2d and Figure 3.14186. Typically, 

homogeneous lifetime broadening due to phonon-phonon scattering is the main contribution to 

linewidth broadening in Raman spectroscopy, including NRRS and IVS. In addition to this 

contribution, the IVS linewidth is further broadened by phonon-exciton scattering187–189 resulting 

from resonant excitation of the sample. Following photoexcitation at 5 K, excitons in the two 

higher-energy states (X2 and X3) scatter into the lowest energy state (X1) on a ~0.5 ps timescale, 

followed by a slower ~3 ps depopulation timescale for the lowest-energy state (Figure 3.3). These 

electronic lifetimes are on the same order of magnitude as the coherent vibrational lifetimes 

extracted from time-domain fitting of the IVS data using Equation 3.1 (Table 3.1), indicating that 

linewidth broadening due to phonon-exciton scattering contributes significantly to linewidth 

broadening in resonant IVS – but not in non-resonant Raman scattering (NRRS). These fast 

exciton-phonon scattering rates may also contribute to the low photoluminescence quantum yield 

(~2%) of AgSePh at 5 K96.  
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3.6 Mapping observed frequencies onto atomic displacements in AgSePh 

To obtain a physical interpretation of the vibrational modes identified with IVS and NRRS, 

we compare the experimental vibrational spectroscopy results to lattice dynamics calculations 

performed using density functional perturbation theory (DFPT) approaches. A detailed description 

of how these calculations were performed can be found in the Methods section. 

The calculated Raman spectrum and phonon density of states (PHDOS) are plotted 

alongside the experimental IVS and NRRS spectra in Figure 3.5a. As with the NRRS data, 

multiple vibrational modes were found in the calculated Raman spectrum, a subset of which are 

IVS active. Where possible, peak assignments between the IVS, NRRS, and calculated Raman 

spectra were made based on nearest frequency modes and an assumption of correspondence 

between the data sets, as listed in Table 3.1 for the IVS active modes and shown in Figure 3.6. A 

complete listing of all 13 vibrational modes identified in this study over the region of interest (0-

140 cm-1) and their frequencies can be found in Table 3.2. We note that the peaks of interest are 

in the low frequency region (<140 cm-1) and only separated by ~10 cm-1 in several instances, 

whereas differences between calculated spectra and experimentally measured frequencies can be 

on the order of tens of wavenumbers190 using first-principle approaches such as DFPT. A complete 

discussion on the possible sources of error in the computed PHDOS and Raman spectra can be 

found in Appendix D. 

 

 
Figure 3.6. Assignment of vibrational mode peaks between IVS, NRRS, and calculated Raman 
techniques. 
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Using DFPT, the atomic displacements of vibrational modes in AgSePh can be visualized 

in real-space. Mode α, which has a clear IVS signal, is shown in Figure 3.5b. The motion primarily 

consists of silver atom motion in the z-direction alternating between positive and negative 

displacements for adjacent silver atoms. (We define the x, y, and z directions as corresponding to 

the a, b, and 5.6-degrees-off-c crystallographic directions). In contrast, Mode ε (Figure 3.5c), 

which presents strongly in the calculated Raman spectrum but is not observed via IVS, consists 

primarily of phenyl ring motion in the organic layer, with limited motion of the selenium atoms 

and almost stationary silver atoms.  

To more systematically understand the modeled vibrational displacements and how they 

contribute to exciton-phonon coupling, we analyzed the simulated atomic motions to look for 

correlations with IVS activity. First, we considered the relative magnitude of atomic 

displacements, Cartesian-projected component motions, and changes in bond lengths. This 

analysis was performed on the five IVS-active and eight IVS-inactive modes that could be clearly 

identified and assigned in our data set. Relative contributions of selected atomic motions to the 

key vibrational modes are presented in Table 3.1; a complete list of motional contributions to all 

13 of the mapped vibrational modes can be found in Tables 3.3 and 3.4. 

 

Table 3.1. Summary of experimental and simulation results describing key vibrational modes in 
AgSePh. See also Tables 3.2, 3.3, and 3.4. 

 
aColumn value indicates atomic mass-weighted contribution of the specified displacement to total atomic 
displacements involved in the mode. All weighted displacements add to a value of 1.0. bColumn value 
indicates atomic mass-weighted contribution of the specified directional motion to the total of all atomic 
directional motions. All weighted directional motions add to a value of 1.0. 

 

Mode 
Designation

NRRS at 78 K 
(cm‐1)

IVS at 5 K 
(cm‐1)

Calculated 
Raman (cm‐1)

IVS Lifetime at
5 K (ps)

(Ag‐Ag)1 
Displacement 
Contributiona

Ag z ‐Motion 
Contributionb

Zeta (ζ) 25.5 24.1 23.7 ‐ 0.45 0.28

Alpha (α) 29.0 29.3 27.1 4.6 0.30 0.38

Beta (β) 61.2 62.1 62.6 4.7 0.41 0.07

Epsilon (ε) 91.5 ‐ 86.3 ‐ 0.30 0.02

Gamma (γ) 99.6 98.7 102.7 2.4 0.39 0.04

Delta (δ) 105.5 103.7 110.4 3.4 0.35 0.03
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Next, the motional contributions to all modes identified using DFPT were compared to 

generate a correlation score predicting which atomic motions are most strongly correlated with 

IVS activity. The correlation score is effectively a predictor of exciton-phonon coupling in 

AgSePh, estimating the degree to which certain atomic displacements are likely to impact the 

electronic structure of the material. A high correlation score indicates that a particular atomic 

displacement is likely to be important in exciton-phonon coupling. Figure 3.5d shows the 

correlation scores for each characteristic we evaluated, with more positive scores indicating 

stronger correlation. Full details on the method for calculating and assigning correlation scores can 

be found in Appendix B. 

The strongest correlation with IVS signal is found for Ag motion in the z-direction. In 

Figure 3.1d, we established that the band edge electron densities are contained predominantly 

within the inorganic 2D plane, making it intuitive that Ag displacements in the z-direction (out of 

the 2D plane) are likely to disrupt the electronic structure of the inorganic layer. The second 

strongest correlating motion is the change in (Ag-Ag)1 interatomic bond spacing. As illustrated in 

Figure 3.1b, the (Ag-Ag)1 bond is found within the 2D inorganic plane and oriented 

predominantly along the x-axis. This reveals that changes in atomic spacing between neighboring 

Ag atoms interrupt Ag orbital overlap, and that this bond contributes significantly to the band edge 

electronic structure of AgSePh. Overall, we note the similarity of behavior observed here in 

AgSePh to exciton-phonon coupling in other 2D semiconductors. Specifically, out-of-plane 

homopolar phonons and in-plane polar optical phonons have been identified as the most significant 

contributors to exciton scattering in other 2D semiconductors,187,191,192  agreeing with identification 

here of Ag motion in the z-direction and (Ag-Ag)1 interatomic bond spacing, respectively, as 

important displacements. Additionally, these results corroborate a recent finding from Schriber et 

al.95, who conclude that bonding among the 2D network of Ag atoms is important for light 

emission in AgSePh and in two related compounds, AgSPh and AgTePh. 

Returning to the modes previously introduced in Figure 3.5b and Figure 3.5c, we see in 

Table 3.1 that Mode α exhibits a much larger Ag z-directed atomic displacement contribution than 

Mode ε, helping to explain why there is a greater degree of exciton-phonon coupling in Mode α 

than Mode ε, as measured with IVS. 
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3.7 Vibrational modes strongly influencing light emission  

To identify which modes strongly influence the luminescence properties of AgSePh, we 

performed temperature-dependent photoluminescence (PL) spectroscopy on AgSePh crystals. 

Figure 3.7a shows a map of intensity-normalized PL spectra of AgSePh from 5 to 300 K in 5 K 

increments. With increasing temperature, the PL initially blue-shifted from 5 to 30 K before 

reversing direction and red-shifting from 30 K to 300 K. The shift was smooth without an abrupt 

change in position, suggesting an absence of phase transitions in this temperature range. 

Concurrent with the gradual peak shift, the PL linewidth monotonically broadened as a function 

of temperature, as expected for a lineshape influenced by exciton-phonon coupling effects.  

 

 
Figure 3.7. Exciton-phonon coupling affecting light emission in AgSePh. (a) Intensity-normalized 
temperature-dependent photoluminescence spectra from 5 to 300 K in 5 K steps. (b) Photoluminescence 
spectrum at 5 K showing peak splitting and their fits to Voigt functions centered at 2.6928, 2.7087, 2.7223, 
and 2.7367 eV. (c) Temperature-dependent photoluminescence peak shift and corresponding fit to Equation 
3.2. (d) Temperature-dependent photoluminescence linewidth broadening and corresponding fit to Equation 
3.3. (e) DFPT-simulated lattice displacements of mode γ (98.7 cm-1 or 12.2 meV) viewed along two 
different in-plane axes. 
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At very low temperature, the emission spectrum of AgSePh split into multiple peaks and 

as many as four distinct optical transitions could be resolved at 5 K (Figure 3.7b). Fitting of these 

four peaks to Voigt functions results in peak energies of 2.6928, 2.7087, 2.7223, and 2.7367 eV, 

yielding peak energy separations of 15.9, 13.6, and 14.5 meV (128, 110, and 117 cm-1), 

respectively. The roughly constant separation in energy suggests the origin of peak splitting to be 

phonon sidebands193 arising from strong interaction between an exciton and a dominant phonon 

having an energy of ~13-16 meV (~105-129 cm-1). 

An analysis of the temperature-dependent PL peak shift can be used to extract the energy 

of the vibration most strongly coupled to the excitonic state responsible for light emission. 

Assuming a quasi-harmonic oscillation and a temperature-independent exciton binding energy, the 

temperature dependent electronic band gap (i.e. quasiparticle gap) of a semiconductor at constant 

pressure, 𝐸௚ሺ𝑇ሻ, can be described by194,195 

𝐸௚ሺ𝑇ሻ ൌ 𝐸଴ ൅ 𝐴்ா𝑇 ൅ 𝐴ா௉ ൮
2

exp ൬
𝐸௣௛
𝑘஻𝑇൰ െ 1

൅ 1൲ , ሺ3.2ሻ 

where 𝐸଴ is an unrenormalized band gap, 𝐴்ா determines the weight of thermal expansion 

interaction, 𝐴ா௉ accounts for the strength of exciton-phonon interaction, 𝐸௣௛ is the energy of a 

dominant phonon, and 𝑘஻ is the Boltzmann constant. Assuming a temperature-independent exciton 

binding energy, a fit of Equation 3.2 to the temperature-dependent peak position of AgSePh 

(Figure 3.7c) yields an 𝐸଴ of 2.770 േ 0.004 eV, 𝐴்ா of 0.12 േ 0.11 meV/K, 𝐴ா௉ of -35.2 േ 3.3 

meV, and 𝐸௣௛ of 12.3 േ 2.8 meV. 

To further confirm the fitted phonon energy, 𝐸௣௛, we applied the value extracted from the 

peak-shift analysis (Figure 3.7c) to an analysis of the temperature-dependent PL linewidth 

broadening of AgSePh. Figure 3.7d compares the PL full width at half maximum (FWHM) as a 

function of temperature to the predicted broadening. We found that the PL FWHM was well-fitted 

by a model comprised of a temperature-independent linewidth, Γ଴, and a contribution from a single 

vibrational mode with an energy of 12.3 meV196–198: 

Γ௛௢௠௢ሺ𝑇ሻ ൌ Γ଴ ൅
Γ௣௛

൤exp ൬
𝐸௣௛
𝑘஻𝑇൰ െ 1൨

. ሺ3.3ሻ 
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Here, Γ௣௛ is an exciton-phonon coupling strength parameter, and Γ଴ and Γ௣௛ were found to be 9 േ 

1 meV and 44.0 േ 1.0 meV, respectively.  

Overall, these findings indicate that a single dominant vibrational mode having energy of 

~12-16 meV (~97-129 cm-1) is responsible for the low-temperature PL spectral splitting, the 

temperature-dependent peak shifting, and the temperature-dependent linewidth broadening in 

AgSePh. Further, we see agreement between the exciton-phonon coupling behavior determined 

from PL analysis and the excitonic state-dependent IVS vibrational spectrum in Figure 3.2e, which 

showed that the γ mode at 99 cm-1 dominates coherent lattice dynamics of the X1 state. 

The X1 state is the lowest-energy excitonic state in AgSePh and also the state responsible 

for light-emission86,96. In Figure 3.2e we observed that the β mode at 62 cm-1 was the dominant 

mode for the highest energy excitonic state (X3) based on IVS signal intensity, while the γ mode 

at 99 cm-1 was the highest intensity peak for the lowest-lying excitonic state (X1). The relative 

coupling strength of the γ mode may also be underestimated because the intensity of an IVS peak 

is expected to vary inversely with the square of vibrational frequency (𝐼 ∝ 1/𝜔ଶ)173,199. Figure 

3.7e shows the calculated vibrational motion of the γ mode viewed from two orthogonal in-plane 

directions. Overall, the γ mode is a strongly hybridized mode involving the alternating rocking of 

phenyl rings and corresponding displacement of Se and Ag atoms in both in-plane and out-of-

plane directions. 

 

3.8 Temperature-dependent vibrational dynamics 

Impulsive vibrational spectroscopy (IVS) was performed as a function of sample 

temperature from 5 K to 200 K using the same experimental setup and conditions discussed 

previously (see Figure 3.15). The time-domain vibrational dynamics as a function of temperature 

are displayed in Figure 3.8a. We focus here on the blue edge of the highest energy excitonic peak 

(X3) because it has the highest signal-to-noise ratio across the widest temperature range (specific 

wavelength ranges and other details are included in Appendix A). At each temperature, the time-

domain vibrational dynamics were fit to the sum of four exponentially decaying sine waves. Fits 

to the data and a summary of the fitting parameters for all temperatures can be found in Figure 

3.18 and Table 3.5, respectively. Vibrational dephasing times for the four dominant IVS modes 

are plotted in Figure 3.8b as a function of sample temperature. Overall, dephasing becomes faster 
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at higher temperatures, as expected due to increasing population of the incoherent phonon bath 

with increasing temperature.200  

 

 
Figure 3.8. Temperature-dependent vibrational dynamics. (a) Time-domain IVS coherent vibrational 
response from 5 K to 200 K. (b) Temperature-dependent dephasing times for the four primary IVS-active 
modes, determined by fitting the data in (a) to the sum of four decaying sine waves. (c) Dephasing rate of 
the β mode as a function of temperature, fitted with a cubic overtone model. (d) Temperature-dependent 
IVS spectrum obtained by Fourier transform of the curves in (a). See also Figure 3.17. (e) Dependence of 
IVS mode frequency on sample temperature. Note that some peaks become irresolvable at higher 
temperatures, leading to series truncation. (f) Real-space displacements of the β vibrational mode, showing 
shearing motion of adjacent phenyl rings. 

 

Temperature-dependent dephasing rates can be fit to a cubic overtone model, in which one 

coherent optical phonon decays into two acoustic phonons of equal energy and opposite wave 

vectors.200,201 This model provides a simplified picture of vibrational dephasing, but yields a useful 

measure of anharmonic coupling strength200 and the relative magnitude of different sources of 

dephasing. We focus on the 62 cm-1 mode as it is the best resolved feature in the IVS spectrum, 

especially at higher temperatures.  
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The dephasing rate (or the inverse of the dephasing lifetime) is fitted to the cubic overtone 

model using 

Γ ൌ Γ଴ ൅ 𝛾଴ ൦1 ൅
2

exp ቀ ħ𝜔
2𝑘஻𝑇ቁ െ 1

൪ , ሺ3.4ሻ 

where Γ଴ is a temperature-independent scattering rate (i.e. defect scattering), 𝛾଴ is the anharmonic 

coefficient, and 𝜔 is the vibrational mode frequency. As shown in Figure 3.8c, this model 

successfully captures the observed trend in dephasing rate with fitting parameters of Γ଴ = 0.190 ± 

0.025 ps-1 and 𝛾଴ = 2.1×10-2 ± 0.4×10-2 ps-1, suggesting that both temperature-dependent and 

temperature-independent sources of scattering are significant. Again, we note that the exciton 

lifetime is <10 ps at all temperatures, and on the same order of magnitude as the vibrational 

coherence time (see Figure 3.16). Coherent vibrations on the electronic excited potential energy 

surface would likely be scattered by an electronic transition back to the ground state, limiting the 

conclusions that can be reached with a phonons-only analysis. 

Temperature-dependent IVS spectra (obtained by Fourier Transform of the time-domain 

data shown in Figure 3.8a) are displayed in Figure 3.8d. These curves show notable shifts in peak 

width and position as a function of temperature, and the magnitude of these shifts varies among 

the different vibrational modes. Peak broadening results directly from homogeneous lifetime 

broadening, as discussed in the preceding paragraph. Additionally, we observe a temperature-

dependent frequency shift of all modes (Figure 3.8e), revealing the role of mode anharmonicity202. 

Of the modes appearing in the IVS spectrum, the β mode exhibits the largest temperature-

dependent frequency red-shift (∆𝜔/𝜔 = 9% from 5 K to 200 K). Atomic displacements of the β 

mode are illustrated in Figure 3.8f. This mode is dominated by a shearing motion of the phenyl 

rings, which slide past each other in alternating fashion. In contrast, the α mode (Figure 3.5b) – 

which showed the smallest temperature-dependent frequency shift (∆𝜔/𝜔 = <1% from 5 K to 160 

K) – consists primarily of Ag atomic motion in the x- and z-directions, with minimal contribution 

of the phenyl rings. These findings suggest that the covalently-bound silver atoms within the 

inorganic 2D plane exist in a more harmonic displacement potential than the phenyl rings, which 

interact with adjacent rings via co-facial van der Waals attractive forces and steric repulsive forces, 

leading to a greater degree of anharmonicity for the β mode. 
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When compared to other material systems, these findings clearly reveal the truly hybrid 

nature of layered 2D AgSePh. Over a 5 K to 200 K temperature range, the anharmonic frequency 

shift of the dominant modes in AgSePh (~0-9%) is much larger on average than purely inorganic 

crystalline systems (~1-2%)203–206 but smaller than crystalline polycyclic aromatic organic 

molecules like anthracene and naphthalene (~7-20%)207. Further, the β mode—which most heavily 

involves motion of the organic phenyl moiety—has an anharmonic frequency shift in the range 

reported for the organic molecules, while the α mode—primarily confined to the inorganic 

sublayer—shows a frequency shift more in-line with the fully inorganic systems. 

 

3.9 Conclusions 

Overall, our results provide new insight into exciton-phonon interactions in AgSePh and, 

more broadly, in low-dimensional hybrid organic-inorganic semiconductors. The unique 

electronic structure of AgSePh, showing three distinct excitonic features, allows for varying 

degrees of exciton-phonon coupling among different excitonic states and the vibrational modes of 

the system. The combination of IVS, PL, and DFPT techniques enabled identification of the γ 

mode – characterized by complex atomic displacements throughout the AgSePh structure and 

wagging phenyl motion – as the mode most strongly coupled to the emissive X1 state. Moreover, 

temperature-dependent IVS revealed increased mode anharmonicity in hybrid organic-inorganic 

AgSePh compared to all-inorganic crystals, especially for vibrational modes that involve 

significant motion of the phenyl ring (such as the β mode). Finally, these experiments highlight 

the detailed information that can be obtained by integrated time-domain, frequency-domain, and 

computational efforts to understand exciton-phonon interactions in hybrid nanomaterials. 

These findings also suggest the ability to tune optoelectronic properties of metal 

organochalcogenolates through synthetic modification like chalcogen substitution86,95,96 or 

functionalization of the organic layer85,88,97. For example, modifying the phenyl rings to create 

steric hindrance or allow for interlayer cross-linking may increase the rigidity of the structure, 

leading to higher photoluminescence efficiency208. Furthermore, it may be possible to induce or 

suppress exciton-phonon interactions to realize targeted properties like minimized broadband 

emission from self-trapped excitons87,96,121 or improved charge-carrier screening and transport 
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properties via polaron formation. Finally, engineering excitonic behavior through molecular 

doping of the organic layer may offer an orthogonal route to achieve desired performance50,108.  

 

3.10 Methods 

Synthesis of AgSePh thin films. Thin films of silver phenylselenolate (AgSePh) for ultrafast 

spectroscopy were made by chemical transformation of metallic silver with an organic diselenide 

vapor in the presence of a solvent vapor90,94. Metallic silver (Ag) films with thickness of 10 nm 

were deposited on single-crystal quartz substrates using a thermal evaporator. Each silver film was 

sealed inside a microwave reaction vial along with two culture tubes separately containing ~30 mg 

diphenyl diselenide (Ph2Se2) and 200 µL dimethylsulfoxide (DMSO). The sealed reaction vessels 

were heated in an oven at 100 °C for 5 days, yielding yellow films of AgSePh. 

Synthesis of AgSePh crystals. Large (~millimeter) AgSePh crystals for Raman and PL 

spectroscopy were synthesized by an organic single-phase reaction88 by mixing 5 mL of 10 mM 

AgNO3 solution in propylamine (PrNH2) with 5 mL of 10 mM Ph2Se2 solution in toluene and 

holding at room temperature for 5 days. 

Optical absorption spectroscopy. Optical absorption measurements were performed on AgSePh 

thin films in transmission mode using a Cary 5000 UV-Vis-NIR spectrophotometer, and on ground 

crystal powders using the same spectrophotometer with a PIKE Technologies DiffuseIR accessory. 

For the measurements on ground crystals, solid samples were prepared by grinding with dry 

potassium bromide (KBr) to a ~1 wt% dilution, and diffuse reflectance spectra were normalized 

to a 100% KBr baseline. The obtained diffuse reflectance spectra were converted into absorption 

spectra using the Kubelka-Munk transform209, 𝐹ሺ𝑅ሻ ൌ ሺଵିோሻమ

ଶோ
,where 𝐹ሺ𝑅ሻ is the Kubelka-Munk 

function having a value proportional to the sample’s absorption coefficient, and 𝑅 is the relative 

reflectance of the sample with respect to the 100% KBr baseline.  

Photoluminescence spectroscopy. Photoluminescence measurements were performed on 

AgSePh crystals using an inverted microscope (Nikon, Ti-U Eclipse). Samples were mounted on 

a cold finger in a microscopy cryostat (Janis Research, ST-500) and cooled by flowing liquid 

helium. A 405 nm laser diode (Picoquant, LDHDC-405M, continuous wave mode) was used for 

photoexcitation, and the emission spectrum was imaged through a spectrograph (Princeton 
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Instruments, SP-2500) mounted with a cooled charge-coupled detector (Princeton Instruments, 

Pixis).  

Non-resonant Raman scattering (NRRS). Non-resonant Raman spectra were collected in a 

backscattered geometry on the same microscopy setup used for photoluminescence measurements. 

A 785 nm narrow-band continuous-wave laser (Ondax) was used as an excitation source and the 

scattered laser light was passed through a set of volume holographic grating notch filters (Ondax) 

before being directed into the spectrograph mounted with the cooled charge-coupled detector. The 

role of the notch filters is to suppress the Rayleigh scattering, allowing an accurate measurement 

of vibrational modes to <10 cm-1. The resolution of the system is approximately 0.5 cm-1. 

Resonant impulsive vibrational spectroscopy (IVS). A 375 nm wavelength pump pulse at 200 

kHz repetition was used to excite the sample. Unless otherwise noted, the pump power was 1100 

µW, which corresponds to 5.5 µJ/pulse. A broadband laser pulse covering at least the 405-485 nm 

spectral region with a power of <100 µW was used to probe the sample after a variable time delay 

from the excitation. A probe spot size of approximately 7900 µm2 was used with the pump spot 

being slightly larger, leading to an excitation density of approximately 3.0×105 photons/µm2/pulse. 

The pump pulse duration was 71.2±0.8 femtoseconds (fs) full width at half maximum (FWHM) as 

measured by frequency resolved optical gating (FROG) utilizing the optical Kerr effect (OKE).154 

Further details on the experimental setup and pulse duration measurement can be found in 

Appendix A.  

Density Functional Theory calculations. Density functional theory (DFT), phonon density of 

states (PHDOS), and Raman spectra calculations were performed using the VASP planewave 

pseudopotential code210–213. A full structural relaxation of the experimentally determined 52-atom 

primitive unit cell with an ionic force convergence threshold of 1.0 ൈ 10ି଻ 𝑒𝑉/Å was performed 

prior to the phonon calculations. For the structural relaxation, an 8 ൈ 8 ൈ 1 Monkhorst-Pack k-

point grid with a Gaussian smearing of 0.01 eV was used. The valence electron – ionic core 

interactions were treated used projector augmented wave (PAW) potentials 214,215.  A planewave 

kinetic cutoff energy of 500 eV was used. The Perdew–Burke-Ernzerhof (PBE) generalized 

gradient approximation to the exchange correlation functional216 was used in all calculations. 

Taking the DFT-relaxed equilibrium structure, the Phonopy code217 was used to generate 3 ൈ 3 ൈ

1 supercell structures with atomic displacements in order to calculate the PHDOS over the 
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Brillouin zone. These 152 structures were then used to compute the force-constant Hessian matrix 

via the density functional perturbation theory (DFPT) capabilities in VASP218,219. The Phonopy 

code was used to post-process the calculation data, generating the simulated total PHDOS spectra, 

the Cartesian-direction projected PHDOS spectra, the atom-projected PHDOS spectra, and the xyz 

trajectory files of the phonon eigenmodes. The Phonopy-Spectroscopy code220 was used in 

conjunction with VASP dielectric constant calculations221–223 for the displaced structures in order 

to calculate the Raman intensities and simulated Raman spectrum of the vibrational modes. 

Visualizations of the vibrational modes were obtained using the VMD software224. As another 

point of comparison for the VASP/Phonopy calculated spectra, first principles molecular dynamics 

simulations were performed using the Qbox code225, from which vibrational power spectra were 

calculated and found to have generally good agreement. 
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3.12 Appendix A: IVS Experimental Methods Discussion and Additional Figures 

 

Impulsive Vibrational Spectroscopy Setup 

Impulsive vibrational spectroscopy (IVS) was performed using a Spirit 1040-8 ultrafast 

laser (Spectra-Physics) operating at 200 kHz. A portion of the 1040 nm fundamental light was 

directed to a commercial two-stage non-collinear optical parametric amplifier (NOPA) with a 

second harmonic stage (Spirit-NOPA, Spectra-Physics), where it was converted to 375 nm pump 

light. The NOPA output was filtered using a 375 nm bandpass filter (Chroma AT375/28x), 

compressed using two fused silica prisms to minimize pulse duration, and modulated to an 

intensity of 1.1 mW using neutral density filters. 

A second portion of the 1040 nm light was frequency-doubled to 520 nm in a β-barium 

borate (BBO) crystal. The residual 1040 nm was filtered out using a dichroic beam splitter, and 

the remaining ~150 mW 520 nm pulse was then focused into a 3 mm sapphire window with a 100 

mm focal length lens to generate a broadband supercontinuum. The resultant white light was 

recollimated and filtered using either a 500 nm shortpass filter (Thorlabs) or two consecutive filters 

(Thorlabs notch filter 533nm, 17nm full width at half maximum FWHM; PIXELTEQ magenta 

color filter 544 nm, 124 nm FWHM) to create the probe pulse covering a minimum spectral range 

of 405-485 nm. 

The pump pulse was modulated at 5 kHz using a mechanical chopper (Thorlabs), and the 

time delay between the pump and probe pulses was controlled using a mechanical delay stage 

(Newport). The pulses were overlapped using a 200 mm focal length mirror to a spot size of ~7900 

µm2 at the sample, which was mounted in a tower cryostat under vacuum (Janis Research, ST-

100). The transmitted probe light was recollimated and directed to a spectrometer and high-speed 

data acquisition system (Ultrafast Systems) with a 90 µs collection window, corresponding to ~18 

consecutive probe pulses for each successive “pump on” and “pump off” acquisition period. The 

displayed data were collected from a minimum of 4 different locations in the sample to confirm 

sample homogeneity, and approximately 8-12 scans were taken at each location to rule out 

significant sample degradation during data collection. A chirp correction to the data was performed 

based on a cross correlation of the pump and probe pulses as measured in a 2 mm fused silica 
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window. The photoluminescence background signal was also subtracted using an average of 5 data 

points from before time zero. 

For pump pulse metrology, an autocorrelation was performed on the pump pulse using the 

optical Kerr effect in a 2 mm fused silica window. The temporal and spectral pulse profile was 

retrieved using the frequency-resolved optical-gating (FROG) method154 with code adapted from 

the Trebino group155 as illustrated in Figure 3.9 and Figure 3.10. The measured pump pulse 

duration of 71.2±0.8 fs FWHM sets a theoretical upper limit of ~468 cm-1 for the highest frequency 

coherent vibration that can be measured using this IVS experimental setup, although the actual 

value is likely lower due to effects from the transform limit of the probe pulse128,141 and the much 

higher signal-to-noise ratio needed when approaching the theoretical limit. 

 
Figure 3.9. Color map of pump autocorrelation results before deconvolution analysis. 

 

 
Figure 3.10. Pump pulse temporal lineshape after execution of the FROG algorithm. FROG analysis 
performed on the data shown in Figure 3.9. Different curves are the results from 5 separate runs of the 
FROG code using the same input data, validating the reproducibility of the algorithm. 
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Impulsive Vibrational Spectroscopy Frequency Domain Analysis 

When fitting raw IVS data, the following procedure was followed. First, a wavelength 

region with a clear and in-phase oscillatory signal was identified in the 2D IVS data. As noted in 

the main text, the IVS signal is strongest near wavelengths at which the linear absorption spectrum 

has a high change in intensity with respect to wavelength128. Conversely, nodes in the IVS data 

and phase flips occur at the extrema of the absorption spectrum when the slope of the signal 

changes sign. For the complex electronic structure of AgSePh, this led to multiple nodes in the 

IVS signal. In the case of analyzing 5 K data, the IVS signal along the blue edge of the highest 

energy excitonic peak from 408 nm to 422 nm was summed to generate a one-dimensional curve 

of intensity versus time delay. For IVS data at temperatures above 5 K shown in Figure 3.8a and 

elsewhere, the following wavelength ranges were summed, always using the blue edge of the 

highest energy exciton — 20 K: 408-422 nm, 78 K: 413-424 nm, 120 K: 414-427 nm, 160 K: 414-

429 nm, 200 K: 414-429 nm, and 300 K: 412-433 nm. A 20 ps time window was used to analyze 

the 5 K and 20 K data, with only a 10 ps window being necessary at 78 K and above due to faster 

IVS signal dephasing. After summing, the low frequency electronic dynamics were fitted and 

subtracted off to leave only the vibrational components. The fit was performed in MATLAB using 

a custom fitting equation. After trying various functional forms, the best fit to the electronic 

dynamics was found using the sum of 1) the tail of a Gaussian distribution, 2) a triple exponential 

decay, and 3) a constant offset, a total of 10 fitting parameters. The fit was determined by providing 

a reasonable initial guess and iteratively optimizing until an optimal stable solution was found. 

Next, a Fourier transform was applied to convert the time-domain vibrational data to the 

frequency domain. A Kaiser-Bessel window function was applied to the time-domain data before 

the Fourier transform was performed226, as this has been shown to reduce ringing effects in IVS 

data119,128. By an empirical evaluation, an alpha value of 1.0 was chosen to minimize ringing effects 

without excessively broadening the peak width. A total of 8000 additional zero-valued data points 

were appended to the end of the <400 time-domain data points to increase the spectral resolution 

(zero padding)119,128. The Fourier transform was performed using the fft function in MATLAB. 

The resultant data could be fitted to the sum of multiple Lorentzian peaks as shown in Figure 3.2d. 

A Lorentzian shape was found to provide a better fit than Gaussian and is consistent with 

homogeneous linewidth broadening mechanisms (see also Figure 3.12). It is worth noting that the 

apparent node between the γ and δ peaks at around 100 cm-1 is an effect of performing a Fourier 
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transform on two decaying sinusoidal waves near to each other in frequency, and we do not believe 

it to be physically meaningful. However, this effect led us to report all IVS frequencies based on 

the IVS experimental peak frequency, rather than using the center of the fitted Lorentzian due to 

difficulties fitting the data in this region. We also note that this analysis process involves summing 

the data across a wavelength region before Fourier transforming. Alternatively, the data can first 

be Fourier transformed at each wavelength and then summed, as has been reported by others128. 

This method was also tested and is shown in Figure 3.11, but it was found to generate a higher 

noise level than first summing the raw data due to random fluctuations in individual wavelength 

pixel intensities. 

 

Impulsive Vibrational Spectroscopy Time Domain Data Analysis 

The following procedure was used to fit the IVS vibrational data in the time domain. The 

functional form of the fit we employed is given by Equation 3.1 in the main text. The fit was 

performed iteratively, first optimizing for a single decaying sine term, then two terms, and so on. 

At each iteration, the initial guesses were based on the results of the previous iteration and the 

strongest peak frequencies identified in the corresponding frequency domain data. This process 

was continued until the fitting parameters remained constant between successive iterations and 

four decaying sine terms had been fitted, which all agreed well with the four strongest modes 

identified in the frequency domain. The fitting results at all temperatures are shown in Figure 3.18, 

and the fitted parameters are listed in Table 3.5. At 160 K and 200 K, it was only possible to fit 

three terms, which is consistent with the frequency domain results in Figure 3.17, where the γ 

peak intensity drops significantly at higher temperatures. 



76 
 

 
Figure 3.11. Individual wavelength method of extracting IVS frequency domain data. (a) IVS color 
map of AgSePh at 5 K using the same data set as analyzed in Figure 3.2 of the main text. (b) Coherent 
vibration residual data derived by individually subtracting off the electronic dynamics at each wavelength 
pixel rather than first summing the data and then performing the electronic dynamics subtraction only once. 
(c) Results of a Fourier transform to the data in panel (b), again performed at each wavelength pixel. These 
results show the same vibrational frequencies are present at all wavelengths but with varying intensities. 
(d) Sum of the 2D data in panel (c) across all wavelengths, resulting in a 1D IVS spectrum comparable to 
Figure 3.2d. 
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Figure 3.12. Analysis of linewidth broadening mechanisms in IVS. (blue) Fourier transform of IVS data 
at 5 K, identical to Figure 3.2d. (orange) Fourier transform of the sine-wave fit to the IVS data, shown in 
orange in Figure 3.2c.  

 

 
Figure 3.13. Pump fluence-dependent IVS frequency domain spectra at 78 K. The same analysis 
method was used on all three data sets, analyzing the 413-424 nm wavelength region on the blue edge of 
the highest energy (X3) exciton. The highest fluence value of 0.30 photon/nm2/pulse is the same fluence 
used to collect all other IVS experimental data presented in the main text, and this curve is the same as the 
78 K curve in Figure 3.8d. 
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Figure 3.14. Lorentzian fits to NRRS spectrum at 78 K. Non-resonant Raman scattering spectrum 
(NRRS) at 78 K (blue) and the corresponding fit to multiple Lorentzian peaks (red).  
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3.13 Appendix B: Vibrational Mode Data Analysis 

 

Converting Experimental and Computational Data into Correlation Scores 

The DFPT results contain a complete picture of all atomic displacements from equilibrium 

for each vibrational mode. This information was analyzed by evaluating the relative contributions 

from different sub-components to the total mode displacement. The categories considered included 

1) the total contributions from the silver (Ag), selenium (Se), and phenyl ring (Ph) components, 

weighted by the amount of spatial displacement and the molecular weight of the component; 2) 

the changes in bond displacements for several key bonds in the structure, including (Ag-Ag)1, (Ag-

Ag)2, Ag-Se, Se-C, and C-C; and 3) the degree of displacement for the Ag, Se, and Ph components 

projected along each of the three Cartesian coordinate directions. Each mode and category was 

evaluated independently from the others, with the contributions in each category summing to 1. 

The values for all of the various contributions to each mode are listed in Table 3.3 and Table 3.4. 

The correlation scores reported in Figure 3.5d were found by calculating the degree to 

which each characteristic was correlated with IVS activity. For example, to calculate the score of 

0.11 for the strongly correlated characteristic of (Ag-Ag)1 bond displacement, we start with the 

(Ag-Ag)1 column of Table 3.2. The values of this characteristic for the 5 IVS active modes (α, β, 

γ, δ, and ζ) are summed: 

0.45 ൅ 0.30 ൅ 0.41 ൅ 0.39 ൅ 0.35 ൌ 1.90 . ሺ3.5ሻ 

This value is divided by the total sum of all 13 modes in the column: 

0.27 ൅ 0.45 ൅ 0.30 ൅ 0.28 ൅ 0.28 ൅ 0.41 ൅ 0.03 ൅ 0.30 ൅ ⋯
0.39 ൅ 0.35 ൅ 0.19 ൅ 0.31 ൅ 0.31 ൌ 3.87 , ሺ3.6ሻ

giving a value of 

1.90
3.87

ൌ 0.49 . ሺ3.7ሻ 

 

 

Finally, the value of a perfectly uncorrelated characteristic is subtracted:   
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0.49 െ
5

13
ൌ 0.49 െ 0.38 ൌ  0.11, ሺ3.8ሻ 

resulting in the reported (Ag-Ag)1 correlation score of 0.11. This methodology gives a maximum 

correlation score of 1 െ 0.38 ൌ 0.62 and a minimum correlation score of 0 െ 0.38 ൌ െ0.38. 

 

Table 3.2. Summary of experimental and simulation results for all identified vibrational modes in 
AgSePh. 

 

Mode 
Designation

NRRS at 78 K 
(cm‐1)

IVS at 5 K 
(cm‐1)

Calculated 
Raman (cm‐1)

IVS Lifetime at
5 K (ps)

(Ag‐Ag)1 
Displacement 
Contribution

Ag z ‐Motion 
Contribution

‐ 13.8 ‐ 19.0 ‐ 0.27 0.12

Zeta (ζ) 25.5 24.1 23.7 ‐ 0.45 0.28

Alpha (α) 29.0 29.3 27.1 4.6 0.30 0.38

‐ 35.4 ‐ 34.2 ‐ 0.28 0.33

‐ 46.6 ‐ 50.8 ‐ 0.28 0.17

Beta (β) 61.2 62.1 62.6 4.7 0.41 0.07

‐ 65.9 ‐ 68.2 ‐ 0.03 0.04

Epsilon (ε) 91.5 ‐ 86.3 ‐ 0.30 0.02

Gamma (γ) 99.6 98.7 102.7 2.4 0.39 0.04

Delta (δ) 105.5 103.7 110.4 3.4 0.35 0.03

‐ 114.8 ‐ 114.4 ‐ 0.19 0.03

‐ 125.4 ‐ 127.1 ‐ 0.31 0.01

‐ 133.4 ‐ 130.4 ‐ 0.31 0.01
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Table 3.3. Simulated atomic displacements and bond length changes for all identified vibrational modes in AgSePh at 5 K. See also Figure 
3.20. 

 
 

Table 3.4. Simulated atomic displacements along different Cartesian directions for all identified vibrational modes in AgSePh at 5 K. See 
also Figure 3.20. 

NRRS at 78 K 
(cm‐1)

Ag 
Contribution

Se 
Contribution

Ph 
Contribution

(Ag‐Ag)1 
Displacement

(Ag‐Ag)2 
Displacement

Ag‐Se 
Displacement

Se‐C 
Displacement

C‐C 
Displacement

13.8 0.54 0.20 0.26 0.27 0.41 0.07 0.07 0.18
25.5 0.65 0.15 0.20 0.45 0.20 0.33 0.01 0.01
29.0 0.67 0.12 0.21 0.30 0.55 0.10 0.02 0.03
35.4 0.56 0.13 0.30 0.28 0.52 0.08 0.03 0.09
46.6 0.50 0.16 0.34 0.28 0.61 0.09 0.01 0.02
61.2 0.45 0.18 0.37 0.41 0.42 0.13 0.01 0.02
65.9 0.36 0.19 0.44 0.03 0.48 0.41 0.02 0.07
91.5 0.10 0.16 0.73 0.30 0.11 0.18 0.06 0.35
99.6 0.12 0.34 0.54 0.39 0.06 0.02 0.18 0.35
105.5 0.13 0.32 0.55 0.35 0.42 0.15 0.01 0.07
114.8 0.16 0.35 0.49 0.19 0.06 0.11 0.04 0.61
125.4 0.44 0.34 0.21 0.31 0.16 0.37 0.02 0.14
133.4 0.47 0.32 0.21 0.31 0.15 0.42 0.04 0.07

NRRS at 78 K 
(cm‐1)

Ag x ‐Motion Se x ‐Motion Ph x ‐Motion All x ‐Motion Ag y ‐Motion Se y ‐Motion Ph y ‐Motion All y ‐Motion Ag z ‐Motion Se z ‐Motion Ph z ‐Motion All z ‐Motion

13.8 0.30 0.12 0.05 0.47 0.09 0.05 0.19 0.34 0.12 0.04 0.03 0.19
25.5 0.29 0.08 0.03 0.41 0.07 0.04 0.14 0.25 0.28 0.04 0.03 0.34
29.0 0.22 0.05 0.04 0.30 0.07 0.04 0.15 0.26 0.38 0.03 0.02 0.44
35.4 0.13 0.03 0.07 0.24 0.09 0.07 0.21 0.37 0.33 0.03 0.03 0.39
46.6 0.20 0.05 0.14 0.38 0.14 0.07 0.16 0.37 0.17 0.04 0.04 0.25
61.2 0.14 0.09 0.16 0.40 0.24 0.03 0.12 0.38 0.07 0.07 0.07 0.22
65.9 0.15 0.13 0.17 0.45 0.17 0.03 0.17 0.37 0.04 0.04 0.10 0.18
91.5 0.01 0.07 0.19 0.28 0.07 0.03 0.43 0.53 0.02 0.05 0.12 0.19
99.6 0.04 0.09 0.19 0.32 0.04 0.20 0.19 0.43 0.04 0.05 0.16 0.25
105.5 0.08 0.09 0.21 0.38 0.02 0.17 0.21 0.40 0.03 0.05 0.13 0.22
114.8 0.10 0.12 0.17 0.40 0.03 0.18 0.23 0.44 0.03 0.04 0.09 0.16
125.4 0.02 0.20 0.08 0.30 0.42 0.08 0.07 0.57 0.01 0.06 0.07 0.13
133.4 0.03 0.17 0.07 0.27 0.43 0.11 0.08 0.61 0.01 0.05 0.06 0.12
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3.14 Appendix C: Additional Temperature-Dependent IVS Figures 

 
Figure 3.15. IVS color maps of AgSePh measured at temperatures from 5 K to 300 K. 
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Figure 3.16. Electronic decay dynamics of the X1 bleach feature in AgSePh at temperatures from 5 
K to 160 K. The data was well fit with a biexponential decay, with the slow decay lifetime set to 1 µs. The 
fast lifetime is always found to be ~3-5 ps and doesn’t show a clear trend with temperature, although the 
relative contribution of the fast lifetime component increases with increasing temperature. The small step 
in the data around 3 ps seen in some scans is due to a double reflection of the pump beam slightly re-
exciting the sample. Data above 160 K was excluded due to increasing spectral overlap of the X1 and X2 
bleach features. 
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Figure 3.17. Temperature dependence of the IVS spectrum from 5 K to 200 K. These curves are 
equivalent to the data shown in Figure 3.8d, but separated and normalized at each temperature. The raw 
data is shown in blue, with a fit to the sum of multiple Lorentzian peaks in red. 
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Figure 3.18. Temperature-dependent IVS residuals with sine wave fits from 5 K to 200 K. The raw 
data in blue is equivalent to that shown in Figure 3.8a. The orange curve represents the sine wave fit, with 
the extracted fit parameters shown in Table 3.5. The fit residual in gray is the difference between the 
experimental data and fit, offset for clarity. 
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Table 3.5. Extracted parameters from time domain fits at all temperatures. 

 
aAt 160 K and 200 K, the optimal fit to the time domain data exhibited no decay in the alpha 
mode over 10 ps, leading to the infinite decay lifetimes reported here.  

Designation Parameter (units) 5 K 20 K 78 K 120 K 160 K 200 K
Alpha (α) Frequency (cm-1) 29.4 29.4 29.0 27.8 27.0 26.4

Lifetime (ps)a 4.6 5.2 4.9 4.2 ∞ ∞
Intensity (∆mOD) 0.7 0.6 0.5 0.4 0.1 0.0

Phase (deg) 69 67 104 193 360 51
Beta (β) Frequency (cm-1) 62.1 62.0 60.6 59.4 58.7 56.9

Lifetime (ps) 4.7 4.8 3.8 3.1 3.1 2.7
Intensity (∆mOD) 1.8 2.1 1.7 1.6 0.9 0.6

Phase (deg) 213 208 236 298 327 6
Gamma (γ) Frequency (cm-1) 98.7 99.1 97.8 96.7 ‐ ‐

Lifetime (ps) 2.5 2.8 1.9 1.3 ‐ ‐
Intensity (∆mOD) 2.2 2.6 2.5 3.1 ‐ ‐

Phase (deg) 165 141 196 125 ‐ ‐
Delta (δ) Frequency (cm-1) 103.4 103.1 104.5 104.2 101.4 100.1

Lifetime (ps) 3.4 3.0 2.8 2.2 1.2 1.0
Intensity (∆mOD) 1.3 2.6 1.2 1.0 2.6 1.5

Phase (deg) 138 144 110 191 347 28
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3.15 Appendix D: DFT Computation Discussion and Figures 

 

Sources of Error in DFT Calculations 

A possible source of calculation error is the exchange correlation (XC) approximation.  In 

this work, we used the PBE XC approximation, which provides a good trade-off between accuracy 

and computational cost. More advanced functionals, such as hybrids, could provide more accurate 

results, but at a prohibitively expensive computational cost for such a large electronic system. An 

additional complication is that the relatively complex crystal structure of the material, and the 

resultant large number of degrees of freedom, give rise to a “busy” theoretical spectrum with many 

modes of similar frequencies and intensities. 

Some of the most noticeable differences between the experimental and calculated spectra 

can be found in the 150-350 cm-1 frequency range.  While the experimental non-resonant Raman 

spectrum shows some small peaks around 200 cm-1 and 260 cm-1, this is clearly quite different 

from the three high intensity split peaks that appear in the calculated spectra at approximately 180 

cm-1, 230 cm-1, and 290 cm-1 (Figure 3.19).  When we examine, the atom-projected spectra, we 

observe that only the Se and Ph components of the system contribute appreciably to these peaks.  

This indicates that vibrational motion of the Se and Ph components of the AgSePh system are 

suppressed in the experimental case relative to the theoretical case.  Calculation error from the XC 

approximation’s treatment of the 𝜋 െ 𝜋 between the phenyl groups could be one source of error227, 

but there may also be a physical explanation for the suppression of these modes in the real system 

such as interactions between adjacent phenyl rings. Both the monolayer and bulk 2D AgSePh 

systems were found to have very similar spectra, and thus we conclude that inter-layer interactions 

are not responsible for suppressing these phenyl vibrations. 
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Figure 3.19. Comparison between computational and experimental results over 0-350 cm-1 frequency 
range. The curves correspond to the same data shown in Figure 3.5a but are extended out to 350 cm-1 to 
show higher frequency modes found in NRRS and computational results. 

 



89 
 

 
Figure 3.20. Contributions from various vibrational mode characteristics to calculated Raman 
spectrum and phonon density of states. 
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Chapter 4                                                                            
Temperature-Dependent Neutralization Dynamics in Charged 
CsPbBr3 Perovskite Nanocrystals 
 
 

Perovskites have been a life-changing experience… The pace of 
research, the pace of scientific and technological advancement with 
these materials is like science on steroids. 
 
Henry Snaith, Professor at the University of Oxford and co-founder of Oxford PV228 

 

 

The basis of this chapter has been adapted from: 
Eric R. Powers, Wenbi Shcherbakov-Wu, Franziska Krieg, Maksym V. Kovalenko, William A. 
Tisdale. “Temperature-Dependent Neutralization Dynamics in Charged CsPbBr3 Perovskite 
Nanocrystals.” In Preparation (2023). 
 
 

4.1 Abstract 

Colloidal semiconductor nanocrystals (NCs), or quantum dots, have attracted significant 

interest over the last few decades due to their solution processability, narrow bandwidth emission, 

and tunable optical properties. Recently, new methods for synthesizing monodisperse lead halide 

perovskite NCs have been developed, enabling the union of colloidal nanocrystals with the 

superior optoelectronic properties of perovskites. A long-identified but still unresolved challenge 

in both traditional and perovskite NCs is fluorescence intermittency, or blinking, which lowers NC 

quantum efficiency and impairs device performance. Blinking is generally believed to be caused 

by NC charging and neutralization processes, although there remains broad disagreement about 

the underlying mechanisms that drive this phenomenon. Herein, we employ temperature-

dependent transient absorption spectroscopy to study charging and neutralization in CsPbBr3 

perovskite nanocrystals. We identify significant nanocrystal photocharging at cryogenic 

temperatures, with the charge-separated state persisting on microsecond timescales. We then 

model the transient absorption data to extract the charged NC spectrum and a ~100 meV energy 

barrier to charged NC neutralization. Furthermore, a sub-linear fluence dependence of charging 
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rates excludes an Auger-driven charging process, in direct contrast with some previously 

established NC charging mechanisms. These results help illuminate of the mechanism of charging 

in CsPbBr3 NCs and inform future efforts to synthesize blinking and charging-free nanocrystals. 

 

4.2 Introduction 

Colloidal semiconductor nanocrystals (NCs) or quantum dots (QDs) are a family of 

nanomaterials that exhibit exceptional optoelectronic properties including bandgap 

tunability29,30,229,230, narrow bandwidth emission26,36, and high quantum efficiency231,232. They are 

normally spherical or cuboidal inorganic crystals <20 nm in length, coated in aliphatic capping 

ligands, and produced using solution-based syntheses6,8,19. Since their initial development in the 

last two decades of the 20th century31,32, continued advances in NC technology have led to the 

commercialization of this material platform in television displays40, with ongoing progress towards 

implementation in lighting233–236, photovoltaic4,237,238, lasing10–12, quantum information16,18,239, and 

other applications. Traditional NCs are most commonly comprised of metal and chalcogenide 

elements in binary pairs or alloys (e.g. CdSe, PbS, ZnxCd1-xS)8 and are often grown as layered 

core-shell structures to improve surface passivation36,231. 

More recently, lead halide perovskite nanocrystals24,240 (e.g. CsPbBr3) have been 

developed that demonstrate many of the same beneficial characteristics as their traditional NC 

counterparts. Additionally, perovskite NCs incorporate many of the unique attributes of lead halide 

perovskites, most notably defect tolerance72,74,241 and a high absorption coefficient2,71. Perovskite 

NCs are more robust to non-radiative recombination processes than traditional NCs, with reports 

of high quantum efficiencies approaching 90% even in core-only structures24,239,242,243. Thanks to 

the combination of these properties, perovskite NCs have great potential for use in LEDs6,234–236 

and as quantum emitters16,239,244. 

A major challenge for both traditional and perovskite NCs is fluorescence intermittency, 

or blinking, which can reduce radiative efficiency and represents a major impediment to device 

applications. Blinking, characterized by temporal switching between states of differing brightness 

and quantum yield, has been widely reported in traditional NCs245–250. In perovskite NCs, some 

studies have shown reduced blinking compared to traditional NC systems239,242,251, but the issue 

remains unresolved244,252,253. Blinking is most commonly attributed to nanocrystal charging and 
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neutralization, with bright “on” state emission coming from a neutral NC, while the dimmer “off” 

state is associated with a charged NC containing an extra electron or hole. This scheme is supported 

by reports of shorter radiative lifetimes of the “off” state due to Auger recombination of the 

charged exciton (trion) state245,246,254,255, as well as observations of delayed fluorescence resulting 

from neutralization of the charge-separated state, which often follows a power law 

distribution247,249,252. The physical mechanism(s) causing charging in NCs are still subject to 

debate. Most commonly, charging is thought to result from charge carrier trapping at sites on the 

NC surface, at the core-shell interface, or external to the NC, such as on the capping ligands249,254–

259. Many different models have been proposed that describe the dynamics and energetics of 

trapping and detrapping processes in order to explain experimental observations245,246,248–

250,252,254,257,260,261, making it clear a universal model is unlikely to fully describe charging and 

blinking in all materials systems under all conditions. 

In this work, we employ transient absorption (TA) spectroscopy to analyze charging and 

neutralization dynamics in weakly confined CsPbBr3 NCs. We find a long-lived TA signal 

showing microsecond persistence at cryogenic temperatures, which we conclude is the result of 

NC charging. We then perform temperature-dependent TA and use the results to develop a model 

describing charging and neutralization processes in this system. This unique data set allows us to 

study the effects of temperature on charging and neutralization processes and improve mechanistic 

understanding of photocharging in perovskite nanocrystals. 

 

4.3 Synthesis and Basic Characterization of CsPbBr3 Nanocrystals 

The colloidal CsPbBr3 perovskite nanocrystals (NCs) used in this study were synthesized 

with zwitterionic capping ligands (3-(N,N-dimethyloctadecylammonio)propanesulfonate) 

reported to improve surface binding and NC stability67. The synthesis and linear absorption studies 

of these particular samples were also reported previously262. The NCs used here have an average 

edge length of 8.1 ± 0.75 nm as measured with transmission electron microscopy (TEM) (Figure 

4.1a, inset). This size is slightly larger than the 7 nm exciton Bohr diameter in CsPbBr324, leading 

to weakly confined NCs. The solution-phase absorption and photoluminescence spectra of the NCs 

are shown in Figure 4.1a, with the absorption spectrum showing a clear band edge excitonic peak 

at a wavelength of 504 nm as well as an additional higher energy excitonic feature at ~480-485 
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nm. After synthesis, the NCs were embedded in polystyrene in a dilute concentration, such that 

each NC can be considered isolated and independent of neighboring NCs. The use of a polymer 

film, rather than a dilute colloidal solution as is more commonly done, enables us to perform low 

temperature studies without concern for the effects of solvent freezing. The NC-embedded 

polymer films were kept air-free during synthesis, storage, and experimentation. 

 

 
Figure 4.1. Room temperature spectroscopy of CsPbBr3 nanocrystals. (a) Absorption and 
photoluminescence spectra of CsPbBr3 NC –embedded polymer film. Inset: Transmission electron 
micrograph (TEM) of NCs in a densely packed thin film. Scale bar is 50 nm. (b) Schematic of TA 
spectroscopy, showing the sequential interaction of ultrafast pump and probe pulses with the sample at a 
time delay W . The film sample is mounted in a vacuum cryostat and can be cooled with liquid helium or 
nitrogen. (c) TA colormap of CsPbBr3 NCs at room temperature (300 K) and low fluence (<N> = 0.4). The 
first 3 ps are plotted on a linear time scale and include carrier cooling to the band edge. The remainder of 
the time window is plotted on a logarithmic scale and shows no significant spectral shifts. (d) Decay 
dynamics of the ground state bleach peak in panel (c), showing a single exponential decay fit over a 300-
3900 ps time window with a 1.3 ns fitted lifetime. 

 

4.4 Room Temperature Transient Absorption Spectroscopy 

The primary experimental method we employ to investigate the electronic dynamics of 

CsPbBr3 NCs is transient absorption (TA) spectroscopy. This ultrafast technique utilizes a 

narrowband laser pulse (centered at 450 nm in our experiments) to excite the sample, followed by 

a broadband probe pulse to measure the change in absorption as a function of a variable time delay, 
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as schematically illustrated in Figure 4.1b. TA provides a wealth of information about the excited 

state electronic structure and dynamics in a material. Details about the experimental setup are 

provided in the Methods section. To study the excitonic dynamics of CsPbBr3 nanocrystals, we 

first collected a TA spectrum of the NC-embedded polymer film at room temperature (300 K). In 

Figure 4.1c, we show a room temperature TA colormap over a 0-4 ns time delay window. This 

and all other TA data are performed in the low-fluence regime, with an average excitation density 

(<N>) of 0.3-0.4 excitons per nanocrystal unless otherwise noted. The primary feature visible is a 

ground state bleach (GSB) signal centered at 501 nm. This represents a reduction in absorption by 

the NC film compared to the ground state, due to the prior interaction with the pump pulse reducing 

the number of valence band to conduction band electronic transitions available123. Slightly above 

the bandgap at 488 nm, an induced absorption (IA) feature representing an increase in absorption 

can be seen, resulting from newly available absorption transitions after excitation. These features 

form in ~1 ps after time zero, consistent with the ~100 fs pump pulse duration followed by hot 

carrier cooling from the slightly above bandgap excitation. A trend of the formation and 

subsequent decay of the GSB peak at room temperature is shown in Figure 4.1d. A faster initial 

decay is seen for the first few hundred picoseconds, likely the result of recombination of the few 

biexcitons formed out of the Poisson distribution of excited NCs. For excitation densities up to 

<N> = 0.4, we find that these multiexciton dynamics are completed after 300 ps, as shown by the 

normalized fluence series in Figure 4.2. Thus, the decay trace in Figure 4.1d can be fitted to a 

single exponential decay after 300 ps, yielding a lifetime of 1.3 ns. 
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Figure 4.2. Low-fluence excitation regime comparison. Ground state bleach decay dynamics of room 
temperature CsPbBr3 NCs at excitation densities of <N> = 0.05, 0.13, and 0.39. The curves show identical 
decay dynamics after 300 ps, with a single exponential fit yielding lifetimes of 1.3 ns, 1.4 ns, and 1.3 ns, 
respectively. 

 

We can also generate a series of spectral slices at increasing time delays in order to study 

the development of the electronic excited state over time. In Figure 4.3a, we show these spectra 

for the same 300 K data set. No change in spectral lineshape is evident, a finding reinforced when 

viewing the curves normalized by the GSB peak intensity as shown in Figure 4.3d. The 

normalized data show no shifts in the GSB or IA peak intensity, wavelength, or spectral shape 

with time delay. These room temperature TA dynamics are consistent with the formation and 

subsequent decay of neutral excitons in the NCs in the low fluence regime. The 1.3 ns exponential 

decay lifetime is the result of radiative and nonradiative decay of excitons, in agreement with other 

reports of CsPbBr3 perovskite NC exciton lifetimes at room temperature67,263,264. The spectral 

shape and decay dynamics are also consistent with our previous study of similarly-sized, 

zwitterionic ligand-coated CsPbBr3 NCs in solution159. 
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Figure 4.3. Temperature-dependent spectral and temporal dynamics in CsPbBr3 NCs. (a)-(c) TA 
spectral slices over the first 2 ns at temperatures of 300 K, 130 K, and 10 K, respectively. The displayed 
curves were measured at time points of 20, 50, 100, 200, 500, 1000, and 2000 ps. (d)-(f) Normalized TA 
spectral slices for the same time and temperature windows as in panels (a)-(c). The arrows highlight the IA 
feature that appears time-invariant at 300 K but changes in lineshape and peak frequency at lower 
temperatures. (g)-(i) Decay traces of the GSB TA signal (orange dots) and time resolved photoluminescence 
(TRPL) signal (blue circles) over a 400-3900 ps time window at temperatures of 300 K, 130 K, and 10 K 
(5 K for TRPL). The TA intensity is normalized to 1 at time zero, and the TRPL intensity is normalized to 
the TA intensity at 400 ps. There is no TRPL data at 130 K. 

 

4.5 Temperature-Dependent Transient Absorption Spectroscopy 

Next, we look to investigate the impact of temperature on excitonic dynamics in CsPbBr3 

NCs, which can help to reveal thermodynamic and kinetic effects. We collected the transient 

absorption spectrum of the sample at temperatures ranging from 10 K to 300 K, with data collected 

every ~30 K. First considering the spectral dynamics, we can contrast the time slices evaluated 

previously at room temperature with those in the intermediate and low temperature regimes 

(Figures 4.3a, 4.3b, and 4.3c at temperatures of 300 K, 130 K, and 10 K, respectively). As the 

temperature is reduced, the decay dynamics of the TA signal change, as illustrated by the spacing 

between successive time slices. In addition, there is an apparent spectral shift of the GSB and IA 

peaks to lower energies with increasing time delay. These spectral changes are more apparent in 
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the normalized curves shown in Figures 4.3d, 4.3e, and 4.3f, which also clearly reveal a change 

in relative intensity and shape of the IA feature as well as a narrowing of the GSB peak over time. 

The most surprising phenomenon we observe is an apparent transition from a single time-

independent lineshape at room temperature (Figure 4.3d) to a dynamically changing lineshape at 

cryogenic temperatures (Figure 4.3f), despite maintaining photoexcitation in the low fluence 

regime. The transition between these two regimes is found to occur around 100-200 K, as 

exemplified by the intermediate temperature regime data Figure 4.3e collected at 130 K (TA 

curves at all collected temperatures are shown in Figure 4.8 and Figure 4.9). The dynamically 

changing spectrum at low temperatures could result from multiple species with different TA 

spectra decaying at different rates, or it could point to more complex dynamics, such as multiple 

populations interacting with non-equilibrium kinetics. 

A study of the ground state bleach peak temporal decay as a function of temperature 

complements the spectral analysis. In Figures 4.3g, 4.3h, and 4.3i, the TA bleach peak intensity 

over time is plotted, again at 300 K, 130 K, and 10 K, respectively. The room temperature results 

in Figure 4.3g show a single exponential decay, evidenced by the linear trend on a semi-log plot. 

The figure also includes time-resolved photoluminescence data (TRPL) taken on the same sample 

at 300 K, showing good agreement with the TA results. As temperature is reduced (Figures 4.3h 

and 4.3i), the TA dynamics become increasingly non-exponential, with a faster initial decay 

(consistent with the faster exciton lifetime seen at lower temperatures in CsPbBr3 NCs243,265) 

followed by an anomalous leveling off at a significant fraction of the initial value. This long-lived 

state corresponds to the redshifted spectrum we saw in the spectral analysis at the longest time 

delays in Figures 4.3e and 4.3f. The 10 K TRPL curve in Figure 4.3i diverges significantly from 

the corresponding TA data (as we would expect from a non-exponential decay shape), showing an 

order of magnitude weaker signal by the end of the time window,. TRPL measures the rate of 

radiative recombination, which is low if the lifetime is long, while TA is a continuous measure of 

the excited state population. These data show that at low temperature, the TA signal appears to 

come predominantly from the exciton state initially, but also reveals an unidentified long-lived 

state after the exciton has decayed. 
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4.6 Repetition Time Transient Absorption Spectroscopy 

In order to get a glimpse into the TA signal intensity at much longer time delays than can 

be sampled with our mechanical delay stage (up to 4 ns), we also employ repetition time transient 

absorption. This is done by collecting the TA signal at a negative time delay, where the pump 

arrives just after the probe. In this way, the time delay between the pump pulse and the next probe 

pulse is effectively the repetition time of the laser, or the reciprocal of the repetition rate264. In 

most circumstances, the repetition time of the laser is much longer than the longest-lived species 

excited by the laser pulse and this “negative time delay” signal isn’t present. However, we are able 

to use this technique to detect the long-lived species at low temperatures, greatly expanding our 

time window of investigation and allowing us to better characterize the system. 

Figure 4.4a shows a split panel colormap of the CsPbBr3 NC TA signal at 300 K. The left 

panel gives the first 40 picoseconds of data, showing the GSB and IA signal intensity soon after 

photoexcitation. The middle panel shows the long time delay region of the normal TA detection 

setup, around 3-4 ns. The color scale has been magnified by 5x to allow us to see the faint TA 

signal remaining at this time delay. The right panel shows the repetition time data at 5 µs, also 

with 5x color scale enhancement, revealing no measureable TA signal. We can contrast these 

findings with Figure 4.4b, showing the same time windows and color scale magnifications but at 

a temperature of 10 K. The TA signal in the middle panel of Figure 4.4b is much stronger and 

nearly constant from 3 ns to 4 ns, consistent with low temperature dynamics shown in Figure 4.3i. 

The right panel of Figure 4.4b is most interesting, clearly showing a TA signal 5 µs after excitation 

by the pump pulse. We can confirm this is a TA signal and not just spontaneous photoluminescence 

reaching the detector because of the presence of an induced absorption signal, whereas 

spontaneous PL would only ever create a bleach signal. 
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Figure 4.4. Repetition time and fluence-dependent TA spectroscopy. (a) Split panel colormap of 300 K 
TA data, showing early time dynamics from 0-40 ps (left), intermediate time dynamics of 3-4 ns (center), 
and late time dynamics at the repetition time of 5 µs (right). The 5x designations in the center and right 
panels denote the color scale has been scaled by that factor to better display the weaker TA signal at longer 
time delays. (b) Split panel colormap of 10 K TA data with the same time windows as in panel (a), showing 
increased TA signal intensity at intermediate and long time delays. (c) Normalized TA spectral slices at 10 
K at time delays of 30 ps, 3.6 ns, and 5 µs. (d) Fluence-dependent TA curves showing the GSB decay at 10 
K for various excitation densities (circles). The dotted lines represent the percentage of NCs excited with 
one exciton according to a Poisson distribution, as denoted to the right of the figure. 

 

In Figure 4.4c, we plot the 10 K TA data from Figure 4.4b as three separate spectral slices 

to better compare the spectral shape at different time delays. We find that the lineshape of the 5 µs 

curve is nearly identical to that of the 3.6 ns curve, confirming the TA signals from both result 

from the same long-lived species and allowing us to estimate that the long-lived TA signal decays 

~80% over 5 µs, allowing us to approximate a decay lifetime of ~3 µs at 10 K. By varying the 

repetition rate of the laser while maintaining the sample at 78 K, we also collected several discrete 

repetition time TA data points at time delays of 5, 10, 20, and 40 µs (Figure 4.5), revealing a 

continued slow decay over the microsecond time scale.  

 



100 
 

 
Figure 4.5. Repetition time TA signal at various time delays. Data collected at 78 K. Time delay was 
controlled by varying the repetition rate of the laser without changing the excitation density. The signal 
intensity is normalized to the GSB signal intensity at 4 ns. 

 

As a final experimental observation, we collected fluence-dependent TA data over an 

excitation density range of <N>=0.04 to <N>=2.0 excitons per nanocrystal. The GSB peak decay 

traces for these data at 10 K are shown in Figure 4.4d. All traces exhibit the same general trends 

noted in the low fluence 10 K TA data shown in Figure 4.3i: a fast, sub-ns initial decay followed 

by a leveling off of the signal intensity after ~2 ns. Interestingly, the TA signal intensity at 3.9 ns, 

which can be taken as a measure of the long-lived state population, scales sub-linearly with 

excitation density, beginning to saturate at higher fluences. It is instead found to scale linearly with 

the number of NCs initially excited with exactly one exciton (based on a Poisson distribution), as 

shown by the dashed lines in Figure 4.4d. 

 

4.7 Modeling Spectra and Dynamics of Long-Lived Species 

To further characterize the long-lived state and help identify its origins, we apply target 

analysis to the low temperature TA data with the goal of resolving both the exciton and long-lived 

species spectra and dynamics. This analysis is performed on the 10 K TA data set, the temperature 

at which the signature of the long-lived species is most clear. One particular challenge with 
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modeling this system is the apparently similar spectra of the exciton and long-lived species, which 

can lead to multiple solutions with a similar goodness of fit but yielding different spectra and decay 

dynamics. In order to overcome this issue, we assume that all neutral excitons have fully decayed 

by 3 ns, such that the TA spectrum after that time comes only from the long-lived species. This is 

supported by the fast <500 ps exciton lifetime at liquid helium temperatures reported in the 

literature239,242,243,252. Our own experimental data further justifies this assumption, with negligible 

TA signal intensity decay after ~2 ns as seen in Figure 4.3i. The long-lived species spectrum ( )L O

is therefore directly taken to be the average of the observed TA spectrum after 3 ns. The following 

simple kinetic model is then proposed to model the observed TA spectrum as a function of both 

time delay t and wavelength O : 

 ( , ) ( ) ( )X L

t t

X LI t A e X A e LW WO O O
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where ( )X O  is the spectrum of the neutral exciton, iW  are the decay lifetimes of the exciton and 

long-lived species (as designed by the subscript), and iA  are the decay prefactors, all of which are 

fitted parameters. For a given set of proposed decay parameters and a proposed exciton spectrum, 

the fitted TA spectrum can be generated and compared to the raw TA data to generate a sum-

squared error. The parameters and spectra that minimize this error were found iteratively with a 

constrained optimization solver. More details on the setup and execution of this fitting method can 

be found in the Methods section. 

The resultant normalized exciton and long-lived species spectra shown in Figure 4.6a. Fits 

to individual time slices are shown in Figure 4.6b, and colormaps of the actual and predicted TA 

spectra are given in Figure 4.6c and Figure 4.6d, respectively, confirming good agreement 

between the fit and experimental results. The fitted prefactors are 1 and 0.69 for the exciton and 

long-lived species, respectively, revealing a significant contribution of the long-lived species to 

the total TA spectrum. The fitted exciton lifetime is 720 ps, in generally good agreement with 

previous reports239,242,243,252. We note that several previous studies have found the CsPbBr3 NC 

decay profile to be biexponential, with a ~200-500 ps fast component and a longer nanosecond-

to-microsecond slow component239,242,252, so a single exponential decay over 300-4000 ps for the 

exciton used here may not fully capture the system dynamics. The fitting extracts a long-lived 
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species lifetime of ~10 µs, with this value an approximation given that it predicts a decay of <0.1% 

over the 4 ns TA time window. The predicted microsecond persistence of the long-lived species is 

consistent with the microsecond signal found using repetition time TA in the previous section. 

Beyond the decay dynamics, we are also able to extract and compare the full lineshapes of the 

exciton and long-lived species. Similar to the excitonic spectrum, the long-lived species shows a 

dominant GSB signal (redshifted by ~1-2 nm and slightly narrowed compared to the exciton) and 

a higher energy IA feature with ~50% of the GSB intensity (but a distinctly different shape than 

the exciton). 

 

 
Figure 4.6. Target analysis of 10K TA data to extract spectra and dynamics of exciton and long-lived 
species. (a) Normalized fitted TA spectra of the exciton and long-lived species. (b) Raw TA time slices 
over the 300-3800 ps time window (solid lines) along with the corresponding model predicted curves 
(dashed lines). (c) Colormap of raw TA data taken at 10 K. (d) Colormap of the target analysis model 
prediction at 10 K. 

 

4.8 Charging as the Source of These TA Dynamics 

By combining the results of temperature-dependent and repetition time transient absorption 

spectroscopy, we have identified a long-lived species that forms in CsPbBr3 nanocrystals at low 
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temperatures. This species has a lineshape generally similar to the exciton but with a spectral 

redshift, and it is capable of persisting for microseconds at cryogenic temperatures, orders of 

magnitude longer than the exciton lifetime. Based on these observations, we propose that the long-

lived TA signal results from nanocrystal photocharging. 

The process of photocharging has been previously studied in quantum dot systems and has 

been implicated as the primary cause of quantum dot blinking, or photoluminescence 

intermittency, in both traditional NC systems245–250 and more recently in lead halide perovskite 

nanocrystals244,253,266–268. After excitation of a NC, the photogenerated electron-hole pair is split 

into two separated charge carriers, one remaining in the NC core while the other is transferred to 

an energetically and/or spatially separated trap site250,257. The charge separation process greatly 

reduces the electron-hole wavefunction overlap and suppresses electron-hole recombination until 

the separated carrier returns to the NC core, re-forming the neutral exciton state. Depending on the 

size of the barrier, neutralization can be orders of magnitude slower than exciton recombination246, 

consistent with the sub-nanosecond exciton lifetime and microsecond charged NC lifetime 

reported here. Our results and proposed charging mechanism are also in agreement with recent 

work by Becker et al.252, who performed TRPL studies on CsPbBr3 NCs at 5 K and found 

microsecond delayed emission lifetimes assigned to a charge trapping process. 

Our findings on the long-lived species’ microsecond lifetime also allows us to rule out 

other possible sources of this TA signal. For example, NC size inhomogeneity can lead to a spectral 

shift over time if recombination rates change with NC diameter159,269, but this effect should only 

impact lifetimes over a small range, not the 3 to 4 orders of magnitude difference in dynamics seen 

here. Another reasonable alternative might be that biexcitons or trions are the cause of the long-

lived signal, given their reported spectral similarity to the exciton159,270,271. However, these species 

have the same recombination pathways as the exciton with the added nonradiative pathway from 

Auger processes, leading to a lifetime shorter than the exciton, not one significantly longer272–275. 

The close similarity in the TA spectra of the exciton and long-lived species—with GSB and IA 

peak energies and intensities only slightly shifted between the two—also supports that the long-

lived TA signal is caused by an excited charge carrier. In contrast, an effect like a phase change is 

likely to have a more significant step change in the bandgap or spectral shape, as has been seen in 

the tetragonal to orthorhombic phase change bulk MAPbI3 for example276. Further, the consistency 
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in spectral dynamics we found for the CsPbBr3 NCs over a temperature range from 10 K to 100 

K+ does not agree with a phase change or thermal response. A recent study from Kirschner et al. 

was only able to generate a photoinduced orthorhombic to cubic phase transition in CsPbBr3 NCs 

at fluences 3 orders of magnitude higher than those used here277. Finally, recently published work 

found no evidence of a phase change in the same CsPbBr3 NC-embedded polymer film sample 

over a 5-300 K temperature range262, while a different report showed that thermal heating is 

negligible in this sample at low fluences. 

 

4.9 Mechanistic Understanding of the Trapping Process 

The exact mechanism for charging in nanocrystal systems is still subject to debate and 

likely varies with the material system and operating conditions, but several hypotheses have been 

developed. In traditional NCs, charging has been associated with undercoordinated atoms on the 

surface of the NC, creating energetic states within the bandgap at which carriers can become 

trapped245,278. Trap states linked to the capping ligands or the surrounding polymer matrix have 

also been reported.258,259,279,280 In lead halide perovskite NCs, trapping mechanisms have similarly 

been tied to surface states271,281–283, with surface passivation efforts shown to improve QY and 

reduce nonradiative recombination271,282,283. In contrast to surface and external effects, trapping at 

defect sites within the NC core has also been proposed as a mechanism for blinking in CsPbBr3 

perovskite NCs266. This was proposed to occur at vacancies or interstitial ions in the perovskite 

lattice, which are known to be common in lead halide perovskites72,241,284 due to their uniquely 

high rates of ion migration284,285. 

A defining feature of the TA data set that may help provide insight into the nature of the 

charging mechanism is the strong temperature dependence of this process. This could be the result 

of either 1) the initial charging process being temperature-dependent, possibly due to a trap state 

density that varies with temperature, or 2) charging always occurring but the neutralization of the 

charged NC depending on temperature. The former would be consistent with our findings if the 

number of traps states or likelihood of trapping were significantly higher at lower temperatures 

(below ~100-200 K). Some reports in the literature support this mechanism, such as computational 

work studying surface defects in PbS and CdSe QDs that can form and disappear dynamically due 

to doping or photoexcitation278,286, a process which might show a temperature dependence if there 
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were an energy barrier to creating or destroying the trap state. A separate study reported PbS QD 

surface trap state formation occurred preferentially at higher temperatures due to an ordered-

disordered phase transition in the capping ligands259, although this is opposite of the trend we see 

with temperature. 

If instead the defect site density is constant with temperature and a significant population 

of charged NCs is always formed, it must instead be the detrapping process which exhibits a 

temperature dependence. This scheme better aligns our findings with a number of studies on both 

traditional QDs and perovskite NCs, where significant charge carrier trapping even at room 

temperature has been seen244,246,247. Temperature-dependent photoluminescence data has also been 

reported that suggests charging occurs at all temperatures and one or more energy barriers exist to 

neutralization of the charged NC state257,287. Other theoretical and experimental works have 

proposed various mechanistic schemes to describe the process of trapping and detrapping in 

NCs249,250,252,260,264,268, highlighting the complexities of the system and the lack of a commonly 

accepted model that fully describes this process. In the temperature-dependent neutralization 

scenario, the room temperature TA dynamics we observe—showing monoexponential decay with 

no spectral shift—don’t result exclusively from a population of excitons. Instead, the TA signal 

comes from both the exciton and charged NC populations, but the thermal energy is sufficient to 

allow for rapid transfer between the two states. 

 

4.10 Modeling Temperature-Dependent Nanocrystal Dynamics 

Next, we develop a model of this system consistent with the proposed temperature-

dependent neutralization mechanism that allows us to quantify the energy barrier to neutralization. 

To do this, we employ a global fit that incorporates TA data as a function of time, wavelength, and 

temperature into a single model. We have already extracted the exciton and charged NC spectra at 

10 K using the target analysis method, but spectra and the decay dynamics both vary with 

temperature. This creates a challenge in fitting the distinct exciton and charged NC spectra at 

higher temperatures, when the two populations are declining at similar rates and the combined TA 

spectrum appears time-invariant. To overcome this issue, we reduce the full TA spectra of each 

population down to a few key data points to be fitted—the intensity and wavelength of the GSB 
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and IA peaks—yielding four fittable parameters each for the exciton and charged NC spectra. 

These can then be bounded to ensure the two fitted spectra are distinct. 

We developed a kinetic model to define the population dynamics as a function of time 

delay, similar to the target analysis of 10 K data performed previously. However, this model allows 

for neutralization of the charged NC state in addition to the exponential decay of the exciton. The 

kinetic equations for the population of the exciton ( XP ) and charged NC ( CP ) over time are shown 

in Equations 4.2 and 4.3: 
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In this model, CXA  and CXE  represent the prefactor and energy barrier to charged NC 

neutralization, respectively. These fitting parameters are held constant at all temperatures, along 

with the initial conditions ,0XP  and ,0CP . On the other hand, the exciton lifetime, XW , and the exciton 

and charged NC spectral parameters are independently fitted at each temperature. 

TA data over a temperature range of 10-300 K and a time window of 300-3800 ps were 

fitted to the model using a nonlinear optimization algorithm, yielding the solution shown in 

Figures 4.7 and 4.11. The global fit gives a 104 meV energy barrier to charged nanocrystal 

neutralization. This is sufficiently large that effectively no charged NC neutralization occurs on a 

4 ns time scale at 10-78 K, but small enough that neutralization is much faster than exciton 

recombination at room temperature, with a transition in the region of 130-190 K, as shown in 

Figure 4.7a. These population dynamics also fully reproduce the temperature-dependent dynamics 

seen in the TA data. Specifically, the model replicates the redshift seen in the IA and GSB peak 

positions at low temperatures but not at higher temperatures, as shown in Figure 4.7b. The model 

results also show that 42% of NCs not in the ground state are charged and 58% are populated by a 

neutral exciton. This is a very significant fraction of charged NCs, and is consistent with the target 

analysis results showing 41-58% of NCs are initially charged. However, these numbers are based 
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on data from 300 ps onward and extrapolated back to time zero, so they can only be considered an 

approximation. See Figure 4.11 for more details on the global fitting results. 

 

 
Figure 4.7. Results of global fitting analysis for all temperatures. (a) Exciton (top) and charged NC 
(bottom) populations as a function of temperature and time delay. The charged NC population shows 
effectively no decay at 10 K or 78 K, but almost complete neutralization by 300 ps at 300 K.  (b) Raw TA 
data (curves) and model fits (x markers) at 300 K (top), 130 K (middle), and 10 K (bottom), showing 
experimental dynamics in the IA and GSB peaks are well-captured by the model. Plotted time points are 
300 ps, 600 ps, 1000 ps, 1800 ps, and 3500 ps. 

 

If the kinetic model is projected forward to microsecond time delays, the 104 meV 

neutralization energy barrier predicts a significant charged NC population at 5 µs for temperatures 

of 78 K and below, with a transition occurring at 100 K. This qualitatively matches actual trends 

in the temperature-dependent repetition time TA data (Figure 4.10). However, the TA signal 

intensity from 4 ns to 5 µs drops by a factor of 5-10 even at 10 K, while the model predicts no 

change in charged NC population under the same conditions. These dynamics cannot be 

reproduced using a simple kinetic model with one energy barrier to neutralization. Instead, this 

points to a more complex mechanism involving multiple energy barriers or neutralization that 

occurs via either overcoming an energy barrier or tunneling. These complex kinetics have been 
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proposed in the past250,264 and point to multiple trapping mechanisms or trap states rather than 

supporting a single trap model. 

 

4.11 Conclusions 

We have employed temperature-dependent transient absorption spectroscopy to uncover 

signs of significant photocharging in CsPbBr3 perovskite NCs. Our ensemble results are in contrast 

to some other reports on single CsPbBr3 NCs showing near unity quantum yield and blinking-free 

photoluminescence239. This discrepancy highlights the different likelihood of charging occurring 

for different NCs, which points to a charging mechanism that depends on local conditions (e.g. 

surface defects). We also find the charged NC fraction shows a sub-linear dependence with 

excitation density (<N>), as shown in Figure 4.4d. This is in direct contrast with previous work 

attributing NC charging processes to an Auger-mediated ionization mechanism in both 

traditional261,288,289 and perovskite244 nanocrystals, which results in charging having a super-linear 

dependence with excitation density. Instead, we find the charged NC fraction at 10 K scales 

linearly with the fraction of NCs that contain exactly one exciton after photoexcitation. This may 

suggest a counter-intuitive mechanism by which multiply-excited NCs (e.g. biexcitons) are 

subsequently able to avoid forming a charge-separated state, perhaps through a trap passivation 

mechanism consistent with previous observations of photoactivation in lead halide perovskite 

nanocrystals253,268 and thin films290,291. Finally, a global fit to the temperature-dependent TA data 

was used to study the mechanism of charged NC neutralization in this system. Fits to the 0-4 ns 

TA data yielded a 104 meV energy barrier to neutralization, which was found to be qualitatively 

consistent with repetition time TA results. However, the nanosecond and microsecond TA results 

together suggest it’s likely that multiple energy barriers or trap states exist in CsPbBr3 NCs, which 

will take further investigation to fully quantify. 

Our findings are important to improve the understanding of charging and neutralization 

processes in perovskite NCs. These results can help drive synthetic improvements towards higher 

quantum yield, blinking-free NCs for use in device applications like LED displays. In particular, 

identification and passivation of the deepest trap states is of critical importance for the use of 

perovskite NCs as quantum emitters, which are held at cryogenic temperatures and most 

susceptible to the charging processes studied here16,239. 
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4.12 Methods 

Transient absorption spectroscopy. Transient absorption spectroscopy was performed in the 

same experimental setup described in Section 3.12 under Impulsive Vibrational Spectroscopy 

Setup, including the same laser system, pump light generation, and data collection. The CsPbBr3 

perovskite nanocrystal-embedded polymer films were similarly mounted in a vacuum cryostat 

(Janis Research, ST-100). The exciton density per NC, <N>, was calculated using from the laser 

spot size, fluence, repetition rate, and absorption cross section. The absorption cross section was 

adapted from measurements performed by the Hens group292 at 400 nm excitation wavelength. 

This value was scaled to an excitation wavelength of 450 nm using our linear absorption 

spectrum (Figure 4.1a). Further details on the TA setup have also been published previously121. 

 

Target analysis modeling. In order to extract the spectra of the exciton and charged nanocrystal 

at low temperatures (as seen in Figure 4.6a), the following method was followed. First, it was 

assumed that the exciton and any multi-carrier species signals have fully decayed by the end of the 

TA time window. Thus, the TA signal after 3ns is entirely from the charged NC, giving us the 

charged NC spectral shape before applying a fitting algorithm. This assumption is important given 

the very similar lineshapes of the exciton and charged NC spectra. 

The charged NC spectrum C(λ) is extracted by averaging the last ten time delay points (covering 

3000-3900 ps), and then smoothing this data to reduce noise. A constrained optimization algorithm 

(fmincon in MATLAB) is then applied to extract the exciton spectrum X(λ) and the decay 

dynamics of both species. The algorithm was supplied TA data taken at 10 K with <N>=0.3 over 

a wavelength range of 477-530 nm and a time range of 300-3800 ps. Several kinetic models were 

considered, but the simplest model accurately capturing the system dynamics was single 

exponential decay of both the exciton and the charged NC. Reasonable bounds were supplied, and 

the resulting parameters were confirmed not to lie at the edges of the parameter space. 

 

  



110 
 

4.13 Appendix A Additional Figures 

 

 
Figure 4.8. Transient absorption spectra at all temperatures. TA spectral slices over the first 2 ns at the 
temperatures inset in each sub-figure. The displayed curves (from purple to blue) were measured at time 
points of 10, 20, 50, 100, 200, 500, 1000, and 2000 ps. 
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Figure 4.9. Normalized transient absorption spectra at all temperatures. TA spectral slices over the 
first 2 ns at the temperatures inset in each sub-figure. The displayed curves (from purple to blue) were 
measured at time points of 10, 20, 50, 100, 200, 500, 1000, and 2000 ps. 
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Figure 4.10. Repetition time transient absorption spectra at all temperatures. TA spectral slices at 
(blue) 30 ps, (pink) 3.6 ns, and (orange) 5 µs at the temperatures listed for each sub-figure. The intensities 
of the 3.6 ns and 5 µs curves are increased by factors of 3 and 10, respectively, for clarity. 
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Figure 4.11. Global fitting results. (a) Ground state bleach wavelength shift versus time delay. Markers 
represent the experimental data while dashed lines show the fitted results. All fitted temperatures are shown, 
starting with 10 K (top, blue) and increasing temperature down the figure to 300 K (bottom, red). (b) Fitted 
exciton lifetimes (pink markers) along with upper and lower bounds (gray dashed lines). (c) Comparison 
of the rates of exciton recombination (green) and charged NC to exciton neutralization process (blue). 
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Chapter 5                                                                                  
Conclusion and Future Directions 
 

 

Distress not yourself if you cannot at first understand the deeper 
mysteries of Spaceland. By degrees they will dawn upon you. 
 
Edwin A. Abbott, Flatland: A Romance of Many Dimensions293 

 

 

5.1 Next Steps 

As my thesis comes to a close I reflect on the fact that, in scientific research, the story is 

never truly complete. In this chapter, I will briefly discuss some of the most interesting unanswered 

questions and promising future directions related to my thesis. Additional progress in these areas 

will further improve our understanding of the unique properties of hybrid organic-inorganic 

semiconductor nanomaterials. 

 

5.2 Future Studies of Electron-Phonon Interactions in Metal Organic Chalcogenolates 

In the study of metal organic chalcogenolates (MOCs) presented in Chapter 3, we made 

huge advances in our understanding of electron-phonon interactions in 2D AgSePh. We identified 

impulsive vibrational spectroscopy (IVS) as a powerful technique to study electron-phonon 

coupling in the time domain and specifically analyze coupling to the electronic excited state.  We 

also showed the advantage of combining multiple experimental and computational techniques to 

glean more information about the system. 

A very natural progression of this work would be to extend it to other materials, starting 

with other members of the MOC material family. The most obvious candidate material is AgTePh, 

a 2D MOC that is structurally very similar to AgSePh but exhibits substantially different 

optoelectronic properties86,95,96. The Tisdale group has synthetic capabilities to produce this 

material, and we have recently published a report comparing the properties of AgSePh and 
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AgTePh96. In this study, we concluded that the broad and red-shifted emission spectrum of 

AgTePh is likely caused by self-trapped exciton formation, a phenomenon associated with strong 

electron-phonon interactions and previously reported by the Tisdale group and others in 2D 

perovskites121,294–296. 

To further investigate exciton-phonon coupling in AgTePh, we recently collected 

preliminary IVS data on this material, as shown in Figure 5.1. The 2D colormap of raw transient 

absorption data for AgTePh is given in Figure 5.1a, with coherent oscillations clearly visible, 

consistent with strong exciton-phonon coupling. By applying the same methods introduced in 

Chapter 3, we can subtract off the electronic dynamics, leaving only the coherent vibrational data 

shown in Figure 5.1b. Next, we can select a wavelength region to sum over and compute the 

Fourier transform of the data, giving the IVS frequency-domain results shown in Figure 5.1c and 

Figure 5.1d for two different wavelength regions. Alternatively, we can fit the vibrational 

oscillations in the time domain to extract both the frequencies and decoherence times of the 

different modes, as shown in Figure 5.1e. For additional information on electron-phonon coupling, 

impulsive vibrational spectroscopy, and data analysis methods used here, see Chapter 3 of this 

thesis. 



116 
 

 

Figure 5.1 Impulsive vibrational spectroscopy study of 2D AgTePh. (a) IVS color map of AgTePh 
collected at 78 K, showing three separate excitonic features. (b) Coherent oscillations seen in AgTePh after 
the electronic dynamics are subtracted off. (c) IVS frequency domain spectrum of AgTePh at 78 K after 
performing a Fourier transform of the time-domain data over a 414-423 nm wavelength region. The blue 
markers represent the IVS results, while the red line is a Lorentzian fit to the data. (d) IVS frequency domain 
spectrum of AgTePh, equivalent to panel (c) but performed instead over a 451-462 nm wavelength region. 
(e) IVS time domain data (blue) summed over a 451-462 nm wavelength range. A decaying sine wave fit 
to the data is overlaid (dashed black line), as well as the difference between the experimental signal and fit, 
offset for clarity (red). 

 

The most noteworthy feature that appears in these data is the ~94 cm-1 vibrational mode 

which dominates both the short and long wavelength region IVS spectra (Figure 5.1c and Figure 

5.1d). Due to its frequency and intensity, it is reasonable to suspect that this vibrational mode may 

be equivalent to the 99 cm-1 γ mode found in AgSePh. The frequency shift in this mode may tell 

us more about structural differences between these two materials. Excluding this dominant mode, 
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the IVS spectrum of AgTePh is very distinct between the short and long wavelength regions, in 

contrast to our observations of AgSePh. This suggests significantly different vibrational coupling 

to the different band edge excitonic states in the system. Interpretation of this observation, as well 

as how self-trapped exciton formation may play a role in the IVS spectrum, is beyond the scope 

of this discussion. However, additional analysis and comparisons to other experimental and 

computational techniques may yield very interesting and insightful findings on exciton-phonon 

coupling in AgTePh. 

More generally, IVS and the other techniques introduced in Chapter 3 can be applied to 

study electron-phonon coupling in other MOC systems. For example, the Tisdale group has had 

success synthesizing AgSePhMe, an analog of AgSePh with a methylated phenyl ring88, as well 

as other MOCs with different functional groups added to the organic layer. This methodology can 

also be applied more broadly to other hybrid nanomaterial systems with strong electron-phonon 

coupling to understand the physics and optoelectronic impacts of this phenomenon. 

 

5.3 Synthesis and Characterization of 2D Perovskite Heterostructures 

Another area of recent interest for me has been 2D perovskite heterostructures. This 

particular topic represents the union of my previous co-authored study investigating 2D 

perovskites121 with unpublished work on 2D-0D heterostructures from earlier in my PhD (see 

Figure 5.2). Many previous studies have been performed on 2D heterostructures comprised of 2D 

van der Waals materials, including transition metal dichalcogenides, graphene, hexagonal boron 

nitride, and others46,54,297–301. These structures exhibit interesting physical phenomena such as 

ultrafast charge and energy transfer300, superconductivity54, and charge-transfer or interlayer 

exciton formation301,302, which motivates parallel studies of 2D perovskite heterostructures to 

determine if they display similar emergent properties. In fact, there have been a number of recent 

studies investigating charge and energy transfer in 2D perovskite heterostructures23,303–307, 

although almost all of these studies have utilized “mixed n” 2D-2D perovskite samples with 

multiple crystal domains of different 2D layer thicknesses (e.g. “n”=2, 3, 4, and 5 lead halide 

octahedra per layer), likely in part due to the difficulty in synthesizing thickness-pure 

heterostructure samples for study. In contrast, our group’s expertise in growing high quality 2D 

perovskites with tunable composition50,101,308 enables us to synthesize many possible combinations 
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of well-controlled 2D perovskite heterostructures. We can also utilize the pick-and-place PDMS 

stamping method developed by Pan et al.309 to form 2D perovskite heterostructures with exact 

control of layer thickness, location, and orientation. 

 

Figure 5.2. 0D-2D InP nanocrystal on WS2 heterostructure. Scanning electron micrograph (SEM) of 
indium phosphide-zinc sulfide (InP/ZnS) core-shell nanocrystals or quantum dots (QDs) deposited on a 
few-layer tungsten disulfide (WS2) sheet. Nanocrystals show sub-monolayer coverage on both WS2 and on 
the underlying SiO2/Si substrate. 

 

Our group has begun preliminary work into synthesizing and studying these 2D perovskite 

structures. In collaboration with Fabio Marangi, a visiting PhD student from Politecnico di Milano, 

I was able to perform basic optical characterization of mixed 2D perovskite samples. We 

synthesized several different 2D perovskites, including n=1 HA PbI4, n=1 PEA PbI4, and n=1 PEA 

PbBr4 (with n=1 denoting a single layer of perovskite lead halide octahedra, HA = 

hexylammonium organic spacing ligands, and PEA = phenylethylammonium organic spacing 

ligands). The stamp transfer method was then used to combine multiple 2D perovskites onto a 

single substrate. Initial results are provided in Figure 5.3, showing successful stamp transfer 

methodology and pure n=1 layer thickness based on photoluminescence spectra. However, we 

encountered some challenges in this process that must still be resolved. Low substrate coverage of 

the 2D perovskites made it difficult to create a heterostructure by chance when using the stamping 
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method. This may necessitate performing the stamping process in a microscopy setup to find 

quality microcrystals of both 2D perovskite types and ensure their alignment during stamping. 

Also, when attempting to generate an n=1 PEA PbI4 and n=1 PEA PbBr4 heterostructure, the PL 

emission from an isolated n=1 PEA PbI4 microcrystal was green in the center of the crystal, as 

anticipated, but unexpectedly appeared cyan near the edges. This suggests bromide migration and 

ion exchange into the edges of the n=1 PEA PbI4 microcrystal from trace leftover solvent used in 

the n=1 PEA PbBr4 synthesis, another issue which will need to be addressed. Ultimately, after 

successful synthesis of a 2D perovskite heterostructure, we would be interested in tuning the 

structure to achieve desired properties such as preferential charge or energy transfer, controllable 

exciton binding energy, and the formation of interlayer excitons. This will be enabled by the highly 

tunable composition of 2D perovskites, as illustrated in Figure 5.4a-e. 

 

 

Figure 5.3. 2D perovskite synthesis and characterization. (a) Optical microscope images of stamp 
transferred n=1 HA PbI4 2D perovskite microcrystals. (b) Steady state photoluminescence (PL) collected 
from stamp transferred n=1 PEA PbI4 2D perovskite microcrystals. Different curves correspond to PL 
collected from different microcrystals, showing consistent phase pure n=1 morphology. 
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Figure 5.4. 2D perovskite heterostructure tunability and characterization. (a-e) Variables for tuning 
the properties of 2D perovskite heterostructures, including (a) chemical composition, (b) interlayer spacing, 
(c) layer thickness, (d) ligand chemistry, and (e) twist-angle orientation. (f) Schematic of polarization-
dependent transient absorption spectroscopy (PDTA) on an interlayer exciton in a 2D perovskite 
heterostructure. 

 
We are particularly interested in studying interlayer excitons (IE), which form when a 

charge carrier transfers across the heterostructure interface but the electron and hole remain 

Coulombically bound302. Also called charge transfer excitons, this type of exciton exhibits 

properties that are different from the in-plane excitons in either parent material, such as tunable 
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emission energy, long recombination lifetimes, and orientation anisotropy310. IEs have been 

studied in other 2D material fields such as transition metal dichalcogenides300,311, but they have 

only been documented in a 2D perovskite heterostructure in one recent publication312. 

To investigate interlayer exciton (IE) formation in 2D perovskite heterostructures, we can 

employ polarization-dependent transient absorption (PDTA) spectroscopy, as illustrated in Figure 

5.4f. This novel technique follows the same experimental setup as regular transient absorption 

(TA), but with the added dimension of varying the polarization of the probe pulse. By probing a 

2D heterostructure at grazing incidence, the anisotropic transition dipole moment of an IE 

(oriented normal to the 2D plane) will show a stronger signal when using p-polarized probe light 

than s-polarized probe light. This technique allows for the unambiguous assignment of measured 

TA signals to the IE rather than defects, self-trapped excitons, or other excited state species.  

 

5.4 Concluding Thoughts 

Hybrid organic-inorganic semiconductor nanomaterials are an immensely broad and 

complex set of materials. I have enjoyed the role I’ve played using ultrafast spectroscopy to 

identify and interpret just a few of their unique characteristics. While there are still many years of 

research and development left to be done, designer nanomaterials engineered with tailored material 

properties have the potential to drive substantial advances in the fields of optics, electronics, 

communications, biotechnology, quantum information, and more. 
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